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Factoring polynomials over algebraic number fields*) 

by 

A.K. Lenstra 

ABSTRACT 

This paper describes a polynomial-time algorithm for the factorization of 

polynomials in one variable with coefficients in an algebraic number field. 

The algorithm generalizes the polynomial-time algorithm for the factorization 

of polynomials in one variable with rational coefficients. 
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Factoring polynomials over algebraic number fields. 

In [8J a polynomial-time algorithm was given to factorize polynomials in 

one variable with rational coefficients. In this paper we generalize this 

result to polynomials in one variable with coefficients in an algebraic 

number field .. 

1 

The existence of a polynomial-time algorithm for this problem is not 

surprising in view of [BJ. According to Trager [12J the problem is reducible 

to the factorization of univariate polynomials with integral coefficients, 

and in [6J it is shown that this reduction is polynomial-time. Here we 

pursue a diriect approach to the factorization of polynomials over algebraic 

number fields. As suggested in [7: Section SJ we regard the irreducible 

factor we ar,e looking for as an element of a certain integral lattice, and 

we prove that it is the 'smallest' element in this lattice. As we have seen 

in [8J this ,enables us to effectively compute this factor by means of a 

basis reduction algorithm for lattices. 

Section 1 contains some notation and definitions; furthermore we 

recall there some results from [8: Section 1J. Section 2 deals with the 

connection between factors and lattices. It generalizes the first part of 

[8: Section 2J. In Section 3 we give a global description of the factoring 

algorithm and we analyze its running time. 

For a polynomial f we denote by of the degree of f, by lc(f) 

the leading coefficient of f, and f is said to be monic if tc(f) = 1. 
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1. Preliminaries. 

Let the algebraic number field m(a) be given as the field of rational 

numbers m extended by a root a of a prescribed monic irreducible poly­

nomial F EZZ[T], i.e. m(a) ~ m[T]/(F). This implies that the elements 

of m(a) can be represented as polynomials in a over m of degree< oF. 

We may assume that the degree of the minimal polynomial F is at least 2. 

Similarly, we define zz;[a] = ZZ[T]/ (F) as the ring of polynomials in 

a over zz; of degree< oF, where multiplication is done 'modulo F'. 

Let f be a monic polynomial in m(a)[X]. In Section 3 we will de-

scribe how to choose a positive integer D such that 

( 1. 1) f and all monic factors of f in m(a)[X] are in 
1 
0 zz[a][x]. 

The algorithm to determine the irreducible factors of f in m(a)[X] 

that we will present, is very similar to the algorithm for factorization 

in ZZ[X] as described in [8]: first determine the factorization of f 

over some finite field ( ZZ/p zz; in [8]), next extend this factorization 

to a factorization over a large enough ring ( ZZ/pk zz; in [8]), and finally 

use a lattice reduction algorithm to determine the factors over m(a). 

Therefore, we first describe how to choose this finite field and this ring. 

Let p be a prime number such that 

( 1. 2) p does not divide D, 

and let k be a positive integer. For 

ger i we denote by Gt or 
i 

(G mod p) 

i 
G = L. a. T E ZZ[T] 

1 1 

the polynomial 

and some inte­

i i 
L . ( a . mod p ) T E 

1 1 

( ZZ/p 2 ZZ) [T]. In Section 3 we will see that we are able to determine p 



in such a way that we can compute a polynomial HE ZZ[T] such that 

( 1. 3) 

(1. 4) 

(1.5) 

(1.6) 

H is manic, 

divides in ( 2Z/pk 2Z) [T], 

H1 is irreducible in ( 2Z/p 2Z) [T], 

(H >2 
1 

does not divide F1 in ( 2Z/p 2Z) [T]. 

3 

It follows that H1 divides F1 in (2Z/p2Z)[T], and that O < oH :5 oF. 

This polynomial H, together with the prime number p and the inte-

ger k, gives us the possibility to construct the finite field and the 

ring we were looking for. We denote by q the prime-power oH 
p and by 

F the finite field containing q elements. From ( 1. 5) we derive that 
q 

F q "" ( 2Z/p 2Z) [T]/ (Hl). Remark that F 
q 

where a 1 = (T mod(H1)) is a zero of H1. This enables us to represent 

the elements of F q as polynomials in a 1 over 2Z/p 2Z of degree < oH. 

The finite field F corresponds to 2Z/p 2Z in [8]; we now define the 
q 

ring which will play the role of 2Z/pk 2Z in [8]. Let Wk (F q ) = 

k 
be a ring containing q elements. We have that wk (F q) 

So elements of Wk (F q) can be represented as polynomials in ak over 

2Z/pk 2Z of degree< oH, and Wk(Fq ) can be mapped onto F by reduc-
q 

ing the coefficients of these polynomials modulo p. For a E Wk(Fq }[X] 

we denote by (a mod p) E F [X] the result of applying this mapping 
q 

coefficient-wise to a. Remark that w1 (F 1 "' F . 
q q 

1 
We now show how we map polynomials in 0 2Z[a][X] to polynomials in 

Fq[X] and Wk(Fq}[X] respectively. Clearly, the canonical mapping from 
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zz[T]/ (F) to defines a mapping from zz[a.] to 

for i = 1,k. (Informally, this mapping works by reducing the polynomial 

in O'. modulo 
i 

p and For a E zz[a.J we denote by 

the result of this mapping. Finally, for 
a· . 

g = E ~ Xl. E 
i D 

we denote by the polynomial 

-1 i i i 
E i ( ( (D mod p ) a i) mod (p , Hi) ) X E W £ ( JF q ) [ X] • Notice that 

-1 i 
D mod p ex-

ists due to (1.2). 

(1.7) We conclude this section with some results from [8: Section 1]. Let 

n be a positive integer, and let be linearly indepen-

dent. The lattice 

as 

n 
L C JR of rank n spanned by b 1 ,b2 , .... ,bn is defined 

r. E ZZ ( 1 :;; i :;; n) } . 
l. 

we assume that the nxn matrix having b 1 ,b2 , ... ,bn as columns is upper-

triangular, i.e. the (j+l)-th up to the n-th coordinate of b. 
J 

is zero, 

for 1 :;; j :;; n. This implies that we can regard the lattice L. 
J 

of rank 

j spanned by b 1 ,b2 , •.. ,bj as a lattice contained in JR j, for 1 :;; j :;; n; 

notice that L = L. Furthermore we assume that n 

SO that L j C (~ Zl) j . 

Let BE 7.l~ 2 be chosen in such a way that 

where I I denotes the ordinary Euclidean length. 

!Db. 12 :;; B for 1 ~ i:;; n, 
l. 

In [8: (1.15)] a basis reduction algorithm is given that transforms a 

basis of a lattice L. into a reduced basis 
J 

for L .• We won't recall the definition of a reduced basis here [8: (1.4), 
J 

(1.5)], it suffices to say that the first vector o1 in such a reduced 

basis satisfies 
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( 1. 8) 

for every X. E L., 
J J 

X. ~ 0 
J 

[8: (1.11)]. The number of arithmetic operations 

needed by the basis reduction algorithm is O(j 4log B), and the integers 

on which these operations are performed each have binary length O(j log B) 

[8: (1.26) ] .. 

The first time that the vector b. is considered during the computation 
J 

of a reduced basis for L., is at the moment that a reduced basis for L. 1 J J-

is obtained already; i.e. the computation of a reduced basis for 

stitutes the first part of the computation of a reduced basis for 

(1.37)]. 

L. 1 J-

L. 
J 

con-

[8: 

It follows that we can find an approximation of the shortest vector in 

L 
n 

in 
4 

O(n log B) operations on integers having binary length O(n log B), 

and as a byproduct of the computation we get approximations of the shortest 

vectors in the lattices L. without any time loss. If the approximation 
J 

of the shortest vector in L., for some j, satisfies our needs already, 
J 

then we break off the computation as soon as we have found this approxima-

tion, and ci~e computation then takes O(j 4 log B) operations on integers 

having binary length O (j log B). 

2. Factors and lattices. 

This section is similar to the first part of [8: Section 2]. We formulate 

the generaLizations of [ 8: (2. 5) , (2. 6) , (2. 7) , (2. 13) J to polynomials over 

algebraic number fields. Let f, D, p, k, F, and H be as in Section 1. 

We put n = of; we may assume that n > 0. 

Suppose that we are given a polynomial h E Z'.:[a]fx] · such that 
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(2. 1) 

(2. 2) 

(2. 3) 

(2. 4) 

h is monic, 

k 
(h mod(p ,Hk)) divides 

k 
(f mod (p ,Hk)) in wk (F q) [x], 

is irreducible in lF [X], 
q 

2 
(h mod(p,H 1)) does not divide (f mod(p,H 1)) in lF [x]. 

q 

we put t = oh; so O <ts n. In Section 3 we will see which extra con­

ditions have to be imposed on p so that such a polynomial h can be de-

termined. 

(2.5) Proposition. The polynomial f has a unique manic irreducible factor 

lF [X]. 
q 

@(a.) [xJ, 

(i) 

(ii) 

1 
0 :zz;[a.J[x] for which (h mod(p,H 1)) divides (hOmod(p,H 1)) 

1 
Further, if a manic polynomial g E 0 zz;[a.J[x] divides f 

then the following assertions are equivalent: 

(h mod (p, H l ) ) 

k 
(h mod (p ,Hk)) 

divides (g mod (p,H 1)) 

divides 
k 

(g mod (p ,Hk)) 

@(a.) [xJ. 

in 

in 

lF [X], 
q 

wk ( lF q ) [x J, 

In particular 

divides g in 

k 
(h mod (p ,Hk)) divides in 

Proof. Use (1.1) and the proof of [8: (2.5)]. D 

in 

in 

(2.6) In the remainder of this section we fix an integer m with m ~ t. 

We define L to be the collection of polynomials g E ½zz;[a.][X] such that: 

(i) og s m, 

(ii) if og = m, then tc(g) E zz;, 

(iii) 
k 

(h mod(p ,Hk)) divides 
k 

(g mod (p ,Hk)) in wk (lF q) [x]. 

We identify such a polynomial g = m-1 oF-1 j i m 
L, 0 L. 0 a .. a. X + amOx (where 

J.= J= l.J 
a .. 

l.J 

E~) with the (moF+l)-dimensional vector (aOO ,aO1 , .•. ,aO0F-l'al0, ... , 
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a ~ 1 ,a 0 ). Using this identification between vectors and polynomials, 
m-1 uF- m 

it is not difficult to see that L is a lattice in 
moF+l 

]R • 
I from the 

fact that both H and h are monic ((1.3) and (2.1)) it follows that a 

basis for L is given by 

{1 k j i 0 s j < oH, 0 s i < ,Q,} -paX u 
D 

{_!_ aj-oHH(a)Xi 
D 

oH s j < oF, 0 s i < ,Q,} u 

{_!_ ajhXi-,Q, 
D 

0 s j < oF, ,Q, s i < m} u 

{hXm-,Q,}. 

Notice that the matrix having these vectors as columns is upper-triangular. 

we define the length lgl of g as the ordinary Euclidean length 

lgl o:m-1 oF-1 2 2 ½ 
the vector identified with g, so L.ola .. l + I amO I ) ; i=O J= 1] 

the height gmax of g is defined as max{ I a .. I}. 
1] 

Similarly we define 

the length and the height of polynomials in Z'.':[T]. 

(2. 7) Proposition. Let b E L satisfy 

(2. 8) pk,Q,oH/oF > (of ((n+l)oF(l+F )oF-1)\)m• 
m~ m~ , 

( oF 1 ½)n Db ( (m+ 1) oF ( 1 +F ) ) . 
max max 

Then b is: divisible by h 0 in ~(a)[X], where h 0 is as in (2.5). 

In particular gcd (f ,b) ~ 1. 

of 

The proof of this proposition is very similar to the proof of [8: (2.7)]; 

we therefore omit the details 
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Proof. Put g = gcd(f,b), and e = og. we may assume that g is monic. 

Identify the polynomials 

(2. 9) 0 ~ j < oF, 0 ~ i < ob-e} u 

0 ~ j < oF, 0 ~ i < n-e} 

with (oF(n+ob-e))-dimensional vectors. The projections of these vectors 

1 e 1 e 1 oF-1 e 1 e+l 1 oF-1 n+ob-e-1 
on 0 :?L;X + 0 :?L;a.X + ... + 0 :rza. X + 0 :?L;X + ... + 0 :?L;a. X 

form a basis for a (oF(n+ob-2e))-dimensional lattice M'. Using induction 

on j one proves that 

~ f ( l+F ) j, 
max max 

so that, for O ~ j < oF and O ~ i < ob-e, 

~ f ✓ (n+l) oF (l+F ) j. 
max max 

With Hadamard's inequality, and a similar bound on la.jXibl we get 

d(M')l/oF ~ (f ( (n+l) oF (l+F ) oF-l) ~)m• 
max max 

( b ((m+l)oF(l+F )oF-l)~)n, 
max max 

where d(M') denotes the determinant of M'. With (2.8) this gives 

(2. 10) d(M') < 

kHH 
p 

D (n+m) oF • 

Assume that (h mod(p,H1)) does not divide ( g mod (p, H 1) ) in :JF [x]. 
q 

By Proposition (2.5) it is sufficient to derive a contradiction from this. 

Let 
1 v E O ?L;[a.J[xJ be some integral linear combination of the polynomials 

in (2.9) such that ov < e+t. As in the proof of [8: (2.7)] it follows 

from our assumption that 
k 

(v mod(p ,~)) = 0 in wk (JFq) [x]. Therefore, 



if we regard tc(v) as a polynomial in a, we have 

(2.11) £c(£c(v)) 
k 

_ 0 modulo p if ok(v) < oH. 

Now choose a basis b O 'b 1 ' ... 'b s 1 'b 1 0 ' ... 'b Sb 1 s 1 e e e uF- e+ n+u -e- uF-

9 

for M' 

such that ob .. = i and ok(b .. ) = j for e :o; i < n+ob-e and O :o; j < oF, 
iJ i] 

where ic(b .. ) is reg&rded as a polynomial in a. From (2.11) we derive 
i] 

that 

Jlc ( Jlc (b .. ) ) 0 modulo 
k 

for 0 j oH and i e+Jl. - p :o; < e :o; < 
i] 

Since k ( £c (b . . ) ) E 
:zz; 

obtain o' we 
i] 

k 
I Jlc ( £c (b .. )) I ;c: PD for 0 :o; j < oH and e :o; i < e+t 

iJ 

and 

1 
l n en (b ))I> f SH :o; ]0 < Sp or e+n <_ ~ < n+sb-e . .x,C .x,C • • - -D or u u JC, .L u 

iJ 

The determinant of M' equals the product of I £c ( tc (b .. ) ) I , 
i] 

so that 

k£oH 
di (M') ;c: p 

0 (n+ob-2e)oF 

k£oH 
;c: p 

D (n+m) oF • 

Combined with (2.10) this is the desired contradiction. D 

(2.12) To be aple to formulate the generalization of [8: (2.13)] we need 

an upper bound on the length of manic factors of f in 
1 D :;z[aJ[xJ. In 

Section 4 (4.8) we prove that a manic factor of degree :o; m has length 

at most 

where discr(F) denotes the discriminant of F (so discr(F) 7' 0, since 

F is an irreducible polynomial in :zz;[ T]) . 
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(2.13) Proposition. Suppose that o 1 ,o2 , ... ,omcSF+l is a reduced basis for 

L (see (1.7)), and that 

(2.14) pk.R,cSH/oF > ( 2n(moF+l) (n+l)n+m(m+l)nc2:,n0F4n+m(oF-l)n(oF-1) 

(l+F ) (n+m) (oF-1) ldiscr(F) ,-n)\ (Df ,n+mlFl2n(oF-1). 
max max 

Then we have oh0 ~ m if and only if (2.8) is satisfied with b replaced 

by B 1• 

Proof. Use (2.12), (1.8), and the proof of [8: (2.13)]. D 

3. Description of the algorithm. 

Let f be a polynomial in @(a)[X] of degree n, with n > 0. We describe 

an algorithm to compute the irreducible factors of f in @(a)[X]. 

For the moment we assume that f is manic. If D, p, H, and h are 

chosen in such a way that the conditions in Sections 1 and 2 are satisfied, 

then we can determine the factor h 0 of f by means of Propositions (2.7) 

and (2.13); this is described in more detail in Algorithm (3.1). After that, 

we explain in (3.4) how we choose D, p, H, and h, and we analyze the 

running time of the resulting factorization algorithm. 

(3.1) Suppose that a positive integer D, a prime number p, and polyno­

mials HE Z:::[T] and h E 7.l[a][X] are given such that (1.1), (1.2), (1.3), 

(1.5), (1.6), (2.1), (2.3), and (2.4), and (1.4) and (2.2) with k replaced 

by 1, are satisfied. We describe an algorithm that determines h 0 , the 

manic irreducible factor of f for which (h mod(p,H1)) divides (h0mod 

(p,H1)), cf. (2.5). 
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Put t = oh; we may assume that t < n. We calculate the least positive 

integer k for which (2.14) holds with m replaced by n-1: 

(3.2) pktoH/oF > ( 2n ((n-1) oF+1) (n+l/n-1 nn (2 ~~~1) )n0F5n-1 (oF-l) n (oF-1) 

(1+F ) (2n-1) (oF-1) ldiscr(F) ,-n)\ (Df )2n-1 IFl2n(oF-1). 
max max 

Next we modify H in such a way that (1.4) holds for the value of k just 

calculated. The factor k = (H mod p ) of 
k 

(F mod p ) gives us the possi-

bility to compute in Wk (:IF q). Therefore we now modify h, without changing 

(h mod(p,H 1)) in such a way that (2.2) holds for the above value of k. 

The computations of the new H and h can both be done by means of Hensel's 

lemma [5: exercise 4.6.22; 14; 13]; notice that Hensel's lemma can be applied 

because of (1.6) and (2.4). 

Now apply the basis reduction algorithm [8: (1.15)] to the (moF+l)­

dimensional lattice L as defined in (2.6), for each of the values m = t, 

t+l, ••• ,n-1 in succession; but we stop as soon as for one of these values 

of m we find a basis I\ ,:o2 , .•• ,omoF+l for L such that (2. 8) is satis­

fied with b replaced by o 1 • If such a basis is found for a certain value 

m0 of m, then we know from (2.13) that oh0 ~ m0 . Since we try the values 

m = i,t+l, .•• ,n-1 in succession we also know from (2.13) that oh0 > m0-1, 

so oh0 = m0 . By (2. 7) the polynomial ho divides 15i in (Q(o.)[X] which 

implies, together with 001 ~ mo, that 001 = mo· From (2 .6) (ii) and from 

the fact that hO is monic we find that ]31 = ch0 , for some constant C 

E ~- Using that ho E L and that ]31 belongs to a basis for L, we con-

elude that C = ±1, so that ]31 = ±ho· 

If on the other hand we did not find such a basis for L, then we know 

from (2. 13) that oh0 > n-1. This implies that h0 = f. This finishes the 
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description of Algorithm (3.1). 

(3.3) Proposition. Denote by m0 = oh0 the degree of the irreducible factor 

h 0 of f that is found by Algorithm (3.1). Then the number of arithmetic 

operations needed by Algorithm (3.1) is 
5 6 4 6 

O(mo(n oF + n OF log(oFIFI) + 

4 5 3 4 
n oF log(Df ) + n oF log p)) and the integers on which these operations 

max 

are performed each have binary length 

2 2 

3 3 2 3 1 

O(n OF + n oF log(oFIFI) + 

noFlog(Df ) +noFlogp). 
max 

Proof. Let ml be the largest value of m for which the basis reduction 

algorithm is performed, so ml = mo or ml = m -1. 
0 

From (1. 7) it follows 

that during the computation of the reduced basis for the (m1 oF+1)-dimen-

sional lattice, also reduced bases were obtained for the (moF+1)-dimension-

al lattices, for t ~ m < m1 . Therefore the number of arithmetic operations 

needed for the applications of the basis reduction algorithm is 

4 
O((m1oF) log B), and the integers on which these operations are performed 

each have binary length O(m1oFlog B), where B bounds the length of the 

vectors in the initial basis for L (cf. (2.6)). Assuming that the coeffi-

cients of the initial basis are reduced modulo 

ldiscr(F) 1 ~ 1, oH ~ 1, and i ~ 1 that 

k 
p , we derive from (3.2), 

2 2 2 
log B = O(n OF + noF log(oFlFI) + noF log(Df ) + log p). 

max 

Combined with m1 = O(m0 ) this yields the estimates given in (3.3). 

It is straightforward to verify that the same estimates are valid for 

both applications of Hensel's lemma and for the computation of discr(F). 

• 
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(3.4) We now describe how to choose D, p, H, and h in such a way that 

Algorithm (3.1) can be applied. The algorithm to factor f into its monic 

irreducible factors in @(a)[X] then easily follows. 

First we choose a positive integer D such that ( 1.1) holds, i.e. f 

and all monic factors of f in @(a) [X] are in 
1 
0 :?Z[a] [X]. From [14] it 

follows that we can take D = de, where d is such that 
1 

f E d !iZ [ a J [x J , 

and c is the largest integer such that 
2 

C divides discr(F). This 

integer c however might be difficult to compute; therefore we take 

D = d ldiscr(F) I as denominator, which clearly also suffices. 

We may assume that the resultant R(f,f') E m(a) of f and its deriv­

ative f' is unequal to zero, i.e. f has no multiple factors in @(a) [X]. 

We apply the algorithm from [10] to determine p as the smallest prime 

number not dividing D•discr(F) •R(f,f'); so (1.2) is satisfied. 

Using Berlekamp's algorithm [5: Section 4.6.2] we compute the irreduc-

ible factorization 
t 

(F mod p) = rri=l (Gimod p) of (F mod p) in ( !iZ/p !iZ) [T]. 

This factorization does not contain multiple factors because discr(F) "/. 0 

modulo p. Combined with R(f,f') "/. 0 modulo p this implies that there 

exists an integer i 0 E {1,2, ... ,t} such that 

(R(f,f' )mod(p, (Gi mod p))) ~ O; 
0 

Let H be such a polynomial Gia· We may assume that H is monic, so that 

(1.3), (1.5), (1.6), and (1.4) with k replaced by 1 are satisfied. 

Next WE~ determine the irreducible factorization of (f mod(p,H 1)) 

lF [X] 
q 

by means of Berlekamp's algorithm [2: Section 5], where 
<SH 

q = p 

and lF "' ( !iZ/p !iZ) [T]/ (H mod p) . (Notice that we use a modified version 
q 

in 

of Berlekamp's algorithm here, one that is polynomial-time in p and <SH 

rather than polynomial-time in the number of elements of the finite field.) 



14 

Since f is monic the resultant R(f,f') is, up to sign, equal to the 

discriminant of f, so that it follows from the construction of H that 

the discriminant of f is unequal to zero in F . 
q 

Therefore (2.4) holds 

for all irreducible factors (h mod(p,H1)) of (f mod(p,H 1)) 

we may assume that these factors are monic. 

in F [X]; 
q 

The algorithm to factorize f now follows by repeated application 

of Algorithm (3.1). 

(3.5) Proposition. The algorithm sketched above computes the irreducible 

factorization of any monic polynomial 
1 

f E d2Z[a][X] of degree n > 0. 

The number of arithmetic operations needed by the algorithm is 

6 6 5 6 5 5 
O(n oF + n oF log(oFIFI) + n oF log(df )}, and the integers on which 

max 

these operations are performed each have binary length 

2 3 2 2 
n OF log(oFIF]) + n OF log(df )) . 

max 

3 3 
O(n oF + 

Proof. It follows from [3] that the calculations of R(f,f') and discr(F) 

satisfy the above estimates. From Hadamard's inequality we obtain 

. . oF 2oF-1 
ldiscr(F) I ~ oF !Fl ; 

it follows that 

log D = O(log d + OF log(oFIFI)). 

Let A be a matrix having entries 
oF-1 9., 

Aij = I9.,=0 aij9.,T E2Z[T], for 

1 ~ i,j ~ m,, and some positive integer m. The determinant d(A) of A 

is a polynomial of degree ~ m(oF-1) in 2Z[T]. According to [4] the length, 

and therefore the height, of d(A) is bounded from above by 
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Using this bound it is easily proven that the height of d(A) modulo F is 

bounded by 

~ 
( IImJ"--1 L~ (EoF-lla .. 1>2) (l+F )(m-l)(oF-1)_ 

i=l t=0 iJt max 

It follows that 

(R(f,f')) S ( ✓n+loFf )n-l(/n'oFnf )n(l+F ) <2n-2 ) (oF-l), 
max max max max 

where R(f,f') is regarded as a polynomial in a. We find from the defi­

nitions of D and p that 

II q S d•discr(F)• (R(df,df')) 
q prime, q < p max 

and this yields in a similar way as in [8] that 

p = O(log d + noF log(oFlFI) + n log n + n log(df ) ) • 
max 

This implies that the computation of the prime number p, and the computa­

tion of the factorizations of (F mod p) in (2Z/p2Zl[T] and (f mod(p,H1)) 

in F [X] satisfy the estimates in (3.5). Proposition (3.5) now easily 
q 

follows from the bounds on log D and p, and from the observation that 

a manic factor g of f in m(a)[X] 

+ n + log(f )) (see (4.7)). D 
max 

satisfies log(g l = O(oF log(oFIFll 
max 

(3.6) We now drop the assumption that f is manic, so let f be a polyno­

mial of degree n > 0 in 2Z[a][X]. We show that there exists a manic poly-

nomial 
~ -1 1 
f = tc (f) f E d 2Z[a][X], 

oF log(f )) , for some non-zero 
max 

Denote by C(a) 
oF-1 i 

= E. 0 c.a 
i= i 

The resultant R(C,F} E 2Z of C 

~ 
such that log(df ) = O(oF log(oFIFI) + 

max 

integer d. 

E 2Z[a] the leading coefficient of f. 

and F is defined as the determinant of 
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the following matrix: 

• 0 

. 0 

co 
FoF 

where 

. 0 C 0 

----oF--• 

F(T) LoF i 
= F.T. 

i=O 1. 

0 

oF-1 
0 

We add, 

• 0 

for 2 :Si :S 2oF-1, the 

times T 
i-1 

to the first row, so that the first row of the 

(C (T), TC (T) , .•• , ToF-lC(T), F (T), TF (T) , ••. , ToF-2F(T)). 

i-th row 

matrix becomes 

Expanding the 

determinant of the resulting matrix with respect to the first row gives 

R(C,F) 

where R. , S. E 2Z for O :S i < oF and O :S j < oF-1. 
1. J 

The values R. and s. are determinants of (2oF-2)x(2oF-2l subma-
1. J 

trices of the above matrix, and therefore, using Hadamard's inequality, 

IRil and lsjl are both bounded from above by 

The evaluation of these determinants can be done by means of the methods 

oF-1 i 
described in [1]. Putting R(T) = L, O R.T 

1.= J. 

R (a.) 
that C(T)R(T) = d mod F(T), so that -d- E 

and d = R(C,F) we find 

1 
d 2Z[a.] is the inverse of 

C(a.). Now use Hadamard's inequality to derive an upper bound for d, and 

we find that the manic polynomial f = R~a.) f E !2Z[a.][X] satisfies the 

estimates given above. 



17 

(3.7) Theorem. Let f be a polynomial of degree n > 0 in 2Z[a][X]. The 

irreducible factorization of f in gJ(a)[X] can be computed in 

O(oF6 (n6 + n 5log(oFIF]) + n 5log(f ))) 
max 

arithmetic operations on integers 

3 3 2 
having binary length O(oF (n + n log(oFlFI) + 

2 
n log (f ) ) ) . 

max 

Proof. The proof follows from (3.6) and (3.5). D 

4. Coefficient bound for factors. 

We use the method sketched in [14] to derive an explicit upper bound for 

the height and the length of a monic divisor of a monic polynomial in 

@(a)[X]. 

For polynomials in @(a)[X] the height and the length are defined 

as in (2.6); for a polynomial 
i 

g = L c,X E ~[x], 
i l. 

where denotes 

the complex numbers, the length lgl is defined as 
2 ½ 

(I.le.I). 
l. l. 

Let denote the conjugates of a, i.e. 

E ~ are the roots of the minimal polynomial F. For an element S 

the conjugates of B are defined as 
oF-1 i 

I. 0 b.a. for 
1.= l. J 

1 ~ j ~ oF. We define I] 13 II E R as the largest absolute value of any 

of the conjugates of S; so II all is the largest absolute value of any 

of the roots of F. 

For any choice of a E {al ,a2, .•. ,aoF} a polynomial g E @(a}[X] 

a polynomial Iog i 
E ~[X]; we define J] g ]j be regarded as C. ,X as 

i=0 J l. 

max 
1 < . ::;; oF 

{II?g c .. xi I}. 
- J 1.=0 J l. 

Now le:t f E Q?(a)[x] be a monic polynomial of degree n, and let 

m i 
E gJ(a)[X] a monic factor Since g = I. 0 g.X be of degree m of f. 

1.= 1. 

both f and g are monic, we obtain from [9] that 

can 



18 

(4.1) s <~> 11 f 11 , for l. 
0 s i s m. 

From (4.1) we will derive bounds on the height and the length of g. 

Let 
oF-1 

S = (s .. ) . . 0 l.J 1.,J= 
be the oFXoF matrix with Since 

S is a Vandermonde matrix and because the roots of F are distinct, it 

follows that S is invertible, and that the absolute value of the deter-

minant of equals ldiscr(F) I~- We denote by 
oF-1 s T = (t .. ) . . 0 the 

l.J l.,J= 
-1 

ITI 
oF-1 

< oF} matrix s ' 
and by = max{ E . 0 1 t .. 1 : 0 s j (this is the L -

1.= l.J 00 

norm for matrices). 

Let r. E a: 
J 

be the conjugates of for 1 s 

j S oF, then we have 

and therefore 

(4.2) 

for Os ism. From (4.1) we have that 

I r . I S (~) II f II for 1 s j s oF 
J l. 

and this gives, combined with (4.2), 

lgikl s (~)IT} llfll for 1 s k < oF and Os ism. 

This implies that 

(4.3) g s ( m/2 } IT l II f II , max m 

and 
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(4. 4) Jg] 
( m m 2\~. 

~ \oFEi=O<i> J ]Tl llfll 

= ( oF ( 2:>) ~IT I 11 f n . 

It remains to give upper bounds for !Tl and !If II. 

The entri~s of T are determinants of (oF-l)x(oF-1) submatrices of 

s, divided by ldiscr(F) I~. Using Hadamard's inequality we get the upper 

bound 

for the determinant of such a (oF-l)x(oF-1) submatrix of s. This easily 

yields the bound 

~ 
Illa.I ~l(oF-1) •Illa.I 

J J 

= (oF-1) (oF-1)/2 (IT 
la. I > 

J 

Since F is monic we know from [9: Theorem 2] that Illa•I > 1Jajl ~ IF!, 
J 

so that we arrive at the bound 

for the absolute values of the entries of T. It follows that 

A straightforward computation yields the bound 
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There are several easily calculated upper bounds for 11 a 11 , for instance 

II a II 

II a II 

:::; 1 + F 
max 

and II a II :::; IF I 

so that we obtain 

(cf. [11]). For simplicity we take 

( 4. 6) II f II :::; ✓n+1(EoF-11Fl2k)½f = rn+eflFl2oF_1)½f 
k=O max \ ]FJ2-1 max 

:::; ✓n+1( 1 F 120;)½f = ✓n+1v2lF1°F-lf . 
½ I FI , max max 

Combining (4.3), (4.4), (4.5), and (4.6) we finally get 

( 4. 7) 

and 

( 4. 8) 
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