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Consider an autonomous ordinary differential equation 

x = f(x), n 
X E lR ' f E CI ( I) 

and let x(t,a) denote the solution with initial point a E Rn. Let n S (0,oo) x ]Rn 
n be an open bounded set, bounded away from {O} x R , whose boundary clin is free 

of periodic solution of (I). That is 

x(t,a) # a for all (t,a) E an. 

Note that critical points are considered as periodic points with arbitrary pe

riod, hence n contains no such points. The Fuller degree d(n,f) is a rational 

number defined for the flow (I) and the set n. Moreover, if l 1 , 0 s a. s I ' is 

a homotopy of vector fields then d(n,fa.) is independent of a. provided an is 

free of periodic solution of x a. In particular d(n,f) = d(n,g) for = f (x). g 

uniformly near f, so to give a computational formula for the degree it is suf

ficient to consider the generic case when all periodic solutions of (1) are 

hyperbolic. 

In this generic case n contains only finitely many periodic orbits and the 

Fuller degree is defined as 

d(n,f) = I i(r) (2) 

where r ~ n is a periodic orbit and i(r) is a rational number, the Fuller in

dex. To define i(r), let y ~ Rn be a non-constant periodic orbit, say 

Y = {x(t,a) I Ost s T} 

with least period 
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T = inf{t > 0 I x(t,a) = a} E (O,""). 

If k is a positive integer, set 

r = {kT} x y s (O,"") x Rn 

and define 

i(r) = (1/k)(-1) 0 (3) 

where a is the number of eigenvalues of (ax/aa)(kT,a) in the interval (1,""). 

Here a depends on the parity of k and i(r) depends on k itself. It important 

to note the summation (2) is taken over precisely those k and y for which rs n. 

Formula (3) refers to the generic case when all periodic solutions of (1) are 

hyperbolic. Observe in particular that 

i(r) = (1/k)ind(~k) (4) 

where ind denotes the fixed point index and ~k is the kth iterate of the 

Poincare map for y. Now for arbitrary f suppose that some orbit y, though not 

necessarily hyperbolic, is isolated from periodic orbits with period near kT, 

for some given k. It thus corFesponds to an isolated fixed point of ~k, so that 

i(r) may be defined by (4). Also, because r is isolated in (O,"") x Rn the 

quantity d(n0,f) is defined for small enough neighborhoods n0 of r. It is a 

fact, not difficult to show, that i(r) = d(n0,f). This means that for any f, 

as long as n contains only finitely many orbits r, the Fuller degree d(Q,f) 

may be calculated from (2), (4). 

For more information, we refer the reader to [1], [2] and [3]. By using Fuller 

degree, one may prove a global version of the Hopf bifurcation theorem which 

was first proved in [4]. Related results may be found in [5], [6] and [7]. In 

the'following, we state the theorem (Theorem I) which was shown by using Fuller 

degree [7]. 

Consider a parametrized differential equation 

x = f(x,n) 

f Rn x R + lR.n smooth (5) 

2 f(x,n) = A(n)x + O(lxl ) near x = 0 
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as described above. Assume the n x n matrix A(a) is. nonsingular for all a, and 

let P s :R. denote the set of values a for which A(a) has an eigenvalue on the 

imaginary axis. 

Fix any isolated point a0 E P and let± iw0~ w0 > O, be a pair of. eigenvalues 

of A(a0). As the integer multiples of iw0 may also be eigenvalues of A(a0), 

let 

m(c) = the generalized (or algebraic) multiplicity of icw0 as an eigenvalue of 

A(a0), for c = 1,2,3, •••• 

Thus m(l) > 0 and m(c) = 0 for large c. For la - a0 1 IO small there are no 

eigenvalues of A(a) on the imaginary axis near any icw0 • Hence icw0 splits in

to various eigenvalues nearby, some in the left half plane and some in the 

right, but still with total multiplicity m(c). For small E > 0 let 

+ r-(c) = the generalized multiplicity of those eigenvalues of A(a), near icw0 , 

which are in the right half plane, for O <±(a-a)< E. 
n 

+ Thus O ~ r-(c) ~ m(c), and the corresponding multiplicity of eigenvalues in 

the left half plane is m(c) - r±(c). Finally, set 

To describe the bifurcation, let 

B = {(T,O,a) E (O,~) x :R.n x lR!a E P, T = 2nk/lwl where iw is an eigen

value of A(~) and k > 0 is an integer}, 

A = { (T ,a,a) E [O,~) x :R.n x 1R x(T ,a,a) = a}, 

K = (A- (O,~) X {O} X :R) u B, 

where x(t,a,a) denotes ,the solution of (5) with x = a at t = O. Since pe

riodic solutions near x = 0 can only exist when A(a) has eigenvalues ±iw 

(6) 

on the imaginary axis, and then only with periods near 2nk/lwl, k = 1,2,3, ••• , 

it follows that B represents the possible bifurcation points of periodic so

lutions from x = 0. Consider the values a0 and w0 chosen above and for 

c = l, 2, • • • let 

and 

K = the maximal connected component of K containing p (K = (/J if p ;. B). 
C C C C 
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We may now state the main theorem. 

THEOREM 1 • Assume 

00 

I 
c=l 

I 
- y (c) :/: O. 
C 

(7) 

Then either 

(I) K1 aontains a point (T,a,a) :/: (2ir/w0 ,o,a0) where T > 0 and (a,a) is a ari

ticaZ point of equation (5); or 

(2) K 1 is disjoint from {O} x E.n x lR ~ A is unbounded in (O ,00 ) x Rn x lR, 

that is, contains points (T, a ,a) with. T + I a I + I a I arbi tra1'i Zy large. 

Applications to functional differential equations may be found in [3]. In [5], 

Theorem is used to prove Liapunov center theorem. However, even though 

Theorem 1 is "global" but it becomes a "local" result for Liapunov center 

theorem. The reason is that K1 in Theorem I may be unbounded in (0, 00) x ]Rn x R, 

but {(a,a): (T,a,a) E K 1} may be bounded together with the least period r0 as

sociated with the periodic orbit through the point (a,a). To illustrate this 

point, consider the following example in [8]. A parametrized differential equa

tion 

x = f(x,a), X E 0 :s; a :s; I, 

is constructed in [8] with the following properties: 

(I) equation (8) has an isolated periodic orbit y(a) for all O :s; a :s; 2/3; 

(2) y(a), 0 :s; a :s; I, is hyperbolic except at a= 1/3, 2/3; 

(8) 

(3) y(l/3)has a generic period doubling bifurcation, i.e., a second family of 

periodic orbits y 1(a), 1/3 :s; a :s; 2/3, bifurcates from a(l/3) and the least 

periods of y 1(a) for a near 1/3 are approximatily twice that of y(l/3); 

(4) y(2/3) has a generic saddle-node bifurcation, i.e., y 1(a) and y(a) coalesce 

and annihilate each other at a= 2/3. 

In Figure 1, a schematic diagram of this example is shown. 

X 

y l (a) 

y(a) y(a) 

0 1/3 2/3 

Fig. 1 
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If y(a) and the periods of y(a) were elements of K1 .in T_heorem I, then the set 

K1 would be unbounded. This is shown in Figure 2, where the orbits are repre

sented by the parameter a and their periods T and the least periods of y(a) 

are assumed to be T0 > O. We note that 

4T0 

3TO -----Y1(a) ___ _ 

2 TO 1---___.:::;,_ _____ ~ 

TO y(a) 

Fig. 2 

the sit {{a,a) = (T,a,a) E K1} with its least periods is bounded. 

On the other hand, in order for y(a), 0 ~a< 1/3, to have such behavior, y(a) 

must have a non-orientable unstable manifold and such orbits could not be con

nected to a Hopf bifurcation point without any bifurcations ([9], [10]). 

This indicates the possibility to extend Theorem I to include least periods. 

In this report, we will present a theorem which says essentially Theorem I is 

true if we replace periods by,least periods provided the phase space Rn is 3 

or 4 dimensional, i.e., n = 3 or 4. This result is new and was found in colla

buration with K. Alligood, J. Mallet-Paret and J. Yorke. 

The following definition is essential in our approach. 

DEFINITION 2·. Let y be a periodic orbit of (I) with least period T0 > 0 and 1r 

be its Poincare map at a E Rn. Let A= D1r(a) be the derivative of 1r at a and 

M'~ {m ~ I: there exists x E Rn-I with x, Ax, ••• , Am-Ix distinct, 
m but x = A x}. 

We say Tis a virtual period of y if T = m T0 for some m EM. 

DEFINITION 3. y is said to be a nice periodic orbit of (I) if the Poincare map 

1r of y at satisfies the condition that a is an isolated fixed point for each 
k iterate 1T, k = 1,2,3, ••• , though the neighborhood of isolation may depend on 

k. 

The following theorems indicate the role of virtual periods. 
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THEOREM 4 [JO]~ Let y be a nice periodic orbit and n. be the Poincare map of y 

at a. Let~ be C'-close ton. Then a necessary condition for there to exists b 

close to a with b, i(b), ••• , im-I (b) distinct, but b = ~m(b) is that m E M, 

where M is a,r3 in Definition 2. 

THEOREM 5 [IO]. Let y be a nice periodic orbit and n be the Poincare map of y 

at a E Rn. Let k denote the fixed point index of nm, m ~ I. Then the vector 
m 

k = (k 1,k2 , ••• ) has the form 

k =! 
I cmJm 

mEM 

cmjm + I cm(jm-j2m)' 
mEte mEM0 

cr- even 

cr- odd 

where a- is the number of eigenvalues of the derative Dn(a) = A, counting mul

tiplicity, in (-00 ,-I), Mis the set in Definition 2, c are integers, Me= {m: 
m 

m EM, mis even}, MO = M\Me, and J0 m is the vector J. - (J" ) 00 with m - ma a= I 

if m divides a, 
otherwise. 

Theorem 5 says that the following definition is well-defined. 

DEFINITION 6. Let y be a nice periodic orbit of (I). The¢ index of y, 

defined by 

N 
q,(y) = lim I k 

N• oo 
N m=l m 

Hy), is 

m where k 1.s the fixed point index of TI , the m th iterate of the Poincare map TI. 
m 

It is not difficult to see from Theorem 5 that the following are true. 

PROPOSITION 7. The ~-index of a nice periodic orbit is an integer. 

PROPOSITION 8. If y is a nice periodic orbit with a non-orientable unstable 

manifold, then ¢(y) = O. 

We have the followine "generalization" of Theorem I in terms of virtual periods. 

THEOREM 9 [JI]. Let y 0 be a nice periodic orbit of (5) for a= a0 . If the ¢-in

dex, ¢(y0 ), is nonzero and if r is the component of periodic orbits of (5) con

taining y0 , then either of the following conditions hold: 

(a) r-(y0x{a0 }) is connected or 

(b) each of the two components r., i = 1,2, satisfies one of the following: 
l. 



(I) 

(2) 

(3) 

r. is unbounded in (x,a)-space, 
l. 

r. contains a center, i.e., a generalized Hopf bifurcation point; 
l. 

the virtual periods of orbits in r. are unbounded. 
l. 
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REMARK 10. By Proposition 8, the cp-index of the periodic orbit y(a) in Figure 

1, for any Os a< 1/3, is zero. This shows that the assumption, cj,(y0) IO, is 

necessary in Theorem 9. 

We are now re,ady to state and prove our main result. 

THEOREM 10. If the phase space 1Rn is 3 or 4 dimensional, then under the hy

potheses of 'l'heorem 9 condition (b3) may be replaced with the following stron

ger condition 

(b3 ') the least periods of orbits in r. are unbounded. 
l. 

LEMMA 11. A periodic orbit y 1,n 1R3 or JR.4 has at most one virtual period in 

addition to the least period T0 > 0 of y. 

PROOF. Let µ 1, ••• , µk denote characteristic multipliers of y (k=2 or 3). Note 

that 2T0 is a virtual period if and only if µi = -1 for some i; mT0 , m c: 3, is 

a virtual period if and only if for some i I j, µ. = µ., µ~ = 1 butµ~ I 1 for 
l. J l. l. 

any 1 s p < m. If the phase space Rn is 3-dimensional, then there exists at 

most one virtual period since k = 2. If Rn is 4-dimensional and there are two 

distinct virtual periods in add~tion to the least period T0 , then we may as-
-ie 1.e 

sume µ 1 = -1, µ2 = e µ3 = e • The product µ 1µ2µ3 = -1. This contradicts 

that the Poincare map is orientation preserving. 

PROOF OF THEOREM 10. Suppose no other conditions in Theorem 9 are 

satisfied except (b3) for r .• We will show that (b3') is satisfied by r .• 
l. l. 

It can be shown as in [ 11 J that if a2 > a1, are sufficiently large, there exists 

a compact connected set Q Er. such that (y,a) E Q implies the virtual period 
l. 

of y lies in [ a 2 , 2a 1 ]. Furthermore, for each a E [a 1, a2J, there exists 

(y,a) E Q such that the virtual period of y is in [a, 2a). 

Suppose (b3') is false. Then there exist T2 > T1 > 0 such that (y,a) E ri im

plies, the least period of y is in [T 1,T2J. We may assume 

By Lennna 11, there is at most one virtual period for y. Denote the least pe

riods and virtual periods by T0 (y,a) and m(y,a)T0 (y,a) for (y,a) E Q. By the 

property of Q, there exist (y 1,a 1), (y 2,a2) E Q such that 

m(y.,a.)T0(y.,a.) E [a.,2a.), j = 1,2. This implies m(y 1,a 1) < m(y 2 ,a2). We 
J J J J J J 

will obtain a contradiction by showing m(y,a)is constant for (y,a) E Q. 
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Since Q is compact and connected, if suffices to show that m(y,a) is continuous 

on Q. This amounts to showing the least period T0 (y,a) is continuous on Q. If 

(yl'al) e: Q, then T0 (y 1,a 1) is near T0 (y,a) or m(y,a)T0 (y,a) for (y,a) near 

(y 1,a 1). But the latter is impossible, because m(y,a)T0 (y,a) ~ a 1 > T2 , vio

lationg the bounds on the least periods. Thus_T0 (y,a) is continuous on Q. 
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