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ABSTRACT

This paper deals with the time-dependent behaviour of two queueing systems in series, the simplest example of a Jackson network. The Laplace transform of the probability \( p_0(t) \) that the tandem system is empty at time \( t \) is obtained by reducing the functional equation for the generating function of the joint queue length distribution to a Riemann-Hilbert boundary value problem. From this Laplace transform the relaxation time of \( p_0(t) \) is determined for all cases, and the first term of the asymptotic expansion of \( p_0(t) - p_0(\infty) \) as \( t \to \infty \) is found in the ergodic and in the null recurrent cases.
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1. Introduction

This paper is devoted to the study of the asymptotic behaviour as \( t \to \infty \) of the distribution of the number of jobs in a tandem queueing system with a Poisson arrival stream, two exponential single server stations, independent service times at the two stations and no blocking. The investigation of the asymptotic behaviour of the distribution of the number of jobs in a queueing system is important for obtaining insight into the rate of convergence to the stationary queue length distribution (if this exists). Concerning the asymptotic behaviour of systems with a single queue many results have been obtained, see e.g. [3],[5],[13],[14]. For these systems the concept of relaxation time (or its inverse the decay parameter) has been introduced as a measure for the rate of convergence of the time-dependent distribution to its limiting value as \( t \to \infty \). However, little is known about the relaxation times of queueing networks. In [10] the time-dependent behaviour of a two-node cyclic network has been studied with the aid of a diffusion approximation. In [8] an iterative scheme is derived for the solution of the time-dependent Kolmogorov equations for Gordon-Newell type networks, but this method does not provide much insight into the relaxation time for this kind of networks. Recently an analytical method has been developed for the study of queueing systems with two queues, cf. [6],[7],[11],[2]. This method consists of the solution of the functional equation for the generating function of the distribution of the number of jobs in the system with the aid of the theory of boundary value problems for regular functions and by using the conformal mapping of the unit disk onto a given domain. It is applicable not only in the stationary, but also in the time-dependent case, see [1],[2],[4]. In this paper the above mentioned method will be used to obtain the transform of the time-dependent distribution of the number of jobs in a tandem queueing system. From that transform the first term (apart from the limiting value) of the asymptotic expansion (as \( t \to \infty \)) of the probability that the system is empty will be derived.

For the tandem queueing model we define

- \( \alpha \): the mean interarrival time for jobs at the first node,
- \( \beta_j \): the mean service time at node \( j, j = 1,2 \),
- \( a_j = \beta_j / \alpha \): the traffic intensity at node \( j, j = 1,2 \).

The service times of a job at the two nodes are assumed to be independent. For this model it is well known, cf.[9], that the system is stable iff \( a_1 < 1 \) and \( a_2 < 1 \), and that the stationary probability that there are \( k_1 \) jobs at node 1 and \( k_2 \) jobs at node 2 is equal to

\[
(1-a_1)a_1^{k_1}(1-a_2)a_2^{k_2}, \quad k_1,k_2=0,1,2,...
\]

To put our results for the tandem model into perspective we repeat the asymptotic results for the \( M/M/1 \) model. For \( j = 1,2 \), the probability \( p_j(t) \) that an \( M/M/1 \) system with mean interarrival time \( \alpha \) and mean service time \( \beta_j \) is empty at time \( t, t > 0 \), given \( p_j(0) = 1 \), is determined by

\[
0 \int_0^\infty e^{-\mu} p_j(t) dt = \frac{\beta_j p_j(\rho)}{1-p_j(\rho)},
\]

here

\[
p_j(\rho) = \frac{1}{2a_j} \left[ 1 + \beta_j \rho + a_j - \sqrt{(1+\beta_j \rho + a_j)^2 - 4a_j} \right].
\]

The larger singularity (branch point) of \( p_j(\rho) \) is

\[
\rho_j = -[1-\sqrt{a_j}^2] / \beta_j, \quad j = 1,2
\]

With the aid of the saddle point method, cf.[14],[3], § 1.4.4, it follows from (2) that for \( j = 1,2 \), as \( t \to \infty \),

\[
p_j(t) = [1-a_j]^+ + \frac{a_j^{1/2}}{(1-\sqrt{a_j}^2)^{3/2}} e^{-\theta_j \sqrt{2\pi t} / \beta_j} \left[ 1 + O\left( \frac{1}{t} \right) \right], \quad \text{if } a_j \neq 1,
\]
The relaxation time of these \( M / M / 1 \) systems is defined to be \( T_j = -1/\rho_j \), \( j = 1,2 \), cf.(4).

Our results concerning the relaxation time for the probability that the tandem queueing system is empty are the following: in the ergodic case \( a_1<1, a_2<1 \), it is equal to the maximum of the relaxation times \( T_1, T_2 \) of the service systems at the two nodes when considered separately as \( M / M / 1 \) queues; if \( a_1>1, a_2<1 (a_1<1, a_2>1) \), it is equal to the relaxation time \( T_1 (T_2) \) of the transient node; if \( a_1>1, a_2>1 \), it is less than or equal to the minimum of \( T_1, T_2 \).

In the sections 2,3,4,5 the transform of the time-dependent joint distribution of the number of jobs at the two nodes of the tandem system will be determined. In section 6 the relaxation time will be discussed for the ergodic as well as for the non-ergodic case. Section 7 is devoted to the asymptotic expansion of the probability that the tandem system is empty. Finally, in an appendix the conformal mapping which has to be introduced for the solution of the functional equation will be discussed.

2. The functional equation and its kernel

Let \( N_j(t), j = 1,2 \), be the number of jobs present at the \( j^{th} \) station at time \( t \geq 0 \) and define for \( Re \rho > 0, |z_1| \ll 1, |z_2| \ll 1 \),

\[
\Omega(\rho;z_1,z_2) := \int_0^\infty e^{-\rho t} E \{ N_1(t) \mid N_1(0) = N_2(0) = 0 \} dt,
\]

i.e. the discussion is restricted to the case that the tandem system is empty at time \( t = 0 \). In a standard way it can be derived from the Kolmogorov equations for the tandem queueing system that the transform \( \Omega(\rho;z_1,z_2) \) must satisfy the following functional equation: for \( Re \rho > 0, |z_1| \ll 1, |z_2| \ll 1 \),

\[
[\alpha \rho + 1 - z_1 + \frac{1}{a_1 z_1} (z_1 - z_2) + \frac{1}{a_2 z_2} (z_2 - 1)] \Omega(\rho;z_1,z_2) = \alpha + \frac{1}{a_1 z_1} (z_1 - z_2) \Omega(\rho;0,z_2) + \frac{1}{a_2 z_2} (z_2 - 1) \Omega(\rho;z_1,0).
\]

An important role in the analysis of this functional equation is played by the kernel,

\[
K(\rho;z_1,z_2) := \alpha \rho + 1 - z_1 + \frac{1}{a_1 z_1} (z_1 - z_2) + \frac{1}{a_2 z_2} (z_2 - 1),
\]

because zeros of this kernel in the region \( Re \rho > 0, |z_1| \ll 1, |z_2| \ll 1 \), where the transform \( \Omega(\rho;z_1,z_2) \) is known to be finite, lead to the relation, cf.(7),

\[
\frac{1}{a_1 z_1} (z_2 - z_1) \Omega(\rho;0,z_2) + \frac{1}{a_2 z_2} (1 - z_2) \Omega(\rho;z_1,0) = \alpha.
\]

The existence of such zeros of the kernel can easily be proved with Rouché's theorem; e.g. for \( \rho, z_1 \) fixed, \( Re \rho > 0, |z_1| = 1 \), there exists a unique \( z_2 \) in the unit disk for which the kernel \( K(\rho;z_1,z_2) \) vanishes. In the next section we shall investigate the zeros of the kernel \( K(\rho;z_1,z_2) \) in more detail. This section we conclude with the derivation of some special values of \( \Omega(\rho;z_1,z_2) \) which will be needed later.

For \( z_2 = 1 \) equation (7) becomes the functional equation for an \( M / M / 1 \) system (station 1), for which the solution reads, cf. [3], § 14.4, for \( Re \rho > 0, |z_1| \ll 1 \), cf.(2),

\[
\Omega(\rho;z_1,1) = \frac{\beta_1 \eta_1(\rho)}{1 - \eta_1(\rho)} \frac{1}{1 - a_1 z_1 \eta_1(\rho)}.
\]

Note that the marginal distribution of \( N_j(t) \) obviously has relaxation time \( T_1 \). Further, by using that \( K(\rho;z_2(\rho),z_2(\rho)) = 0, K(\rho;z_2(\rho),a_1 / a_2) = 0 \), cf.(8),(2), it follows that for \( a_1 \ll a_2 \),
In the case $a_1 = a_2$ this relation coincides with (10) for $z_1 = 0$. But by differentiation of both sides of (7) it follows in this case that

$$\frac{d}{dz_2} \Omega(\rho;0,z_2)|_{z_2=1} = \frac{\beta_1 \rho(\rho)}{1-\rho^2} \cdot \frac{a_1 \rho^2(\rho)}{1-a_1 \rho^2(\rho)}.$$  

(12)

3. The zeros of the kernel

From (8) it is seen that all zeros of $K(\rho;z_1,z_2)$ can be described by the two valued function

$$z_2(z_1) = \frac{1}{2} a_1 z_1 \left( A(\rho) - z_1 \pm \sqrt{\left[ A(\rho) - z_1 \right]^2 - \frac{4}{a_1 a_2 z_1}} \right),$$

(13)

$$A(\rho) := a_1 \rho + 1 + \frac{1}{a_1} + \frac{1}{a_2}.$$  

(14)

In this section we shall study the properties of the function $z_2(z_1)$ without paying attention to the conditions $\Re \rho > 0$, $|z_1| \leq 1$, $|z_2(z_1)| \leq 1$, but with the restriction to real values of $\rho$.

**Lemma 1.** The function $z_2(z_1)$ has four branch points; one of them is $z_1 = 0$. The other three branch points are real and positive if

$$\rho \gg \rho_0 := \left[ -1 - \frac{1}{a_1} - \frac{1}{a_2} + 3 \left( \frac{1}{a_1 a_2} \right)^3 \right] / a.$$  

(15)

**Proof.** That $z_1 = 0$ is a branch point of $z_2(z_1)$ is clear from (13). The other branch points are the zeros of the function

$$[A(\rho) - z_1]^2 - \frac{4}{a_1 a_2 z_1}.$$  

(16)

As $z_1 \not= 0$ this function tends to $-\infty$. For $\rho > 0$ it is positive at $z_1 = 1$ and negative at $z_1 = A(\rho) > 1$, while it tends to $+\infty$ as $z_1 \to \infty$. This proves that the three zeros of (16) are real and positive for $\rho > 0$. Clearly the three zeros of (16) are still real and positive when $\rho$ decreases to negative values until the largest value of $\rho$ for which the function of $z_1$ in (16) has a double zero. A simple calculation shows that this value is $\rho_0$ as defined in (15).

In the rest of this paper the values of $\rho$ are restricted to $\rho \gg \rho_0$. Further we shall denote by $v(\rho)$ the smallest positive branch point of $z_2(z_1)$. Note that $0 < v(\rho) < 1$ for $\rho > 0$ by the proof of lemma 1.

**Lemma 2.** For $z_1 \in [0,v(\rho)]$ the values of $z_2(z_1)$ lie on the contour $Z(\rho)$ defined by

$$|z_2|^2 = \frac{a_1}{2 a_2} (A(\rho) - \sqrt{A^2(\rho) - \frac{8}{a_1} \Re z_2}), \quad |z_1|^2 < \frac{a_1}{a_2} v(\rho).$$

(17)

**Proof.** For $z_1 \in [0,v(\rho)]$ the function of $z_1$ in (16) is negative, so that it follows from (13) that

$$|z_2(z_1)|^2 = \frac{a_1}{a_2} z_1, \quad \Re z_2(z_1) = \frac{1}{2} a_1 z_1 (A(\rho) - z_1).$$

(18)

These relations lead to the equation (17), where the minus sign in front of the square root has to be taken because $z_2(0) = 0$ and $z_2(v(\rho)) = [a_1 v(\rho) / a_2]^2$ have to lie on the contour.

**Lemma 3.** The branch point $v(\rho)$ of the function $z_2(z_1)$ is a strictly decreasing function of $\rho$ for $\rho \gg \rho_0$, van-
lishing as \( p \to \infty \).

**Proof.** Because \( v(p) \) is a zero of (16) it follows by differentiation that

\[
\frac{dv(p)}{dp} = -a[v(p)]^{-\frac{3}{2}} (a_1a_2 - \frac{1}{2} - [v(p)]^{\frac{3}{2}})^{-1}.
\]  

(19)

It is readily verified that as \( p \to \infty \) one of the zeros of (16) vanishes, while the other two zeros tend to infinity. Since \( v(p) \) is defined to be the smallest zero of (16) it vanishes as \( p \to \infty \). Further, \( v(p) = (a_1a_2)^{-\frac{1}{3}} \) if and only if \( p = p_0 \), so that by continuity \( 0 < v(p) < (a_1a_2)^{-\frac{1}{3}} \) for \( p > p_0 \). Hence, by (19) the derivative of \( v(p) \) is negative for \( p > p_0 \). ☐

Next define \( x(p) := \sqrt{a_1v(p)/a_2} \); this is one of the two points at which the contour \( Z(p) \) crosses the real axis, cf. lemma 2. From (17) it follows that \( x = x(p) \) is the smallest positive root of the equation

\[
\frac{a_2}{a_1} x^3 + \frac{2}{a_2} = A(p)x.
\]  

(20)

**Lemma 4.** For \( p > p_0 \) the contour \( Z(p) \) possesses a tangent at every point. The contour \( Z(p_0) \) possesses a tangent at every point except at \( x(p_0) \); here the limits of the tangents at \( z_2 \) as \( z_2 \to x(p_0) \) in the upper half plane and in the lower half plane form a corner point with inner angle \( 2 \arctan \sqrt{3} = \frac{2}{3} \pi \).

**Proof.** Because the function \( z_2(z_1) \), cf.(13), is analytic (conformal) at every point except at its four branch points, and because the contour \( Z(p) \) is the image of a real interval under the mapping \( z_1 \to z_2(z_1) \), the contour \( Z(p) \) possesses a tangent at least at every point not corresponding to a branch point of \( z_2(z_1) \). The points \( z_1 = 0 \) (for every \( p \)) and \( z_1 = v(p) \) (for \( p > p_0 \)) are first order branch points which implies that at \( z_2 = 0 \) and at \( z_2 = x(p), p > p_0 \), the contour \( Z(p) \) has a tangent perpendicular to the real axis. For \( p = p_0 \) it follows from (17) that for \( z_2 \in Z(p_0) \),

\[
\text{Im} z_2 = \pm \sqrt{3}(x(p_0) - \text{Re} z_2) + o(x(p_0) - \text{Re} z_2), \quad \text{Re} z_2 \approx x(p_0);
\]

this proves the last statement of the lemma. ☐

The interior of the contour \( Z(p) \) defined by (17) will be denoted by \( Z^+(p) \), the exterior of this contour by \( Z^-(p) \), \( p > p_0 \).

**Lemma 5.** If \( a_1 < a_2^2 \) then \( 1 \in Z^-(p) \) for \( p > p_0 \) if \( a_1 > a_2^2 \) then

\[
1 \in Z^-(p), \quad \text{iff} \quad a > \frac{(1-a_2)(a_1-a_2)}{a_1a_2}.
\]

If \( a_2 < a_1^2 \) then \( a_1/a_2 \in Z^-(p) \) for \( p > p_0 \) if \( a_2 > a_1^2 \) then

\[
a_1/a_2 \in Z^-(p), \quad \text{iff} \quad a > \frac{(1-a_1)(a_2-a_1)}{a_1a_2}.
\]

**Proof.** As a consequence of lemma 3 the point \( x(p) \) on \( Z(p) \) is a strictly decreasing function of \( p \) for \( p > p_0 \), so that it attains its maximum value for \( p = p_0 \), while \( x(p_0) = (a_1/a_2)^{\frac{1}{3}} \). Hence, \( 1 \in Z^-(p) \) for \( p > p_0 \), iff \( 1 \geq x(p_0) \), which is equivalent to \( a_1 < a_2^2 \). If \( 1 < x(p_0) \), i.e. in the case \( a_1 > a_2^2 \), then \( 1 \in Z(p) \) iff \( 1 = x(p) \), or equivalently by (20), iff \( A(p) = a_2/a_1 + 2/a_2 \), cf.(14). By the monotonicity of \( x(p) \) we thus
have \( I \in Z^-(\rho) \) iff \( A(\rho) > a_2 / a_1 + 2 / a_2 \). The second part of the lemma can be proved similarly.  

**4. The boundary value problem and its index**

In this section a Riemann-Hilbert boundary value problem will be formulated for the function \( \Omega(\rho;0,z_2) \), and the index of this Riemann-Hilbert problem will be determined with the aid of the results of the preceding section. Throughout this section \( \rho \) is real, \( \rho > \rho_0 \).

**Lemma 6.** For \( \rho > 0 \) the function \( \Omega(\rho;0,z_2) \) is regular in the domain \( Z^+(\rho) \) and satisfies for \( z_2 \in Z(\rho) \) the boundary condition

\[
\text{Re}\{i \frac{z_2 - z_1}{z_2 - 1} \Omega(\rho;0,z_2)\} = \text{Re}\{i \frac{\beta_2 z_2}{1 - z_2} \}.
\]

(21)

**Proof.** By definition \( K(\rho;z_1,z_2(z_1)) = 0 \), so that (9) holds for \( z_2 = z_2(z_1) \), \( |z_1| \leq 1, |z_2(z_1)| < 1 \). In the preceding section we saw that \( v(\rho) < 1 \) for \( \rho > 0 \). Further, if \( x(\rho) < 1 \), i.e. \( 1 \in Z^-(\rho) \), cf. lemma 5, then \( Z(\rho) \) lies entirely inside the unit circle, because \( x(\rho) \) is the point with the largest absolute value on \( Z(\rho) \), cf. (18). Hence, if \( x(\rho) < 1 \) then \( \Omega(\rho;0,z_2) \) is regular in \( Z^+(\rho) \), and (21) follows from (9) by taking \( z_1 \in [0,v(\rho)] \) where \( \Omega(\rho;0,z_1) \) is real. If \( x(\rho) > 1 \) then \( \Omega(\rho;0,z_2(z_1)) \) can be continued analytically over the interval \([0,v(\rho)]\) by means of the relation (9), because \( \Omega(\rho;0,z_1) \) is regular on this interval. Hence, the analytic continuation of \( \Omega(\rho;0,z_2) \) is finite at \( z_2 = x(\rho) \). Because \( \Omega(\rho;0,z_2) \) has a power series expansion at \( z_2 = 0 \) with positive coefficients, this implies that \( \Omega(\rho;0,z_2) \) is regular for \( |z_2| < x(\rho) \), and hence in \( Z^+(\rho) \).  

In lemma 6 an inhomogeneous Riemann-Hilbert problem, cf.[11], § 40,41, has been formulated for the function \( \Omega(\rho;0,z_2) \). In order to apply the solution method described in [11] the boundary condition (21) on \( Z(\rho) \) has to be transformed conformally to the unit circle. Therefore we introduce \( \gamma(\rho;z) \) as a conformal mapping of the region \( |z| \leq 1 \) onto \( Z^+(\rho) \cup Z(\rho) \). Because the real axis is an axis of symmetry of the contour \( Z(\rho) \), cf.(17), \( \gamma(\rho;z) \) may be chosen such that

\[
\gamma(\rho;z) = \gamma(\rho;z), \quad \gamma(\rho;1) = 0, \quad \gamma(\rho;1/z) = x(\rho).
\]

(22)

The conformal mapping \( \gamma(\rho;z) \) is determined by (22) up to the value of \( \gamma(\rho;0) \), which is restricted to the real interval \((0,x(\rho))\). See [1], § 1.6, for relevant references on conformal mappings. In the appendix an expression will be derived for \( \gamma_0(\rho;z_2) \), the inverse conformal mapping of \( \gamma(\rho;z) \). For \( z_2 = \gamma(\rho;z), |z| = 1 \), and \( K(\rho;z_1,z_2) = 0 \), it follows from (18) that

\[
z_1 = \frac{a_2}{a_1} |\gamma(\rho;z)|^2 = \frac{a_2}{a_1} \gamma(\rho;z) \gamma(\rho;z) = \frac{a_2}{a_1} \gamma(\rho;z) \gamma(\rho;1/z)
\]

(23)

With the above the boundary condition (21) can be rewritten as: for \( |z| = 1 \),

\[
\text{Re}\{i \frac{\gamma(\rho;z)}{\gamma(\rho;1/z)} \frac{1-a_2 \gamma(\rho;1/z)}{1-\gamma(\rho;z)} \Omega(\rho;0,\gamma(\rho;z))\} = \frac{1}{2} i \frac{\gamma(\rho;z)}{1-\gamma(\rho;z)} \gamma(\rho;1/z) - \gamma(\rho;1/z) \gamma(\rho;z) 
\]

(24)

The index \( \kappa \) of this Riemann-Hilbert problem is defined, cf.[11], § 41, to be the increment of the function

\[
\frac{1}{2\pi i} \log(\frac{\gamma(\rho;1/z)}{\gamma(\rho;z)} |^2 \frac{1-a_2 \gamma(\rho;z)}{1-\gamma(\rho;1/z)} \Omega(\rho;0,\gamma(\rho;z))|)
\]

(25)

when \( z \) traverses the unit circle once.

**Lemma 7.** The index of the Riemann-Hilbert problem (24) is given by (cf. lemma 5):
\( \kappa = -2 \), if \( 1 \in \mathbb{Z}^-(\rho) \) and \( \frac{a_1}{a_2} \in \mathbb{Z}^-(\rho) \),

\( \kappa = 0 \), if \( 1 \in \mathbb{Z}^+(\rho) \), \( \frac{a_1}{a_2} \in \mathbb{Z}^-(\rho) \), or if \( 1 \in \mathbb{Z}^-(\rho) \), \( \frac{a_1}{a_2} \in \mathbb{Z}^+(\rho) \),

\( \kappa = +2 \), if \( 1 \in \mathbb{Z}^+(\rho) \), \( \frac{a_1}{a_2} \in \mathbb{Z}^+(\rho) \).

**Proof.** Because \( \gamma(\rho; -1) = 0 \) and \( \gamma(\rho; 1) > 0 \), cf. (22), the function

\[
\frac{\gamma(\rho; 1/z)}{\gamma(\rho; z)} = \left[ \frac{\gamma(\rho; 1/z)}{|\gamma(\rho; 1/z)|} \right]^2,
\]

traverses the unit circle once in negative direction, so that - for every \( \rho \geq \rho_0 \) - the index of this function is equal to \(-2\). Clearly, the index of the function

\[
[1 - a_2 \gamma(\rho; z) / a_1] / [1 - a_2 \gamma(\rho; 1/z) / a_1],
\]

is equal to 0 if \( a_1 / a_2 \in \mathbb{Z}^-(\rho) \) and equal to \(+2\) if \( a_1 / a_2 \in \mathbb{Z}^+(\rho) \), and similarly for the last factor in (25). Because the indices of the different factors in (25) may be added, this proves the assertion. \( \square \)

Note that the case \( \kappa = 0 \) does not occur when \( a_1 = a_2 \). Further it is seen from lemma 5 that the case \( \kappa = +2 \) only occurs if \( a_1 > a_2^2 \) and \( a_2 > a_1^2 \), i.e. \( a_1^2 < a_2^2 < 1 \), and only for negative values of \( \rho \).

### 5. The solution of the Riemann-Hilbert problem

In this section it will be shown that the Riemann-Hilbert problem (24) possesses a solution in the case \( \kappa = -2 \). Further, the transform \( \Omega(\rho; 0,0), \rho > 0 \), and its continuation to \( \rho \geq \rho_0 \), will be determined.

Throughout this section, \( \rho \) is real, \( \rho \geq \rho_0 \), and \( C := \{ z ; |z| = 1 \} \).

**Lemma 8.** For \( \rho \) such that \( 1 \in \mathbb{Z}^- (\rho) \) and \( a_1 / a_2 \in \mathbb{Z}^- (\rho) \),

\[
\Omega(\rho; 0,0) = [\gamma(\rho; -1)]^{-2} \beta_2 I_C(\rho),
\]

with

\[
I_C(\rho) := \frac{1}{2\pi i} \oint_C \frac{\gamma(\rho; u) - \gamma(\rho; 1/u)}{u + 1} \psi(\rho; u)^2 \frac{du}{u},
\]

\[
\psi(\rho; u) := \gamma(\rho; u) [(u + 1)(1 - \gamma(\rho; u))(1 - a_2 \gamma(\rho; u) / a_1)]^{-1}.
\]

**Proof.** For the values of \( \rho \) under consideration the index \( \kappa \) of the Riemann-Hilbert problem (24) is equal to \(-2\), cf. lemma 7. Let

\[
F(\rho; z) := \frac{\gamma(\rho; z)}{\gamma(\rho; 1/z)} \frac{1 - a_2 \gamma(\rho; 1/z) / a_1}{1 - \gamma(\rho; z)},
\]

\[
f(\rho; z) := \frac{1}{2} \beta_2 i \frac{\gamma(\rho; z) - \gamma(\rho; 1/z)}{|1 - \gamma(\rho; z)|^2};
\]

then by [11], § 40,41, the Riemann-Hilbert problem (24) with index \( \kappa = -2 \) has a unique solution given by: for \( |z| < 1 \),

\[
\Omega(\rho; 0, \gamma(\rho; z)) = \frac{X(\rho; z)}{\pi i} \oint_C \frac{f(\rho; u)}{i F(\rho; u) X(\rho; u)} \frac{du}{u - z},
\]

with

\[
X(\rho; z) = \frac{1}{2\pi i} \oint_C \frac{du}{u - z};
\]
\[ X(p;z) := \exp \left\{ \frac{1}{2\pi i} \int_\gamma \frac{\log(u^2 F(p;1/u)}{F(p;u)} \frac{du}{u-z} \right\}, \quad |z| \leq 1, \tag{30} \]

if the following condition is satisfied:
\[ \int \frac{f(p;u) du}{F(p;u) X(p;u)} = 0. \tag{31} \]

In order to determine the function \( X(p;z) \) we note that for \(|z| < 1\),
\[
\int \frac{\log(u^2 F(p;1/u)}{F(p;u)} \frac{du}{u-z} = \int \left[ 2 \log\left( \frac{\gamma(p;1/u)}{1+1/u} \right) - 2 \log\left( \frac{\gamma(p;1)}{1+u} \right) + \log(1 - \frac{a_2}{a_1} \gamma(p;u)) - \log(1 - \frac{a_2}{a_1}) + \log(1 - \gamma(p;u)) - \log(1 - \gamma(p;1)) \right] \frac{du}{u-z}.
\]

Because \( \gamma(p;1) = 0 \) and \( \gamma'(p;1) \neq 0 \) exists (the latter can be proved by application of Kellogg's theorem, cf. [12], theorem IX.7, [1], theorem 11.8.2), because \( \gamma(p;u) \) is regular for \(|u| < 1\), and because \( 1 \in \mathbb{Z}^-(p), a_1/a_2 \in \mathbb{Z}^+(p) \), all these logarithmic terms are regular functions either inside or outside the unit circle. Hence, each term can be determined with the residue theorem. This leads to: for \(|z| \leq 1\),
\[
X(p;z) = \left[ \gamma(p;0) \frac{z+1}{\gamma(p;z)} \right]^2 \frac{1-a_2 \gamma(p;z)}{a_1} \frac{1-\gamma(p;z)}{1-a_2 \gamma(p;0)/a_1} \frac{1-\gamma(p;0)}{1-\gamma(p;1)}. \tag{32} \]

With (28) and (32) condition (31) becomes, cf.(27),
\[
\int \frac{[\gamma(p;u) - \gamma(p;1)] \Delta(p;u)^2}{u} = 0,
\]

which is readily seen to be satisfied. Finally, \( \Omega(p;0,0) \) follows by taking \( z = -1 \) in (29) and by substituting (28) and (32) in (29). \( \square \)

Because for all values of the parameters \( a_1 \) and \( a_2 \) the index of the Riemann-Hilbert problem (24) becomes -2 as \( p \rightarrow \infty \), cf. lemma 3, the transform \( \Omega(p;0,0) \) is determined for every \( a_1,a_2 \) in the region \( \Re p > 0 \) by analytic continuation from (26). Explicit expressions for \( \Omega(p;0,0) \) for real \( p \) such that \( 1 \in \mathbb{Z}^+(p) \) and/or \( a_1/a_2 \in \mathbb{Z}^+(p) \) can be obtained by solving the Riemann-Hilbert problems with index 0 and 2 and by using the relations (10) and/or (11) to determine the constants in the solution of the Riemann-Hilbert problem with \( \kappa = 0 \), cf.[11]. The same expressions can be obtained by noting that e.g. as \( ap < (1-a_2)(a_1-a_2)/a_1a_2 \) then \( \gamma(p;1) = x(p) \gamma(p;0) \), so that the integral in (26) becomes singular, and hence by taking into account the residues of the singularities. It turns out that for \( ap < (1-a_2)(a_1-a_2)/a_1a_2 \), cf. lemma 5, the following term must be added in the expression (26) for \( \Omega(p;0,0) \):
\[
\left\{ \gamma'(p;1) \right\}^{-2} \frac{\beta_2}{\gamma'(p;1)} \frac{1-\gamma(p;1)}{[1+\gamma(p;1)]^3} \frac{a_1}{a_1-a_2} = \frac{a_1 \gamma(p;1)/\gamma(p;0)}{a_1-a_2} \frac{a_1 \gamma(p;1)/\gamma(p;1)}{1-a_2 \gamma(p;1)/\gamma(p;1)}. \tag{33} \]

By using the fact that \( \gamma_0(p;z) \) is the inverse of \( \gamma(p;z) \), cf. (22), and by using the results (A.3) and (A.8) from the appendix, the additional term (33) can be rewritten as, cf.(3),
\[
\Delta_1(p) = \frac{\beta_2 p_1(p)}{1-p_1(p)} \frac{a_1+a_2^2-a_2[1+a_1+\beta_1 p]}{a_1-a_2} \tag{34} \]

Analogously, the following term must be added in the expression (26) for \( \Omega(p;0,0) \) when \( a_1/a_2 \in \mathbb{Z}^+(p) \), cf. lemma 5,
\[
\Delta_2(p) = \frac{\beta_2 p_2(p)}{1-p_2(p)} \frac{a_2+a_1^2-a_1[1+a_2+\beta_2 p]}{a_2-a_1} \tag{35} \]
In the case \( a_1 = a_2 < 1 \) it takes some more effort to obtain the additional term for \( \rho < 0 \), but straightforward calculations lead to:

\[
\Delta_0(p) := \frac{\beta_1 \nu_1(p)}{1 - \nu_1(p)} \frac{a_1 \nu_1^2(p)}{[2(1 - a_1) + \beta_1 p - a_1 \nu_1^2(p)]}.
\]

These results are summarized below (see also lemma 5):

**Lemma 9.** The transform \( \Omega(p;0,0) \) is given by (26) if \( 1 \in \mathbb{Z}^-(\rho) \) and \( a_1 / a_2 \in \mathbb{Z}^-(\rho) \), and it is given by

\[
[y'(\rho;-1)]^{-2} \beta_2 I_C(\rho) + \Delta_1(\rho), \quad \text{if } 1 \in \mathbb{Z}^+(\rho), \frac{a_1}{a_2} \in \mathbb{Z}^-(\rho),
\]

\[
[y'(\rho;-1)]^{-2} \beta_2 I_C(\rho) + \Delta_2(\rho), \quad \text{if } 1 \in \mathbb{Z}^-(\rho), \frac{a_1}{a_2} \in \mathbb{Z}^+(\rho),
\]

\[
[y'(\rho;-1)]^{-2} \beta_2 I_C(\rho) + \Delta_0(\rho), \quad \text{if } a_1 = a_2 < 1, \rho < 0.
\]

6. The relaxation time

The relaxation time of the probability that a queueing system is empty is determined by that singularity of its Laplace transform which has the largest real part, in the ergodic case apart from a pole at the origin, cf.[3],§ III.7.3. Therefore, the abscissa of convergence has to be determined of the Laplace transform, cf.(1),

\[
\Omega^*(p) := \Omega(p;0,0) - \rho^{-[1-a_1][1-a_2]} = \int_0^\infty e^{-\mu} \left[ \Pr \{ N_1(t) = N_2(t) = 0 \} - \Pr \{ N_1(\infty) = N_2(\infty) = 0 \} \right] dt.
\]

**Theorem 1.** The relaxation time of the probability that the tandem queueing system is empty is given by

\[
T_1 := \frac{\beta_1}{(1 - a_1)^2}, \quad \text{if } a_1 \gg a_2 \text{ and } a_1 \gg a_2^2,
\]

\[
T_2 := \frac{\beta_2}{(1 - a_2)^2}, \quad \text{if } a_2 \gg a_1 \text{ and } a_2 \gg a_1^2,
\]

\[
T_0 := \frac{aa_1a_2}{a_1a_2 + a_1 + a_2 - 3(a_1a_2)^2 / 3}, \quad \text{otherwise.}
\]

**Proof.** In each expression for the Laplace transform \( \Omega(p;0,0) \) in lemma 8 and 9 the term \( I_C(\rho) \) appears. This integral is defined only for real \( \rho, \rho > \rho_0 \), but because the conformal mapping \( \gamma(\rho;u) \) can be continued analytically into the half plane \( \text{Re } \rho > \rho_0 \), cf. the appendix, also \( I_C(\rho) \) can be continued into this half plane. At points in this half plane where the integrand of \( I_C(\rho) \) has a pole the principle value of the integral exists, except in the case \( a_1 = a_2 < 1, \rho = 0, \) at \( u = 1 \). Because in the latter case this pole of \( I_C(\rho) \) at \( \rho = 0 \) has been subtracted in (41), it follows that in general the abscissa of convergence of \( \Omega^*(\rho) \) is at least \( \rho_0 \), cf.(15). The only factor of \( \Delta_j(p), j = 0,1,2 \), cf. (34),(35),(36), which can have an abscissa of convergence larger than \( \rho_0 \) is \( \nu_j(p), j = 1,2 \). From (3) it is seen that the abscissa of convergence of \( \nu_j(p) \) is the branch point \( \rho_j = 1,2 \), cf.(4). It is not difficult to prove that for every \( a_1,a_2 \),

\[
\rho_j \gg \rho_0, \quad [\rho_j = \rho_0 \iff a_j = a_1^2 / 3], \quad j = 1,2.
\]

Hence, the abscissa of convergence of \( \Omega^*(\rho) \) is \( \rho_j \) whenever \( \nu_j(p) \) occurs in an expression for \( \Omega^*(\rho) \), cf.
Lemma 5.9, $j = 1,2$. Only in the case $a_1 < 1, a_2 < 1$, it can happen that both $v_1(p)$ and $v_2(p)$ occur, cf. lemma 5.39. Then the abscissa of convergence of $\Omega \Phi(p)$ is determined by the larger of $\rho_1$ and $\rho_2$. It is readily found that when $a_1 < 1, a_2 < 1$,

$$\rho_1 > \rho_2 \iff a_1 > a_2, \quad \rho_1 = \rho_2 \iff a_1 = a_2.$$

(43)

Finally, when the abscissa of convergence of $\Omega \Phi(p)$ is $\rho_j, j = 0,1,2$, then by definition the relaxation time is equal to $T_j = -\rho_j^{-1}$. □

Note that $T_j, j = 1,2$, is equal to the relaxation time of a single $M/M/1$ queueing system with arrival rate $\alpha^{-1}$ and mean service time $\beta_j$. Hence, theorem 1 states that in the ergodic case $a_1 < 1, a_2 < 1$ the relaxation time of two exponential service stations in series is the maximum, cf. (43), of the relaxation times of each of the stations separately. This leads to the conjecture that the relaxation time of an ergodic system of $n$ stations in series or even of feedforward Jackson networks is the maximum of the relaxation times of each of the components.

For the transient case theorem 1 states that the relaxation time of the tandem system is equal to or less than $(T_0)$ the minimum of the relaxation times of those components which do not possess a marginal stationary distribution. This is in agreement with the inequalities for $t \geq 0$,

$$Pr \{N_1(t) = N_2(t) = 0\} \leq Pr \{N_j(t) = 0\}, \quad j = 1,2;$$

because for every real $\alpha$ for which the righthand side multiplied by $\exp(\alpha t)$ vanishes as $t \to \infty$ also the lefthand side multiplied by $\exp(\alpha t)$ has to vanish as $t \to \infty$.

Figure: The relaxation time of two queues in series as function of the parameters $a_1, a_2$. 
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7. Asymptotic expansions

This section is concerned with a refinement of theorem 1, i.e. in the ergodic case the second term in the asymptotic expansion of \( p_0(t) := \Pr \{ N_1(t) = N_2(t) = 0 \} \) as \( t \to \infty \) will be determined, and in the null-recurrent case, when the relaxation time is infinite, the first term of the above expansion will be derived.

**Theorem 2.** In the case \( a_2 < a_1 < 1 \), as \( t \to \infty \),

\[
p_0(t) = (1 - a_1)(1 - a_2) + \frac{1}{2\sqrt{\pi}} \frac{a_1^{1/2}}{(1 - a_1)^{3/2}} \frac{(\sqrt{a_1} - a_2)^2}{a_1 - a_2} \frac{e^{-t/T_1}}{(t / \beta_1)^{3/2}} [1 + O(\frac{1}{t})];
\]

in the case \( a_1 < a_2 < 1 \), as \( t \to \infty \),

\[
p_0(t) = (1 - a_1)(1 - a_2) + \frac{1}{2\sqrt{\pi}} \frac{a_2^{1/2}}{(1 - a_2)^{3/2}} \frac{(\sqrt{a_2} - a_1)^2}{a_2 - a_1} \frac{e^{-t/T_1}}{(t / \beta_2)^{3/2}} [1 + O(\frac{1}{t})];
\]

in the case \( a_1 = a_2 < 1 \), as \( t \to \infty \),

\[
p_0(t) = (1 - a_1)^2 + \frac{1}{2\sqrt{\pi}} \frac{a_1^{1/2}}{(1 - a_1)^{3/2}} \frac{1}{(t / \beta_1)^{1/2}} [1 + O(\frac{1}{t})].
\]

**Proof.** In the case \( a_2 < a_1 < 1 \) the asymptotic behaviour of \( p_0(t) \) as \( t \to \infty \) is determined by the branch point of \( \Omega(p) \) at \( p = p_1 \), cf. theorem 1. Because in this case \( p_1 > p_2 \) and \( p_1 > p_2 \) the only singular component of \( \Omega(p) \) at \( p = p_1 \) is the function \( v_1(p) \), cf. lemma 9. Hence, in this case the asymptotic expansion of \( p_0(t) \) follows readily from the results of the analysis of the \( M/M/1 \) system, cf. (2),(5),(4),(34).

The case \( a_1 < a_2 < 1 \) can be treated similarly. In the case \( a_1 = a_2 < 1 \) the asymptotic behaviour of \( p_0(t) \) is also determined by the singularity of \( \Omega(p) \) at \( p = p_1 \), but in this case there is not only a branch point at \( p = p_1 \), but also a pole, because \( v_1(p_1) = a_1 - 1/2 \), cf. (3),(4),(36). But by the saddle point method the expansion of \( p_0(t) \) is obtained in a similar way as in [14], only deleting an integration by parts. \( \square \)

In the case \( a_1 = a_2 < 1 \) the convergence of \( p_0(t) \) to its limiting value as \( t \to \infty \) seems to be slower than that of \( p_1(t) \) for the same traffic intensity \( a_1 \), cf.(5), because it is \( O(t^{-1/2} e^{-t/T_1}) \) instead of \( O(t^{-3/2} e^{-t/T_1}) \). But one should be careful with comparing the result of theorem 2 with (5), because the given asymptotic terms are not necessarily bounds for \( |p_j(t) - p_j(\infty)|, j = 0,1,2 \). Moreover, the coefficient in the expansion of \( p_0(t) \) in the case \( a_1 = a_2 < 1 \) vanishes as \( a_1 \to 1 \), whereas that of \( p_1(t) \) tends to infinity as \( a_1 \to 1 \).

**Theorem 3.** When the tandem system is null-recurrent, as \( t \to \infty \),

\[
p_0(t) = \frac{1-a_2}{\sqrt{\pi t / \beta_1}} [1 + O(\frac{1}{t})], \quad \text{if } a_1 = 1, a_2 < 1,
\]

\[
p_0(t) = \frac{1-a_1}{\sqrt{\pi t / \beta_2}} [1 + O(\frac{1}{t})], \quad \text{if } a_1 < 1, a_2 = 1,
\]

\[
p_0(t) = O(\frac{1}{t}), \quad \text{if } a_1 = a_2 = 1.
\]

**Proof.** In the first two cases the asymptotic behaviour of \( p_0(t) \) is determined by the singularity of \( \Omega(p;0,0) \) at \( p_1 = 0 \) and \( p_2 = 0 \) respectively, so that the expansions follow from lemma 9 and (5). In the case \( a_1 = a_2 = 1 \) the transform \( \Omega(p;0,0) \) is given by (26) for \( p > p_0 = 0 \), cf.(15). The expression (26) for
\( \Omega(\rho; 0, 0) \) can be rewritten in the form \((a_1 = a_2)\)

\[
[\gamma'(\rho; -1)]^{-2} \frac{\beta_1}{2\pi} \int M(\rho; \theta) \frac{\theta d\theta}{|1 - \gamma(\rho; e^{i\theta})|^2},
\]

\((44)\)

\[ M(\rho; \theta) = |\frac{\gamma(\rho; e^{i\theta})}{1 + e^{i\theta}}|^2 \frac{1 - e^{i\theta}}{1 + e^{i\theta}} \frac{\gamma(\rho; e^{i\theta}) - \gamma(\rho; e^{-i\theta})}{\theta |1 - \gamma(\rho; e^{i\theta})|}.
\]

\((45)\)

With the aid of lemma 4 it follows that as \( u \to 1, |u| \leq 1,\)

\[
\gamma(\rho_0; u) = x(\rho_0) - [(1 - u)g]^{\frac{2}{3}} + O\left(|1 - u|^{\frac{4}{3}}\right),
\]

\((46)\)

here \( g \) is a constant which can be calculated from the results of the appendix, (A.6), (A.7), noting that \( x(\rho_0) = \frac{a_1}{a_2^2} (= 1):\)

\[
\gamma'(\rho_0; 0)/g = 4 \left[x(\rho_0)\right]^{\frac{5}{2}} = 4.
\]

\((47)\)

Next we rewrite (44) as follows

\[
\Omega(\rho; 0, 0) = \left[\gamma'(\rho; 0)\right]^2 \frac{\beta_1}{2\pi} \int \frac{M(0, 0) \theta d\theta}{|1 - x(\rho)|^3 + g^2 \theta^2} + \frac{1}{2\pi} \int \frac{M(\rho; \theta) - M(0; 0)}{|1 - \gamma(\rho; \theta)|^3 - |1 - x(\rho)|^3 + g^2 \theta^2} \theta d\theta.
\]

\((48)\)

The second integral is finite for \( \rho = \rho_0 \), because it follows from (45), (46), that its integrand is \( O(\theta^{-\frac{1}{3}}) \) for \( \rho = \rho_0 \) as \( \theta \to 0 \). Hence, with (47) and \( M(0, 0) = \frac{1}{8} \sqrt{3}, \) cf.(45),(46), and with, cf. (20), as \( \rho \downarrow \rho_0,\)

\[
x(\rho) = \frac{1}{a_2} (a_1 a_2)^{\frac{1}{3}} - \left[ \frac{1}{3} a(\rho - \rho_0)a_1 / a_2 \right]^{\frac{1}{3}} + o\left(\frac{1}{\rho - \rho_0}\right),
\]

\((49)\)

it is obtained from (48) that in the case \( a_1 = a_2 = 1,\)

\[
\lim_{\rho \to 0} [\Omega(\rho; 0, 0) - \frac{3\sqrt{3}}{4\pi} \beta \log \frac{1}{\rho}] = \text{const.}
\]

\((50)\)

Because, as \( \rho \downarrow 0,\)

\[
\log \frac{1}{\rho} = \int_1^\rho e^{-\nu} d\nu + O(1),
\]

the assertion follows. \( \square \)

For the transient cases it is noted that the asymptotic expansion is the same as in the ergodic cases (deleting the stationary term), when the relaxation time is \( T_1 \) or \( T_2, \) cf. theorem 1. When the relaxation time is \( T_0 \) the asymptotic expansion has to be obtained from the integral \( I_C(\rho), \) cf.(27), which seems to be difficult because of the singularities of \( \gamma(\rho; u) \) at \( \rho = \rho_0, u = 1, \) cf (46),(49). It is only stated here, that in the cases \( a_1 = a_2^2 \) and \( a_2 = a_1^2 \) it has been found that \( p_0(t) = o(t^{-2} e^{-t/T_i}), t \to \infty, j = 1,2 \) respectively.

The deviating behaviour in the case \( a_2 = a_1^2 \) is probably related to the fact that when \( a_1 > 1 \) the load of the second station is \( a_2 / a_1 \) so that \( a_2 = a_1^2 \) means that the stations are equally loaded. The case \( a_1 = a_2^2 \) is less clear, it seems only to have meaning for the reversed process.
Appendix on the conformal mapping

In this appendix it will be shown how the conformal mapping \( y(p;z) \) can be continued analytically into the region \( |z| > 1 \). Further an explicit expression will be derived for the inverse conformal mapping \( y_0(p;z_2) \), which makes it possible to determine the constants in the asymptotic expansions in section 7.

Because \( y(p;u) \in Z(p) \) for \( |u| = 1 \), it satisfies for \( |u| = 1 \), cf. (17), (22),

\[
y(p;u)y(p;\frac{1}{u}) = \frac{1}{2} \frac{a_1}{a_2} \left( A(p) - \sqrt{A^2(p) - \frac{4}{a_1} \left( y(p;u) + y(p;\frac{1}{u}) \right)} \right),
\]

or

\[
\frac{a_2}{a_1} y^2(p;u)y^2(p;\frac{1}{u}) - A(p)y(p;u)y(p;\frac{1}{u}) + \frac{1}{a_2} \left( y(p;u) + y(p;\frac{1}{u}) \right) = 0.
\]

Because \( y(p;\frac{1}{u}) \) is a regular function for \( |u| > 1 \), this relation can serve as an analytic continuation of \( y(p;u) \) into the region \( |u| > 1 \). It can be shown that the only singularities of \( y(p;u) \) are two branch points on the real interval \([1, \infty)\) when \( p = p_0 \). By taking \( u = y_0(p;1) \) and \( u = y_0(p;\frac{a_1}{a_2}) \) respectively in relation (A.2) it follows readily, cf. (3), that

\[
y(p;\frac{1}{y_0(p;1)}) = \frac{a_1}{a_2} y_1(p), \quad y(p;\frac{1}{y_0(p;\frac{a_1}{a_2})}) = y_2(p).
\]

Next, the inverse \( y_0(p;z_2) \) of \( y(p;z) \) will be determined. From (1) it is clear that in the case \( a_1 < 1, a_2 < 1 \),

\[
\lim_{\rho \to 0} y_0(p;z_1,z_2) = \frac{1-a_1}{1-a_2}, \quad \frac{1-a_1}{1-a_2} = \frac{1-a_1}{1-a_2}.
\]

On the other hand, from the solution of the Riemann-Hilbert problem, cf. (29) with \( z = y_0(p;z_2) \), it can be obtained with a similar method as in [1], theorem II.8.7, that in the case \( a_1 = a_2 < 1, \rho = 0 \), can be transformed into any contour \( Z(p) \) by means of the substitution, cf. section 3, (17), (20),

\[
\lim_{\rho \to 0} y_0(p;0,z_2) = \frac{1}{4} \left[ \frac{1}{y'(0;1)} \right] \left[ \frac{1 + y_0(0;z_2)}{1 - y_0(0;z_2)} \right] z_2^2.
\]

From (A.4) and (A.5) the conformal mapping \( y_0(p;z_2) \) can be determined in the special case \( a_1 = a_2 < 1, \rho = 0 \). However, the contour \( Z(p) \), \( a_1 = a_2 < 1, \rho = 0 \), can be transformed into any contour \( Z(p) \) by means of the substitution, cf. section 3, (17), (20),

\[
\frac{2}{a_1} = \frac{2}{a_2} \to \frac{a_1A(p)}{a_2x^2(p)} = 1, \quad z_2 \to z_2/x(p).
\]

Hence, by this transformation the conformal mapping \( y_0(p;z_2) \) can be obtained for every value of \( a_1, a_2 \) and \( \rho \). After some straightforward calculation it is found:

\[
y(p;z) = \frac{z_2h(p;\psi) - \phi h(p;z_2)}{z_2h(p;\psi) + \phi h(p;z_2)},
\]

here

\[
h(p;z_2) = [x(p) - z_2][(a_1 - a_2^2z_2x^2(p))]^{-\frac{1}{2}},
\]

and \( \phi = y(p;0) \) is some unspecified constant on the interval \((0, x(p))\). Because \( x = x(p) \) is for real \( \rho, \rho > p_0 \), the smallest positive root of equation (20), and because this equation (20) has for \( \Re \rho > p_0 \) a unique root in the domain \(|x| < (a_1/a_2^2)^{\frac{1}{2}} \) (Rouché's theorem), \( x(p) \) can be continued as a regular
function into the half plane $\text{Re } \rho > \rho_0$. Therefore, also the conformal mapping $\gamma_0(\rho; z_2)$ and its inverse can be continued into this half plane. From (A.6) and (A.7) it follows that

$$z_2^2 [\gamma_0'(\rho; 0)]^2 [\gamma_0(\rho; z_2) \frac{1 - \gamma_0(\rho; z_2)}{1 + \gamma_0(\rho; z_2)}]^3 =$$

$$= \frac{2h(\rho; z_2)}{[h(\rho; 0)]^2} [h(\rho; z_2) - z_2 h'(\rho; z_2)] = 2 - a_2 z_2 A(\rho) + \frac{a_2^2}{a_1} z_2^2. \quad (A.8)$$

Note that this expression is independent of the constant $\phi$ and even of the function $x(\rho)$. Since $\gamma'(\rho; \gamma_0(\rho; z_2)) \gamma_0'(\rho; z_2) = 1$ for all $z_2$, (A.8) can be used to determine a part of the term (33) by taking $z_2 = 1$, and similarly it leads to (35) by taking $z_2 = a_1 / a_2$.
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