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The odd-even hopscotch (OEH) scheme is a time-integration technique for time-dependent partial 
differential equations. In this paper we apply the OEH scheme to the incompressible Navier-Stokes equa­
tions in conservative form. In order to decouple the computation of the velocity and the pressure, the OEH 
scheme is applied in combination with the pressure correction technique. The resulting scheme is referred 
to as the odd-even hopscotch pressure correction (OEH-PC) scheme. This scheme requires per time step 
the solution of a Poisson equation for the computation of the pressure. For space discretization we use 
standard central differences. We applied the OEH-PC scheme to the Navier-Stokes equations for the com­
putation of an exact solution, with the purpose of testing the (order of) accuracy of the scheme in time as 
well as in space. It turned out, that the OEH-PC scheme behaves 2nd order in time and space. Furthermore 
we applied the OEH-PC scheme for the computation of the flow in a glass furnace. Finally, a comparison 
between two Poisson solvers for the computation of the pressure is presented. 

1980 Mathematics Subject Classification: 65M20, 76005 
Keywords & Phrases: Navier-Stokes equations, odd-even hopscotch method, pressure correction method. 
Note: This report will be submitted for publication elsewhere. 

1. THE OEH-PC SCHEME: TIME-INTEGRATION. 

In this section we consider the odd-even hopscotch scheme (OEH scheme) applied to the incompressi­
ble Navier-Stokes equations in conservative form. The OEH scheme is an integration scheme for 
time-dependent partial differential equations (PDEs), and it is applicable to wide classes of problems. 
In addition, it possesses attractive computational properties which make the scheme relatively easy to 
implement. For a detailed discussion of the OEH scheme the reader is referred to [5] and [6]. Applica­
tion to the compressible Navier-Stokes equations of a scheme related to the OEH scheme is discussed 
in [16] and [17]. . 

We adopt the pressure correction approach which means that during the time stepping process the 
computation of the velocity and the pressure is decoupled in a predictor-corrector fashion. In what 
follows, the resulting scheme will be referred to as the odd-even hopscotch pressure correction scheme 
(OEH-PC scheme). A discussion of the pressure correction approach can be found in [I], [2] and [12]. 

Consider the incompressible N avier-Stokes equations in conservative form in d space dimensions 
(d=2 or d=3) [15] 

u1 = f(u) - \lp, with f(u) = -V·(uu) + ~e V 2u, t>O, xEU 

V·u = 0, t>O, xEU, 

(1.1) 

(1.2) 

where u is the (scaled) velocity, p the (scaled) pressure, and Re the Reynolds number. Boundary con­
ditions, to be specified for the velocity field u on the boundary r of the connected space domain n, 
will be introduced later. We shall present the OEH-PC scheme for (1.1), (1.2) by following the method 
of lines approach [ll]. Thus we suppose first that by an appropriate finite difference space discretiza­
tion the PDE problem (1.1), (1.2) is replaced by a system of (time-continuous) ordinary differential 
equations (ODEs) coupled with a set of (time-continuous) algebraic equations 

U=F(U)-GP 
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DV=B. (1.4) 

In (1.3) and (1.4), F(U) is the finite difference replacement of f(u), G and D are the finite difference 
replacements of the gradient- and divergence - operator, respectively, and B is a term containing 
boundary values for the velocity u. 

At this stage of development of the OEH-PC scheme, there is no need to be precise on the form of 
(1.3), (1.4). It suffices to mention that V,F and P are grid functions (vectors) defined on a space grid 
covering~. Obviously, G and Dare (non-square) constant matrices and Bis a vector. In what follows 
j =(j i. ... ,)d) is a multi-index connected to the grid point xj of the space grid under consideration 
and Vj the component of V for xj (and likewise for P, F,B). 

We are now ready to define the OEH-PC scheme for the semi-discrete PDE problem (1.3), (1.4). 
First we consider only the ODE system (1.3) (Suppose for the time being that Pisa known forcing 
term). For this system the OEH scheme is given by the numerical integration formula 

VJ+ 1 -TOJ+ 1(F(U)J+ 1 -(GP)J+ 1
) =VJ+ TOJ(F(U)J -(GP)J). (1.5) 

Here T=tn+I -tn is the time step, VJ stands for the fully discrete approximation to V/tn), and 0 is a 
grid function whose components OJ are defined by [5,6] 

{

1 if n + LJ; is odd (odd points) 

OJ = 0 if n + ~; is even (even points). (1.6) 

Note that if we keep n fixed, then (1.5) is just the explicit Euler rule at the odd points and the implicit 
Euler rule at the even ones. Alternating between the explicit and implicit Euler rules over the time­
space grid is the essential feature of the OEH scheme. We return to this point later in the paper. 

A somewhat more convenient form of (1.5), for its presentation, reads 

vn+I = vn + TFo(Un) + TFE(Un+I)-T(GPn)o -T(GPn+I)E, (1.7) 

where F0 is the restriction of F to the odd points (etc.). Note that F0 +FE=F. We shall use this 
(method of lines [11]) formulation in the remainder of the section. It is. also customary to write down 
two successive steps of (1.7) with step length -r/2, where the order of explicit and implicit calculations 
alternate [11,20] 

- 1 1 - 1 
V = Vn + 2TFo(Vn) + 2TF£(U) - 2TGPn 

vn+I =U+ ~TFE{iJ)+ ~TFo(Un+I)- ~TGpn+I. 

(1.8a) 

(l.8b) 

This is a one-step scheme for the ODE system (1.3) using stepsize T. Here Vis interpreted as a result 
from an intermediate time level like in a Runge-Kutta formula. Further we note, that when con­
sidered as an ODE solver, this scheme is 2nd order accurate. We also observe that in (l.8a) P is set at 
time level n and in (l.8b) at level n + 1. An alternative, for maintaining 2nd order, is to compute Pat 
time level n + ~ both stages. However, the choice made in (1.8) is better adapted to the pressure 

correction approach, which we shall discuss now. 
Consider (l.8a), (l.8b) coupled with the (time-discretized) set of algebraic equations 

(l.8c) 

The computation of vn+I and pn+I requires the simultaneous solution of (l.8b) and (l.8c). In order 
to avoid this, we follow the known pressure correction approach [l,2,12], in which the computation of 
the velocity and pressure at the new time level is decoupled in the predi£tor-corrector fashion. 

Substitution of pn for pn + 1 in ( l.8b) defines the predicted velocity iJ. The corrected velocity and 
pressure (which we hereafter also denote by Vn +I and pn +I and hence not should be mixed up with 
the approximations in ( l.8a), ( l.8b) and ( l.8c)) are then defined by replacing F 0 (Un + 1) in (l.8b) by 
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-
Fo(U): 

- l - l :: l 
Un+ 1 - U + -'TF (U) + -'TF (U) - -'TGPn + 1 

- 2£ 20 2 ' (1.9) 

together with the discrete continuity equation (l.8c). From (1.9) and the modified equation (I.Sb) we 
trivially get 

(1.10) 

The trick of the pressure correction approach is now to multiply (l.10) by D and to write, using 
(I.Sc), 

LQn = l.(DU - Bn+l)' L = DG. 
'T (l.11) 

Since L =DG is a discretization of the Laplace operator \7·(\7), the correction Qn for the pressure 
can be obtained by applying a Poisson solver. Once Qn is known, the new velocity un + 1 can be 
directly determined from (1.10). 

To sum up, the OEH-PC scheme for the semi-discrete Navier-Stokes !_)roblem (1.3), (1.4) reads 
- l l - l U = vn + 2TF0 (Un) + 2'TF£(U) - 2'TGPn (l.12a) 

:: - l - l:: l 
U = U + 2'TFE(V) + 2TFo(U) - 2TGPn (l.12b) 

LQn = l.(DU - Bn+l),Pn+I = pn + Qn (l.12c) 'T 
:: l 

un+I = U - 2'TGQn. (l.12d) 

When combined with a suitable space discretization, the OEH-PC scheme possesses various advanta­
geous features. We shall discuss this in .greater detail in the next section for symmetric finite 
differences on a staggered grid. 

We conclude this section with some remarks. First, the 2nd stage (l.12b) can be economized by 
using its equivalent fast form (cf. [5.6]) 

:: - :: - I :: l 
VE= 2VE - ui-' Vo= Vo+ 2'TFo(U) - 2'T(GPn)o. (l.12b') 

Our implementation is based on this fast form. Second, in the derivation of scheme (1.12) no use has 
been made of the particular definition of F0 and F£, except that F0 +FE=F. Consequently, in the 
spirit of the method of lines formulation [11], pressure correction schemes using other splittings of F, 
such as ADI, can also be described by (l.12) (see e.g. [12] where an ADI splitting is used). It is 
further of interest to note that when considered as a solver for the ODE system (1.3) coupled with the 
set {1.4), the OEH-PC scheme is of 2nd order. 

Finally, the OEH-PC scheme requires roughly the same number of operations per time-step as the 
forward Euler scheme (we will demonstrate this in section 2.1 ), but has much better stability proper­
ties. To illustrate this, consider the (linearized) Burgers equation which models the convective and 
viscous effects of the Navier-Stokes equations. 

u1 + (q·\7) = f.\7 2u, t>O, XEIRd. (1.13) 

Here u(x,t) represents the convected and diffused variable, the vector q=(q1o ... ,qdl the (constant) 
velocity, and £.>0 a viscosity parameter. Now suppose that for the space discretization we use stan­
dard central differences, with constant grid size h in all space-directions, then von Neumann stability 
analysis applied to the OEH scheme for (l.13) then yields the following necessary and sufficient time 
step restriction [20] 
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T 2 d 2 
d(-,;) k~lqk.;;;;I. (1.14) 

For the forward Euler-central difference scheme, the time step restrictions for von Neumann stability 
are [10,20] 

2df.T ,,,;::::} ~ q~r ,,,;::::} 
2 ~ ' """' -.....:::::: • 

h k=I 2t: 
(1.15) 

The 2nd inequality of (1.15) (convection - diffusion barrier) shows that the forward Euler-central 
difference scheme becomes unconditionally unstable as t:~O, whereas the OEH scheme is condition­
ally stable uniformly in t:, i.e., r=O(h) independent oft:. Observe that the first inequality for the for­
ward Euler-central difference scheme implies r=O(t:- 1h2

) which is disadvantageous for larger values 
oft:. It is fair to say that, in general, a disadvantage of the OEH-central difference scheme is the so­
called Du Fort-Frankel deficiency [5,20]. However, as we will point out in section 3.2, in the present 
application this disadvantage is of minor importance. 

2. THE OEH-PC SCHEME: SPACE DISCRETIZATION 

In section 2.1 we will discuss the space discretization on a staggered grid of the Navier-Stokes prob­
lem, which defines the fully discrete OEH-PC scheme. We will show that due to the conservative 
form, our fully discrete OEH-PC scheme is in fact an explicit scheme, which needs only one array of 
storage for the computation of the velocity. In section 2.2 we will discuss the Poisson equation for the 
pressure, and in section 2.3 we will discuss (briefly) the space discretization on two other grids. For 
the sake of presentation, we restrict ourselves to 2-dimensional rectangular domains. 

2.1. Space discretization on a staggered grid 
Consider the 2-dimensional incompressible Navier-Stokes equations in conservative form 

U1 = f1(u,v)-px, with/1(u,v) = -(u2)x - (uv)y + ~e (uxx + Uyy) 

V1 = fi(u,v) - Py• withfi(u,v) = -(uv)x - (v 2 )y + ~e (vxx + Vyy) 

Ux +Vy= 0, 

with boundary conditions 

u = u r , v = v r on r = a~l 

(2.la) 

(2.lb) 

(2.2) 

(2.3) 

Note that there are no pressure boundary conditions available, although we have to solve a Poisson 
equation for the pressure. We will return to this point later in the section. 

For the space discretization, we use the staggered grid first introduced by Harlow and Welch [8], 
see Fig. 1. The application of standard, 2nd order central differences on this grid converts (2. la) and 
(2.lb) into (cf. (1.3)) 

where 

Uij = Fl.i/U, V) - dxPij i = l(l)N - I ,j = l(l)M (interior X -points) 

Vij = F 2,;/U, V) - dyPij i = l(l)N ,j = l(l)M - I (interior 0-points), 

(2.3a) 

(2.3b) 



Fig. 1. The staggered grid 

vij 

r-e-1 lf... l!{__J lj 

cell i,j 
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-1 2 2 1 - -F1,ij(U, V) = 2);(U1+1,j - U1-1_j)-
2k (Ui,j+I Vi,j+I - U;,j-1 Vi,j-1) + (2.4a) 

1 1 
Reh2 -(U;+l,j - 2Uij + U;-1,) + Rek2 (Ui,j+I - 2Uij + Ui,j-i) 

_ -1 - - 1 2 2 F2,ij(U, V) -
2h (Ui+l,j Vi+l,J - Ui-l,jVi-1,j) -

2k (V/,j+I - Vi,j-1) + (2.4b) 

1 1 
Reh2 ·(Vi+l,j - 2V;j + Vi-1) + Rek2 ·(Vi,j+I - 2V;j + Vi,j-i> 

1 
dxPij = h(Pi+l,j - Pij) (2.4c) 

1 
dyPij = k(P;,j+I - Pij). (2.4d) 

Note that in the above formulation U, V and Pare time-continuous grid functions whose components 
U;j, Vij and Pij appr~ximate the velocities u, v and the pressure p, respectively, at the corresponding 
gridpoin~ In (2.4a) Vij represents an approximation to V in the X -points (poin_!.s were f!. is defined); 
likewise U;j represents an approximation to U in the 0-points. The values of V;j and U;j are deter­
mined by averaging over neighbouring values of respectively Vij and Uij in such a way that the odd­
even coupling between the variables is preserved. This means that a variable in an odd point is only 
coupled with variables in even points and vice versa. This leads to 

- I - I 
Uij = -:;:(Uij + Ui-l,j+1), Vij = -:;:(Vij + Vi+l,j-1). (2.5) 

The space discretization of (2.1), as defined in (2.3), (2.4) determines the vector-function F(U) and the 
operator Gin (1.3). Let U=(U, V)r, then Fij(U)=(F1,ij(U, V),F2,ij(U, V)l and GPij=(dxPij,dyPijl· 

Treatment of the boundary conditions for the velocity is somewhat tedious. Consider e.g. equation 
(2.4b) in a 0-point (1,j), which involves the value Voj outside the computational domain. There are 
various ways to define the outside value V0j, cf. [15]. We applied a simple reflection technique, which 
consists of writing the given velocity v+.j on r as the mean value of the two neighbouring velocities 
V0j and Vlj, so that VOj=2V+.j-Vlj; see Fig. I. 

Equation (2.2) is discretized (using central differences) in all ·-points as 
1 

(DU)ij: = h(Uij - Ui-1,j + {J(V;j - Vi,j-1)) = 0, (2.6) 
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where /3=hlk. Note that boundary values for U or V occurring in (2.6) are written in the right hand 
side B (cf. (1.4)). For example, for j = l, equation (2.2) is discretized as 

(2.6') 

Having defined the operators G and D , one can easily deduce the following expression for the 
operator L 

I 
(LQ)ij = D(GQ)ij = h{dxQij - dxQi-1,j + /3(dyQij - dyQ;,j-1)) = (2.7) 

1(/32 132 132 h2 Qi,j-1 + Q;-l,j - (2 + 2 )Qij + Q;+l,j + Qi,j+I), 

which is the standard 5-point molecule for the Laplace operator. Near a boundary (2.7) takes a 
different form, because of the different definition of the operator D. For example for j =I, one finds 

I 
(LQ)n = D(GQ)n = h(dxQ;1 - dxQi-1,I + f3dyQi1) = (2.7') 

hl2 (Q;-1,I -(2 + /J2)Qil + Q;+l,I + /32Q;2). 

Comparing (2.7') with (2.7) written at point (l,j), it is easy to see that !{Q;0 -Qil)= 

l_(Vj'0 +I - ~0)=0, which is the (central difference) approximation of 2jl((i - ~ )h, O)=O. Hence we 
T un 

see that a Neumann condition for the pressure (-increment) is automatically involved in the scheme. 
Having defined the space discretization, we now discuss in some detail the merits of the resulting 

fully discrete OEH-PC scheme. Consider the equations (l.12a) and (l.12b) of the OEH-PC scheme. 
The order of computation is 

- 1 1 
Vo= v~ + 2TFo(Un) - 2T(GPn)o (2.8a) 
- 1 - 1 
VE= v~ + 2TFE(U) - 2T(GPn)E (2.8b) 

::: - 1 - 1 -
VE= VE+ 2TFE(U) - 2T(GPn)E = 2VE - v~ (2.8c) 

::: - 1 ::: 1 
Vo= Vo+ 2TFo(U)- 2T(GPn)0 . (2.8d) 

This scheme is in fact an explicit scheme. To demonstrate this, consider the comP.utation of U. Clear.!J 
the computation of V0 is explicit. Equation (2.8b) for the computation of VE reads for the U­
component in an even point (i,j) (substitute (2.4a), (2.4c) and (2.5)) 

(2.9) 

- - - -
The values of U;±l,j,Ui,j±I>V;,j±I and V;+l,j- 2 are odd numbered values which were_already com-
puted with (2.8a). This means that equation (2.9) is only diagonally implicit, since Uij is the only 
unknown, and hence explicit. !n the same way, the computation of VE is explicit. A similar argument 
applies to the computation of V. 

In sche~e (2.8a) - (2.8d) the steps (2.8b) and (2.8c) are considered as one computa~ional step: first 
compute VE in a point, store this value in a dummy-variable, and then compute VE in the same 
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point, using the fast form. Taking this intg consideration, it is easy to see that only one array of 
storage is required for the computation of U, which is especially advantageous for multi-dimensional 
problems. 

2.2 The Poisson equation for the pressure 
The pressure increment Qn is computed from equation (l.12c), where the operator Lis defined as in 
(2.7) and (2.7'). In fact Lis the 5-point discretization of the Laplace operator with Neumann boun­
dary conditions. Considered as a matrix, L has a few attractive properties, such as symmetry, nega­
tive definiteness and a pentadiagonal structure. There are many methods available for the solution of 
a set of equations with matrix L. Since the OEH scheme is very cheap per step, it is essential that we 
combine it with a fast Poisson solver in order to obtain a fast OEH-PC scheme. In our computations, 
we used the incomplete Choleski conjugate gradient (ICCG) method and a multigrid (MG) method. A 
comparison between these two methods will be presented in section 3.3. 

2. 3 Space discretizations on other grids 
For the space discretization, one can also use the ordinary grid or the half-staggered grid, see Fig. 2; 
cf [15]. 

r r 

0 0 u v u v 

p 
OP 0 

(a) 
r 

(b) 
r 

Fig. 2. The ordinary grid (a) and the half-staggered grid (b) 

In the ordinary grid, the components of the velocity and the pressure are all defined at the nodes of 
the grid. The advantage of this grid is its simplicity, especially treatment of the boundary conditions 
for the velocity is straightforward, However a disadvantage of this grid is the fact that the pressure is 
defined at nodes on the boundary. Therefore, computation of the pressure in a pressure correction 
fashion requires pressure boundary conditions, which are generally not available. In the half-staggered 
grid, the components of the velocity are defined at the nodes of the grid and the pressure is defined at 
the centre of each cell of the grid, cf. [4,15]. The pressure is not prescribed on the boundary anymore, 
and hence no pressure boundary conditions are required. A disadvantage of this grid is the fact that 
the discretization of the gradient- and divergence- operator is slightly more difficult than on the ordi­
nary grid or on the staggered grid. 

The major drawback of the ordinary grid and the half-staggered grid is the fact that these grids are 
not suitable for the computation of the presure in a pressure correction fashion. 
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(a) (b) 

Fig. 3. Molecule of the operator L, on the ordinary grid (a) and on the half-staggered grid (b) 

To make this plausible, consider the molecule for the operator L=DG on respectively the ordinary 
grid and the half-staggered grid, when standard central differences are used for the discretization of 
the gradient- and divergence-operator; see Fig. 3. The operator L on the ordinary grid is again the 
usual 5-point discretization of the Laplacian, but now on a grid with double gridsize. The conse­
quence is that there exist four uncoupled networks of pressure points (see Fig. 3). This leads to the 
existence of four independent solutions for the pressure, which differ from each other by arbitrary 
constants. Furthermore, due to the double gridsize, the pressure on the ordinary grid will be less accu­
rate than on the staggered grid. The operator L on the half-staggered grid is a 9-point discretization 
of the Laplacian unless /3= l(h =k), then Lis a 5-point discretization of the Laplacian denoted by the 
solid lines. In the latter case, the pressure field is decoupled in two independent pressure fields, which 
differ from each other by an arbitrary constant. Because of this decoupling, the ordinary grid and the 
half-staggered grid are not suitable for the computation of the pressure using a pressure correction 
scheme. However, the pressure gradient is not affected by this decoupling, and therefore one can still 
use these grids for the computation of the velocity. In section 3.1 we will present a numerical illustra­
tion which clearly favours the staggered grid. 

3. NUMERICAL EXAMPLES 

Combined with the ICCG method and a MG method for the solution of the Poisson equation, we 
have apllied our OEH-PC scheme to two Navier-Stokes problems. The first is due to Taylor and 
Green ([2, 19]) and is of interest to us since its exact solution is known. We used this problem to test 
the accuracy and the order of ac~uracy of the OEH-PC scheme, in time and in space (see section 3.1). 
Our second problem is from practice [12] and models the flow in a glass furnace (see section 3.2). In 
section 3.3 we will present a comparison, based on our experiences, between the two Poisson solvers. 

3.1 Accuracy and order test 
In this section we discuss results of the OEH-PC scheme applied to the incompressible Navier-Stokes 
problem with the exact solution [2, 19] 

{

u(x,y,t)= -cos(A.x)sin(;\y)e-2>.'ttRe 

v(x,y,t)= sin(A.x)cos(;\y)e -2A'ttRe 

p(x,y,t)= - ! (cos(2A.x)+cos(2Ay))e-4'-
211

Re. 

(3.1) 

In our computation we prescribed Dirichlet boundary conditions for u, v and we took ;\='TT and 
Re= 100. The velocity field and the isobars for these values of;\ and Re are displayed in Fig. 4. The 
computational domain is ~ = (0, 1) X (0, 1) and the time-integration interval is [O, 1 ]. Computations were 
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(a) (b) 

Fig. 4. Velocity field (a) and isobars (b) 

performed on a staggered grid as well as on an ordinary grid, with gridsizes h =k = ! , 1~, ; 2 
and 

stepsizes T= ! , 
1
1
6

, ... , 1 ~8 (T~h). Note that since max(u(x,y,t))= 1 and max(v(x,y,t))= 1, the 
critical time step for von Neumann stability for the related linearized Burgers equation is T= ~h. (cf. 
(l.14)). 

So the choice T=h violates this stability condition. To our experience, the restriction T~ ~ h is some­
what too pessimistic for the present problem. We owe this to its smooth solution. For the solution of 
the Poisson equation we used the ICCG method. 

With the purpose of testing the (order of) accuracy of the OEH-PC scheme in time, as well as in 
space, we compare the numerical PDE solution to the exact solution (3.1). Let £/h,T) be the / 1-norm 
of the absolute error in f(j =u,v or p) at t = 1, obtained for gridsize h =k and stepsize T. Then the 
number of significant digits in f, 'Afh, T), is defined as: 'Afh, T): = -log10(£fh, T)). Table 1 displays 
Au(h, T),'A.(h, T) and 'Ap(h, T) for the numerical solution computed on the staggered grid. When looking 
along rows ( T fixed, h~O), one can observe the 2nd order behaviour in space (log10 (4)~0.6), and 
when looking along diagonals (T!h fixed, T~O), one observes the 2nd order behaviour in time and 
space of the OEH-PC scheme . Note that the error in the solution is dominated by the space error. 
Also note that the computation of the pressure is not as accurate as the computation of the velocity. 
This is not due to the OEH-PC scheme, but due to the fact that p has a higher frequency than u, v and 
hence p cannot be represented as accurately as u, v. 

8 16 32 8 16 32 8 16 32 
8 2.25 8 2.07 8 1.86 

16 2.26 3.03 16 2.07 2.91 16 1.86 2.47 
32 2.26 3.04 3.66 32 2.07 2.92 3.58 32 1.85 2.43 3.25 
64 2.26 3.04 3.66 64 2.07 2.92 3.59 64 1.85 2.42 3.05 

128 2.26 3.04 3.66 128 2.07 2.91 3.59 128 1.85 2.42 3.01 

Table I. 'Au(h, T),'A.(h, T) and >..p(h, T) for the staggered grid 
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The same computations were performed on the ordinary grid, the results of which can be found in 
Table 2 (we only present results for the velocity). The same conclusions concerning the order of accu­
racy of the OEH-PC scheme apply to this case. Comparing the results on the ordinary grid and the 
staggered grid, one sees that the velocity on the staggered grid is approximately ten times more accu­
rate than on the ordinary grid. The reason for this is the inaccurate computation of the pressure 
(-gradient) on the ordinary grid. This clearly demonstrates that the staggered grid is to be preferred 

to the ordinary grid, when solving the Navier-Stokes equations in a pressure correction fashion. 

8 16 32 8 16 32 
8 1.19 8 1.24 

16 1.25 1.99 16 1.26 1.99 
32 1.25 1.99 2.61 32 1.26 1.99 2.62 
62 1.25 1.99 2.61 64 1.26 1.99 2.62 

128 1.25 1.99 2.61 128 1.26 1.99 2.62 

Table 2. A,,(h, T) and Av(h, T) for the ordinary grid 

In order to test the accuracy of the OEH-PC scheme when considered purely as a time-integrator, it 
is convenient to compare the numerical solution to the exact solution of the system of ODEs which 
results after the space discretization. As an approximation to this exact solution, we take the numeri­
cal solution computed with stepsize T= 1/ 1024. The / 1-norm of the absolute time error, £j(h, T), is 
defined with respect to this solution, and A.j(h,T):= -log10(£j(h,T)) (f =u,v or p). We only present 
results on the staggered grid, which can be found in Table 3. It clearly displays the 2nd order 
behaviour of the OEH-PC scheme when considered as a ODE time-integrator. Hereby it is 
emphasized that columnwise the number of digits found, correspond to a different ODE system. It is 
of interest to observe that for u, v the errors are virtually independent of h, wheres for p these errors 
increase approximately as h-2 if h decreases (note that this is not the case for the total error 
displayed in Table 1 ). 

Next we wish to discuss briefly the DuFort-Frankel (DFF) deficiency [6,20]. Consider the linearized 
Burgers equation (1.13), which models the convective and viscous effects of the Navier-Stokes equa­
tions. The OEH scheme for this equation is equivalent to the leapfrog-DFF scheme at the odd points, 
cf. [20]. Let Hk be the central difference approximation to the first space derivative in the k-th direc­
tion and P.k the standard averaging operator in the k-the direction, then the leapfrog-DFF scheme for 
problem (1.13) reads 

d 
(1 + 2do)UJ + 2 = (1 - 2do)UJ - "'2, (ckHk - 4<1µ,k)UJ +I, (3.2) 

k=I 

where o=£Tlh 2 ,ck=qkTlh and h is the constant gridsize in all space directions. By the DFF 
deficiency we now mean that for T,h~O the solution of scheme (3.2) will converge to the solution of 
the problem 

A:(h,T) 
h-1 

8 
16 
32 
64 

128 

8 16 
3.24 
3.85 3.98 
4.46 4.56 
5.06 5.15 
5.67 5.75 

32 8 16 
8 3.18 

16 3.78 4.13 
4.72 32 4.39 4.71 
5.21 64 4.99 5.30 
5.77 128 5.59 5.91 

Table 3. A.:(h,T),A.;(h,T) and A.;(h,T) for the staggered grid. 

32 8 16 32 
8 3.18 

16 3.77 3.18 
4.86 32 4.36 3.75 3.19 
5.39 64 4.95 4.34 3.77 
5.96 128 5.55 4.94 4.37 
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(3.3) 

In general, for convergence it thus is necessary that T=o(h). Through the equivalence property, the 
same conclusion is valid for the OEH scheme. The DFF deficiency also exists for the non-linear 
Burgers equation, although the equivalence to the leapfrog-DFF scheme cannot be derived in this 
case. Experiments in [20] showed that the OEH scheme applied to the non-linear Burgers equation 
failed to converge for a fixed ratio -rlh when -r,h~O. In our example however, the OEH scheme 
doesn't suffer from this deficiency. The reason for this is that the term Eduu is very small, and hence 
the DFF deficiency is practically absent. In general the DFF deficiency will have some negative 
influence on the accuracy. Fortunately, there is clear practical evidence (see also [20]) that in most 
cases this will be of only minor importance. 

3.2 Flow in a glass furnace 
In this section we discuss results of the OEH-PC scheme when used to compute the flow in a glass 
furnace [12] (see Fig. 5). Computations were performed subject to the following initial- and 
boundary-conditions: 
initial conditions: u=v =O fort =O 
boundary conditions: 

no slip: u=O,v =O 
free slip: uy=O,v=O 
inlet: u =O,v = -432(x - ! )2x(l-e-1

) 

outlet: u =432( ! -y)y(I-e- 1),v =O. 

Notice that the boundary conditions satisfy 

ju·nds = J j\l·udS = 0, 
aa a 

where n is the unit normal on an (conservation of mass). The outlet boundary condition, which is a 
Poisseuille profile is not very realistic , especially not for high Re-numbers since it causes a boundary 
layer at the outlet. This boundary layer may cause oscillations in the solution in the interior domain. 
Therefore, we have to look for other outlet boundary conditions with minimal influence on the inte­
rior flow field. A very suitable outlet boundary condition is the so-called traction-free boundary con­
dition. This means that there are no viscous normal and tangential stresses at the outlet, cf. [7], i.e. 

-
2 

no slip 

2 I 
Txx = -p + Re Ux = 0, Txy = Re (uy + Vx) = 0. (3.4) 

'--~~~~~~~~~~~~~ 

0 no slip 1 

no slip 

8 
outlet 

Fig. 5. A glass furnace 
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However, these boundary conditions do not easily fit in the OEH-PC scheme. Another possibility we 
adopt is to extend the computational domain with a horizontal pipe connected at the outlet (extended 
domain). The assumption hereby is that the flow has fully developed into a Poisseuille flow at the end 
of the pipe, which is a realistic assumption provided the pipe is long enough. In our computations we 
took the length of the pipe equal to 1. The horizontal walls of the pipe are no slip walls. 

We have computed the solution for Re= 100(100)800 on the original domain as well as on the 

extended domain, on a staggered grid with gridsize h = k = 3~ . Time-integration was performed from 

t =O tot =4. The time step T was bounded by the linearized stability restriction Tlh~l!(umax Vl), 
where Umax is the (modulus of the) maximum velocity, cf. (1.14).Consequently we have chosen T= ! h 

for Re= 100(100)700 and T= ! h for Re=800, although these values for T are not the optimal ones. 

However, especially for increasing Re, we prefer to remain on the safe side in order to prevent non­
linear instabilities. Another reason to be careful is the fact that we use the pressure correction method, 
the influence of which on stability is not yet fully clear. The Poisson solver we used is the MG algo­
rithm MGD5V (see section 3.3). In Fig. 6 and 7 you find the velocity and the isobars for respectively 
Re= 100,500 and 800 at t =4 (the pipe of the extended domain is not shown in these figures). 

Re=IOO 

r 

I 

\ 

I 

\ 

, 

\ 

\, ............... -

1 \ \. ~ """'~--..~--r...., 
I \ 

' 

Re=500 

... 
, 

....... , 

- - - I 



Re =800 

...... - .. ...... ---
Fig. 6. Velocity field at t =4 for Re= 100,500 and 800. 

Re=IOO 

Re=500 
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Re =800 

Fig. 7. Isobars at t =4 for Re= 100,500 and 800. 

From our numerical experiments we can draw the following conclusions. For small Re-numbers 
(Re~200), there is hardly any difference between the velocity field and the isobars computed on the 
original domain and on the extended domain. The velocity fields computed on both domains are 
almost free of oscillations. However, oscillations do occur in the velocity field for Re> 200. In this 
case, the velocity field computed on the extended domain is slightly better (smaller oscillations) than 
the velocity field computed on the original domain. The isobars computed on the original domain for 
Re > 200 are not correct, whereas the isobars computed on the extended domain are much mor,e real­
istic. Furthermore, extension of the computational domain will improve the stability a bit, since Umax 

decreases. 
We borrowed the glass furnace problem from van Kan [12]. He computes the flow (without pipe) 

using a pressure correction Crank-Nicolson ADI scheme (ADI-PC scheme). The outflow boundary 
conditions he uses are a Poisseuille profile and the traction-free boundary conditions (3.4). Comparing 
his results with ours, we can conclude the following. Our velocity fields are in good agreement with 
the corresponding ones compute~ by van Kan. However, his results are more disturbed by oscillations 
than ours, and this is probably due to using too large time steps with his ADI-PC scheme. We note 
that for the linear convection-diffusion problem (1.13) the ADI scheme is unconditionally stable, 
whereas the OEH scheme is only conditionally stable, so that with respect to stability he can take 
larger time steps. The computational costs per time step for the OEH scheme are less than those for 
the ADI scheme, since the OEH scheme is in fact an explicit scheme and the ADI scheme requires the 
solution of a number of tridiagonal linear systems. Therefore it is not clear which scheme is to be 
favoured regarding the computational time required. Another point is that extension of the computa­
tional domain is rather tedious using an ADI technique, whereas for the OEH scheme this extension 
is straightforward to implement. Finally we note that both schemes behave 2nd order in space and 
time. 
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3.3 A comparison between the Poisson solvers 
The OEH scheme is a fast scheme per time step. Therefore, in order to construct a fast OEH-PC 
scheme per time step, one needs a fast Poisson solver. In this section we will compare the ICCG 
method with the MG method MGD5V we employed for the glass furnace problem. This comparison 
is focussed on the computational time required for both methods. 

The storage requirements for both methods are approximately the same, and are substantial com­
pared to the storage requirements, for the OEH scheme. With respect to the storage requirements, an 
excellent candidate to combine with the OEH scheme is the MG method MGOO [3]. Unfortunately, 
at the time of carrying out this research, MGOO was not available in our computer centre, so we 
decided to compare ICCG with MGD5V. 

The ICCG method is an iterative solution method for linear systems of which the coefficient matrix 
is a symmetric M-matrix, and hence this method can be used for the computation of the pressure. It 
is an incomplete decomposition method, combined with the conjugate gradient method, cf. [13] and 
[14]. We used the ICCG (1,3) method from [14]. The MG method MDG5V is a sawtooth multigrid 
iterative process (i.e. one relaxation-sweep after each coarse grid correction) for the solution of linear 
2nd order elliptic boundary value problems, cf. [9] and [18]. This multigrid method uses incomplete 
line LU-decomposition as relaxation method, a 7-point prolongation and restriction, and a Galerkin 
approximation for the coarse grid matrices. The ICCG (1,3) process and the MG process were 
repeated, until the /2-norm of the residual was less then 10-6 • 

Using both Poisson solvers, the computations of section 3.1 were repeated on a staggered grid with 

gridsizes h =k = ! , 1~, ; 2 
and stepsizes T=h- 1, ~ h- 1

, ••• , 
1
;

24
. Computations were performed 

on a Cyber 170-750 computer, and all codes were in standard Fortran 77, except the code for the 
ICCG method which is written in standard Fortran 66. Parameters of interest in our comparison are: 
the (CPU-) time (in sec) needed for the OEH scheme (TOEH), the time needed for the ICCG method 
(TICCG), the time needed for the MG method (TMG), the ratios a 1 = TICCG/TOEH and 
a2 = TMG/TOEH, and the average number of iteration steps (average over the number of time steps) 
for either the ICCG method or the MG method (ANIT). In Table 4 we present the results for 
h- 1 =k- 1 =8,16,32. 

From this table, we can draw the following conclusions. For the ICCG method ANIT (and hence 
ai) is approximately proportional to h- 1 =k- 1 whereas for the MG method ANIT (and hence a2) is 
approximately constant. One iteration step of the ICCG method is faster then one iteration step of 
the MG method, and therefore the ICCG method is faster on coarser grids and the MG method is 
faster on finer grids. It should be noted that in the ICCG method, the decomposition 

ICCG method 

h- 1 =k- 1 =8 h- 1 =k- 1 =16 h- 1 =k- 1 =32 
T-1 TOEH TICCG a1 ANIT TOEH TICCG a1 ANIT TOEH TICCG a1 ANIT 

8 0.035 0.090 2.57 7.00 
16 0.070 0.159 2.27 6.06 0.191 1.026 5.37 11.38 
32 0.131 0.313 2.39 5.91 0.410 1.847 4.50 10.09 1.291 14.329 11.10 21.07 
64 0.273 0.555 2.03 5.02 0.784 3.401 4.34 9.14 2.543 25.901 10.19 19.17 

128 0.563 0.973 1.73 4.27 1.561 6.144 3.94 8.29 5.093 47.019 9.23 17.21 
256 1.070 1.582 1.48 3.16 3.100 9.247 2.98 5.96 10.324 84.165 8.22 15.16 
512 2.161 2.956 1.37 2.82 6.234 15.991 2.57 4.87 20.558 143.051 6.96 12.68 

1024 4.348 4.819 1.11 2.00 12.566 27.302 2.17 3.96 40.657 201.660 4.96 8.59 
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MG method 

h- 1=k- 1=8 h- 1 =k- 1 =16 h-l =k- 1 =32 
T-1 TOEH TMG a1 ANIT TOEH TMG a1 ANIT TOEH TMG a1 ANIT 

8 0.029 0.207 7.14 5.00 
16 0.071 0.389 5.48 4.69 0.197 0.936 4.75 5.06 
32 0.137 0.669 4.88 4.03 0.384 1.785 4.65 4.78 1.274 5.426 4.12 5.00 
64 0.279 1.281 4.59 3.77 0.770 3.044 3.95 4.02 2.546 10.049 3.95 4.78 

128 0.543 2.099 3.87 3.01 1.543 5.801 3.76 3.81 5.046 17.075 3.38 4.00 
256 1.084 3.161 2.92 2.13 3.143 9.588 3.05 3.00 10.099 32.406 3.21 3.77 
512 2.154 6.078 2.82 2.00 6.286 18.024 2.87 2.82 19.874 52.385 2.64 3.01 

1024 4.448 12.209 2.74 2.00 12.595 27.252 2.16 2.00 40.210 97.593 2.43 2.71 

Table 4. Comparison between the ICCG method and the MG method. 

of the matrix Lis computed at every time step, whereas in the MG method this is done only once. 
This will not affect our conclusions seriously, since the computational time required for this decompo­
sition is negligible compared to the computational time needed even for a small number of iterations 
[13]. Therefore we may conclude that the MG method is to be preferred to the ICCG method. Also 
observe that ANIT (and hence the computational time per time step) decreases if we take smaller time 
steps. The obvious reason for this is that the initial guess of the pressure increment Qn, for which we 
use Qn from the previous time step, improves if we take smaller time steps T. Finally, although the 
ICCG method and the MG method are generally considered as fast Poisson solvers, they still require 
a considerable part of the computational time in the OEH-PC scheme. In our test problem this varies 
from 53% to 92% for the ICCG method and from 68% to 88% for the MG method (see the columns 
under a 1 or a 2 in Table 4). This clearly demonstrates that it is very important to use a fast Poisson 
solver for the construction of a fast OEH-PC scheme. 
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