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During the last decade, plausible reasoning has emerged as an important issue in expert systems research 

and artificial intelligence research more in general. Beside other mathematical theories, Bayesian probabil­

ity theory has been chosen as a foundation for the development of models for handling uncertain informa­

tion in expert systems. In the problem domains in which expert systems are developed however, a fully 

specified probability measure usually is not available. This observation, amongst others, prevents probabil­

ity theory being applied as a model for handling uncertainty in a traditional way. In this paper, we present 

a model in which partially and even inconsistently specified probability measures are employed to establish 

upper and lower bounds on probabilities of interest; we depart from George Boole's ideas on probability 

presented in his 'Laws of Thought' as exposed by T. Hailperin, 

1980 Mathematics Subject Classification (1985): 06Exx, 60Bxx, 68Txx 

1987 CR Categories. 1.2.3. [Deduction and Theorem Proving]: uncertainty, probabilistic reasoning; 1.2.5. 

[Programming Languages and Software]: expert system tools and techniques. 

Key Words & Phrases. expert systems, plausible reasoning, probability theory, linear programming. 

1. INTRODUCTION 
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Early in expert systems research it has been observed that many domain experts are able to handle 

imprecise, incomplete and uncertain information to solve the practical problems they encounter in 

their field. This observation has led to the introduction of models for handling uncertain information 

in expert systems and the research area of plausible reasoning. The first point of departure in this 

research area has been Bayesian probability theory. Many models derived from this theory have been 

proposed for handling uncertainty in (mainly rule-based) expert systems, for example [l,2,3]. 

However, up till now none of these models can be considered the ultimate solution for the problem. 

One of the major stumbling blocks has been the frequent absence of completely and consistently 

specified probability measures in the fields of concern. In response to these problems other points of 

departure, i.e. other mathematical foundations for the development of models for handling 

uncertainty have been proposed and investigated, such as the fuzzy set theory. In this paper, we 

depart from the Bayesian probability theory. 
When developing an expert system a domain expert is requested to elucidate his knowledge 

concerning the domain to be modelled. His knowledge concerning the problem domain is generally 

represented in a so-called knowledge representation formalism. Such a knowledge representation 

formalism provides amongst other things a method for modelling the uncertainties that go with the 

represented information. For example, it may provide a means for expressing an associated 

probability. With a knowledge representation formalism corresponds a reasoning method that is used 

to derive new information from the information available to the system. Such a reasoning method 

also provides a means to calculate the measures of uncertainty to be associated with the newly derived 

information; for an introduction to the principles of expert systems see [4]. When a probability 

measure has been specified for the domain concerned, the probabilities of interest can be computed 

from this measure. However, in the domains in which expert systems are employed, such completely 
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specified probability measures usually are not available. Often only a few probabilities are known or 
can be estimated by an expert in the field. In expert systems therefore we are confronted with the 
problem of calculating the probability of a certain event given only a partially and often 
inconsistently specified probability measure. The problem of determining the probability of an event 
given a partially specified probability measure has already been investigated as early as halfway the 
nineteenth century by G. Boole, [5]. However, Boole's ideas on probability theory have received little 
attention. In an excellent book providing a thorough exposition of Boole's work on logic and 
probability in terms of modem algebra, propositional logic and probability theory, Hailperin states 
the following, ([6], page 215): 
"Never clearly understood, and considered anyhow to be wrong, Boole's ideas on probability were simply by-passed by the 
history of the subject, which developed along other lines." 

In our opinion Boole's ideas have become topical once more in the context of plausible reasoning in 
artificial intelligence. In this paper, we propose a mathematically well-founded and computationally 
feasible model for handling partially specified probability measures in expert systems, based on 
Boole's ideas. We have used Hailperin's book [6] as a guide to the work of Boole. 

2. PRELIMINARIES 

In our introduction we have mentioned that in expert systems knowledge concerning the problem 
domain is represented in a knowledge representation formalism. In this paper we do not consider 
such formalisms in detail nor do we discuss the reasoning methods that have been associated with 
these formalisms. Here, we assume that knowledge is simply represented in logical propositions. 

DEFINITION 2.1. Let .91 denote a finite set of atomic propositions: .91 = {a 1, ••• ,an }, n ~ 1. Let fJI be the 
free Boolean algebra generated bys( i.e. 

(1) for all x Es( x E ~ 
(2) for all Xi. X2 E ~ X1 /\ X2 E fJI and X1 v X2 E ~ and 
(3) for all x E ~ -,x E f!A. 

!JI is called the set of Boolean combinations of atomic propositions. 

On fJI we define a partial order ~= for any xi.x2 E ~ we say x1 ~ X2 if X2 = X1 V x2 or 
(equivalently) x 1 = x1 /\ x2. 

According to the convention in logic we denote the universal lower bound in the algebra fJI by false and the 
universal upper bound by true. 

Since the set !JI of Boolean combinations of atomic propositions is a Boolean algebra we have equality 
according to logical truth tables. It will be obvious that a universal lower bound and upper bound 
exist. Furthermore, since fJI is a free Boolean algebra we have that the atomic propositions a; E .91 

n 
are algebraically independent, meaning that each of the 2n conjunctions of the form /\ A;, where for 

1=! 
i = l, ... ,n either A; = a; or A; = -,a;, is different from false. 

In the next definition we introduce the notion of a probability function on a Boolean algebra in 
general and define a probability algebra. 

DEFINITION 2.2. Let tff be a Boolean algebra. Let P be a function P : tff ~ [O, l] such that 
(1) P is positive, i.e. for all x E ~ P(x) ~ 0, and furthermore P(false) = 0, 
{2) P is normed, i.e. P(true) = I, and 
(3) P is additive, i.e. for all xi. X2 E ~ ifx1 /\ x2 =false then P(x1 V x2) = P(x1) + P(x2). 
Then, P is called a probability function on tff. The pair (tff,P) is called a probability algebra. 



The statements in the following lemma can easily be proven. 

LEMMA 2.3. Let (tf,P) be a probability algebra. Then, 

(1) P(x) + P(..,x) = I, for all x E tff, 
(2) P(x1 V x2) + P(x1 A x2) = P(x1) + P(x2),Jor all xi. x2 E tff, and 
(3) if x1 ~ x2 then P(x1) :s;;; P(x2),for all Xi.X2 E cf. 
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We use the notion of a probability function on a Boolean algebra to define on the set fJl of Boolean 
combinations of propositions a function Pr that associates with each proposition in fJl a probability of 
the truth of the proposition. 

In an expert system, the uncertainties of the truths of some of the propositions have to be made 
explicit to enable the system to express the uncertainties of the truths of the new propositions it has 
derived. In probability theory we are used to associate probabilities with sets. Since in this paper 
knowledge is represented in logical propositions, we like to have an isomorphism that transforms 
logical propositions into sets and that preserves probability, for in that case we have that the 
probability of an event is equivalent to the probability of the truth of the proposition asserting the 
occurrence of the event. Already Boole had fully understood this equivalence. The following theorem 
provides such an isomorphism. Although proving the theorem is rather straightforward we 
nevertheless provide a part of the proof since it conveys many ideas that we will return to in the next 
section. 

THEOREM 2.4. Let PA be defined according to Definition 2.1 and let Pr be a probability function on f!J. 
Then, there exists a probability space (0, $,P) and an isomorphism L: fJl ~$such that 

(I) L(X1 /\ X2) = L(X1) n L(X2),jor all Xi,X2 E fll, 
(2) L(X1 v X2) = L(X1) u L(X2). for all Xi.X2 E fll, 

(3) L(-..X) = L(X), for all x E fJl, 
( 4) $is the free Boolean algebra generated by { t(x) Ix E fll}, and 
(5) P(t(x)) = Pr(x),for each x E fll. 

The probability space (U, $,P) is unique in the sense that P is uniquely defined by Pr. We have that 
(~P) is a probability algebra. Furthermore, the probability algebras (~P) and (fll,Pr) are isomorphic. 

n 
PROOF. We take 0 = {.;\ L; I L; = a; or L; = -.a;, a; Ed, i = l, ... ,n }, i.e. the elements of 0 are 

1=1 
conjunctions of length n in which for each i :s;;; n either a; or -.a; occurs. We have that 0 has 2n 
elements. In the rest of this proof the elements of 0 are enumerated as (1)1,. • .,(1)2•. 

Using De Morgan's laws and the distributive laws, any element of fJl can be represented as a 
disjunction of elements of 0: for each x E fJl there exists a unique set of indices .F C {1, ... ,2n} such 
that x = V (!); where (!); E 0. For x = V (!); we say that x is in disiunctive normalfiorm. 

iEJ iEJ ~ 

We define a mapping i as follows: for x = . V (!); where .Fx C {l, .. .,2n}, we take 
1 EJ, 

t(x) = {(!);Ii E .Fx }. Notice that i is well-defined since for a given x the set .Fx is unique. 

It is obvious that we have i(false) = 0 and t(true) = U. Furthermore, we have the following 
properties of this mapping t: 

Suppose we have x 1 = V (!); 
;, EJ, I 

Xt /\ X2 = ( V (!);) /\ ( V (!);,). 
;, EJ, I ;, E,Fz 

v ( (l)j I f\ (1);2 ). 
i 1 EJ,, i 2 E,Fz 

and X2 = V (!);,. where Ji,~ C {l, .. .,2n}. So, 
;, EJ, 

Using the distributive laws, x 1 /\ x 2 can be written as 
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From our definition of n, we have that W;, /\ W;2 

x1 /\ x2 = V w;, and consequently 
i E.>'; n J, 

= {w;, 1i1 E Ji} n {w;2 1i2 E ~} = t(x1) n t(x2). 

(2) t(X1 V X2) = t(X1) U t(X2), for all Xi, X2 E f!A. 

(3) t(-,x) = t(x), for all x E !!A. 

= false for i 1 =I= i 2• It follows that 
t(X1 /\ X2) = {w;ji E ..Pj n ~} = 

It is evident that the mapping t is an isomorphism, i.e. has an inverse mapping ,- 1• 

The atoms of the algebra §are the singletons of 2°. The algebra §obviously equals { i (x) Ix E !!A}. 
We have that §is a free Boolean algebra. 

From the properties of the probability function Pr on !!A we have that P ( = Pr o ,- 1) is additive and 
[O, 1 }-valued on §and therefore is a probability function on$. So, we have that (ffe;P) is a probability 
algebra. Furthermore, it can easily be shown that (f!A,Pr) and (ffe;P) are isomorphic. l!I 

In the sequel, we will proceed from the point of view given by the probability algebra (f!A,Pr). 

3. PARTIALLY SPECIFIED PROBABILITY FUNCTIONS 

In the foregoing section we have introduced the notion of a probability algebra (f!A,Pr) in which Pr is 
a probability function on !!A that assigns a number in the interval [O, 1 J to every Boolean combination 
of atomic propositions, and we have shown that a (unique) probability space can be constructed from 
such a probability algebra. In our introduction we have argued that in the fields in which expert 
systems are employed, such a total probability function Pr on the Boolean algebra of propositions of 
interest is generally not known. Only a number of specific probabilities are known or can be 
estimated by an expert, i.e. Pr is only specified on a limited number of Boolean combinations of 
atomic propositions. We have mentioned before that an expert system derives new information from 
the information available to the system by employing a reasoning process; the probability of the truth 
of this new information has to be computed from the probabilities that are known to the system, i.e. 
from the partially specified probability function Pr. 

We discern several types of partial specifications: 

(1) The 'partially specified' probability function is defined uniquely by the values that have been 
specified initially. So, in this case all probabilities of interest can be determined uniquely from 
the given values. In Section 3.1 we deal with such uniquely defined probability functions. 

(2) The partially specified probability function can be extended in more than one way to an actual 
probability function: there do not exist unique values for the probabilities we are interested in. 
This case will be the topic of the Sections 3.2 and 3.3. 

(3) There is no 'underlying' probability function that coincides with the initially given values of the 
partially specified 'probability function'. In this case the values that have been specified do not 
represent actual probabilities. We address this problem in Section 3.4. 

The following definition provides some terminology for the notions introduced above. 

DEFINITION 3.1. Let !!A be the Boolean algebra as defined in Definition 2.1 and let rc C !!A. Let 
p : rc ~ [O, I] and P': f!,I ~ [O, l] be total functions. We use P' I rt = p to denote that P' restricted to rc 
equals P, i.e. that P' is an extension of P to !!A. 

P is consistently specified (or consistent, for short) if there is at least one probability function Pr on !!A 
such that Pr I rt = P; otherwise, P is said to be inconsistently specified (or inconsistent). Furthermore, 
we say that P (uniquely) defines Pr or alternatively that P is a definition for Pr, if Pr is the only 
probability function on !!A such that Pr I rt = P. 
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We remark that D.V. Lindley, A. Tversky and R.V. Brown use the terms coherent and incoherent 

instead of consistent and inconsistent, [7]. 

3.1. Uniquely Defined Probability Functions 

In this section, we characterize necessary and sufficient conditions for a probability function Pr to be 

uniquely defined by the probabilities that have been specified initially. 
We introduce the notion of a basis for a probability function. 

DEFINITION 3.2. Let f!J be the Boolean algebra as defined in Definition 2.1 and let ~ c;; f!J. ~is called 

a basis for a probability function on f!J if for any consistent function P: ~ ~ [O, 11 there exists a unique 

probability function Pr on f!J such that Pr I re = P. 

DEFINITION 3.3. Let Sil and f!J be defined according to Definition 2.1. We define the set~ c;; f!J such 
n 

that f!J0 = {/\ L;I L; = a; or L; = -.a;, a; E.#, i = 1, ... ,n }. 
1=! 

Notice that the set f!J0 has been introduced before in the proof of Theorem 2.4. The following result 

is rather straightforward. 

LEMMA 3.4. Let f!J be the Boolean algebra as defined in Definition 2.1 and let ~ be defined as above. 

Then, f!J0 is a basis for a probability function on f!J. 

This basis f!J0 will be used frequently throughout the remainder of this paper. Notice that by 

definition we have that each consistent function P: f!J0 ~ (0, I] defines a probability function Pr on f!J. 

The following lemma states another two sets that can easily be shown to be bases for probability 

functions on f!J. 

LEMMA 3.5. Let f!J be 
{/\ a;II C: {l, ... ,n}, a; Ed} is 
iE/ 

{V a;II C: {l, ... ,n}, a; Ed}. 
iE/ 

defined according to Definition 2.1. Then, the set 
a basis for a probability function on go, and so is the set 

PRooF. We only prove the lemma for {;'~1 a;IIC:{l, ... ,n},a;Ed}. The case for 

{; ;{
1 

a;j I C: { 1, ... ,n }, a; E Sil} follows by symmetry. 

Let ~ = {;'~i a;I I c;; { 1, ... ,n }, a; E Sil}. Let P: ~ ~ (0, l] be a consistent function on <l We 

consider a probability function Pr on f!J such that Pr I re = P. By definition we have Pr(_c) = P(c) 

for all c E ~ i.e. the probabilities Pr(_c) coincide with the initially specified function values P(c). 

First, the probabilities of conjunctions comprising negated elements of Sil are determined by 

recursively applying the rule 

Pr(_c /\ -,a) = Pr(_c) - Pr(_c /\ a), c E ~ a Ed 

Notice that this rule is derived from Lemma 2.3(2). The function values Pr(_x) for all other elements 

x E f!J \ ~ are now uniquely determined by recursively using the following properties from Lemma 

2.3: 

(1) 
(2) 

Pr<..x1 V x2) + Pl\x1 /\ x2) = Pr<..x1) + Pr<..x2), for all xi. X2 E f!J, and 
Pr(_x) + Pr(_-.x) = 1, for all x E f!J. 

Therefore, Pr is a unique extension of P. Since P is an arbitrary consistent function on ~ we have 

that ~is a basis for a probability function on f!J. 111111 
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We now consider the more general case where we are only given probabilities for a number of 
arbitrary boolean combinations of atomic propositions. We first state some general results. 

LEMMA 3.6. Let f!l be the Boolean algebra as defined in Definition 2.1 and let the basis f!lo be defined 
according to Definition 3.3. Let the elements of f!lo be enumerated as b;, i = l, ... ,2n. Then, for any 
probability function Pr on f!l we have 

Z' 
~ Pr(b;) = 1. 
i=l 

The probabilities Pr(b;) will be called constituent probabilities. 

Pf.OOF. From our definition of f!lo we have that for any i,j, i =!= j, b; /\ bji = false, and furthermore 
. V b; = true. The result now follows from Pr( true) = 1 and the additivity of the probability 
1= I 
function Pr. 111111 

LEMMA 3.7. Let f!l be the Boolean algebra as defined in Definition 2.1. Let f!l0 be defined according to 
Definition 3.3 and let its elements be enumerated as b;, i = l, ... ,2n. Then, for each b E f!l there exists a 
unique set of indices~ c;; {1, ... ,2n}, called the index set for b, such that b = . V b;. 

1E.I,; 

PRooF. Each element b E f!l can be written in disjunctive normal form, i.e. can be represented 
uniquely as a disjunction of elements of f!l0 using De Morgan's laws and the distributive laws. So, 
there is a unique set of indices~ c;; {l, ... ,2n} such that b = V b;. 111111 

iE.I,; 

LEMMA 3.8. Let f!l be defined according to Definition 2.1. Let f!lo with elements b;, i = l, ... ,2n, be 
defined as in the foregoing. Furthermore, let b E f!l and let ~ be the index set for b. Then for each 
probability function Pr on~ Pr(b) = ~ Pr(b;). 

iE.I,; 

PROOF. From Lemma 3.7 we have b = V b;. From the additivity of Pr and b; /\ bj = false for 
iE.I,; 

any iJ, i =!= j, we obtain the result stated above. 111111 

Now let re k; f!l and let P: re~ [O, 1] be a consistent function on ~ Let f!lo be the basis defined 
according to Definition 3.3. We consider a probability function Pr on f!l such that Pr I re = P. Let 
the constituent probabilities Pr(b;), b; E f!lo, be denoted by x;. Let the initially specified probabilities 
P(c;) = Pr(c;), c; E ~ be denoted by p;. From Lemma 3.8 and Lemma 3.6 we have obtained the 
following inhomogeneous system of I re I + 1 linear equations: 

d1,1X1 + ... + d1,Z'XZ' PI 

dk,1X1 + ... + dk,2·X2· Pk 

Xt + ... + Xt' 1 

{
o if j ~ .Fc; 

where k = I re I and d;J = 1 if j E .Fc;. This system of linear equations has the 2n unknowns 

x 1,. •• ,xr. We now use some of the notions from linear algebra. Further details on these notions can 
be found in any introductory book on linear algebra, for instance [8,9]. 
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Let p denote the column vector of right-hand sides of the system of linear equations and x the 
column vector of unknowns. Furthermore, let D denote the coefficient matrix 

d1,1 d1,2· 

D= 

and (D; p) the augmented matrix 

d1,1 d1,2· PI 

(D; p) = 

dk,I dk,2" Pk 
1 1 1 

Then, the system shown above is equivalent to the following matrix equation: 

Dx =p 

In the sequel, we use the symbol .11JD; P) to denote the matrix equation obtained from the function P. 

LEMMA 3.9. Let .11 be the Boolean algebra as defined in Definition 2.1. Let <If k; .11 and let 
P: <If~ [O, 1] be a consistent function on 'l Let .9JJD; P) be the matrix equation obtained from P as 
described in the foregoing. For any probability function Pr on .11 such that Pr I rt = P we have that the 
vector of constituent probabilities Pr(b;), b; E f?lo, i = 1, ... ,2n, is a solution to the matrix equation 
.11JD; P). 

PROOF. The result immediately follows from the Lemmas 3.6 and 3.8. Ill 

We now assume that we are given a function P: <If~ [O, I] which has been specified consistently, i.e. 
there exists at least one probability function Pr on f!J such that Pr I rt= P. From the previous lemma 
we have that the constituent probabilities Pr(b;) (= x;) of any such extension Pr of P constitute a 
solution vector to the matrix equation obtained from P. Our assumption therefore guarantees that 
.11JD; P) has at least one nonnegative solution, i.e. a solution in which for all i, x; ;;;;;.: 0. When solving 
.11JD; P) we have two possibilities: 

( 1) The matrix equation has a unique solution. 
(2) The matrix equation has more than one solution. 

Notice that if the matrix equation has more than one solution it may have nonnegative solutions as 
well as solutions in which at least one of the x;'s is less than zero. Case (2) will be addressed in the 
Sections 3.2 and 3.3. The following proposition concerns case (1). 
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PROPOSITION 3.10. Let !JI be the Boolean algebra as defined in Definition 2.1. Let <I{;;: !JI and let 
P: <I~ [O, 1] be a consistent function on ~ Let f110(D; P) be the matrix equation obtained from P as 
described in the foregoing. P uniquely defines a probability function on !JI if and only if f!IJD; P) has a 
unique solution. 

PROOF. 
=> Let P define the probability function Pr on fll. Then, by definition Pr is the only probability 

function on fJI such that Pr I'(/ = P. So, the constituent probabilities Pr(b;) for each bi E fllo 
are determined uniquely by the function values P( c) = Pr( c ), for all c E ~ and can be 
computed using the properties of Pr mentioned in Definition 2.2 and Lemma 2.3. From 
Lemma 3.9 we have that the vector of constituent probabilities Pr(bi) is a solution to the matrix 
equation fJ10(D;p). Now suppose that this solution is not a unique one. Then, the matrix 
equation has infinitely many solutions and at least one other nonnegative one. This means that 
there is another vector of constituent probabilities that can be calculated from P(c); but then Pr 
is not a unique extension of P, and therefore P does not define Pr. So, the vector of values 
Pr(bi) is a unique solution to the matrix equation. 

<== Let f!IJD; P) have a unique solution. Since we assumed P to be a consistent function we are 
guaranteed that this solution is a nonnegative one. This nonnegative solution is a vector of 
values Pr(b;) for all bi E fllo, i = l,. . .,2n. We take these values to be constituent probabilities 
of a probability function Pr on fJI and then use them to extend Pr to all other elements of fll. 
Since fllo is a basis, we have that all function values of Pr can be calculated uniquely from these 
constituent probabilities Pr(b;). Furthermore, since the constituent probabilities Pr(bi) have 
been obtained from the function values P(c) = Pr(c), for all c E ~ it follows that all function 
values of Pr can be calculated from these P(c). From f!IJD;p) having a unique solution, we have 
that Pr is the only probability function on fJI such that Pr I '(I = P. So, P defines Pr. 

COROLLARY 3.11. Let fJI be the Boolean algebra as defined in Definition 2.1. A basis for a probability 
function on fJI has at least 2n - I elements. 

PROOF. Let <I be a subset of fJI such that <I is a basis for a probability function on fll. We assume 
that I <I I < 2n - l. Consider the matrix equation fJ10(D; P) obtained from a consistent function 
P: <I~ [O, I]. We recall that this matrix equation is of the form Dx = p. The matrix equation 
Dx = p has a unique solution if rank(D) = lfllol = 2n. In general, we have rank(D).;:;;; I <II + l. 
Since I <I I < 2n - 1, we have rank(D) < 2n. But then, the matrix equation does not have a unique 
solution and from Proposition 3.10 it follows that P does not uniquely define a probability function 
on fJI; from Definition 3.2 we have that <tis not a basis. So, <thas at least 2n - 1 elements. II 

Notice that from Corollary 3.11 we only have a necessary condition for a consistent function 
P: <I~ [O, 1] where <I {;;: fll, to be a definition of a probability function on fJI and not a sufficient one, 
whereas Proposition 3.10 states a necessary and sufficient condition. 

DEFINITION 3.12. Let f!J be the Boolean algebra as defined in Definition 2.1 and let <I{;;: fJI. <I is called 
a minimal basis if <I is a basis and I <I I = 2n - 1. 
Let P: <I~ [O, 1] be a consistent function on ~ P is called a minimal definition of a probability function 
Pr on fJI if P defines Pr and <I is a minimal basis. 

COROLLARY 3.13. Let fJI be the Boolean algebra as defined in Definition 2.1 and let fllo be defined 
according to Definition 3.3. Then, fll0 is not a minimal basis. 
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Notice that~ contains just one element too many to be a basis. For, since~ is finite we have that 
each constituent probability Pr(b;), b; E ~. can be expressed in terms of all other constituent 

t' 
probabilities: Pr(b;) = 1 - ~ Pr(bj)· The deletion of an arbitrary element from~ therefore 

renders a minima] basis. 
j = l, j=f:.i 

3.2. Partially Defined Probability Functions 

In the foregoing section we have transformed the problem of determining a total probability function 
on f!,I from a given partially and consistently specified probability function, into the problem in linear 
algebra of finding a nonnegative solution to an inhomogeneous system of linear equations: from a set 
<I C fJ6 and a consistent function P : <I~ [O, 1] on ~ we have constructed a matrix equation and we 
have shown that the function P uniquely defines a probability function Pr on fJ6 if this matrix 
equation has a unique solution. From this, it followed that a basis for a probability function on fJ6 

has at least 2n - 1 elements. This means that when less than 2n - 1 probabilities have been 
specified initially, it is not possible to determine a unique probability function from these values, in 
general: there is more than one way to extend the function P to a probability function Pr on fJI. In 
this and the following section we address the case where the matrix equation has more than one 
(nonnegative) solution, ie. the case in which we are given a consistent function P that is not a 
definition of a probability function on fJ6 and therefore does not provide enough information to derive 
from its values a unique probability function. 

In Proposition 3.10 we have shown that a consistent function P : <I~ [O, 1] uniquely defines a 
probability function on fJ6 if and only if the matrix equation fJIJD; P) obtained from P has a unique 
solution. Notice that our consistency assumption guaranteed that the solution was a nonnegative one. 
In fact, a similar result can easily be proven for the case where P can be extended in more than one 
way to a probability function on fJI. 

PROPOSITION 3.14. Let fJ6 be defined according to Definition 2.1. Let <IC fJ6 and let P: <I~ [O, l] be a 
consistent function on <I. Let fJIJD; P) be the matrix equation obtained trom P. There exists more than 
one probability function Pr on fJ6 such that Pr I re = P if and only if fJIJ ; p) has infinitely many solutions. 

Notice that although every probability function Pr corresponds uniquely with a solution to the matrix 
equation f!,IJD; P), not every solution to fJIJD; P) corresponds with a probability function: fJIJD; P) may 
have solutions in which at least one of the x;'s is less than zero. 

From Proposition 3.14 we have that the problem of finding an extension of a partially and 
consistently specified probability function is equivalent to the problem of finding a particular 
nonnegative solution to the matrix equation obtained from the initially specified probabilities. In this 
subsection, we show how we may obtain a single extension of a partially specified probability function 
that can be extended in more than one way. In Section 3.3 we abandon the idea of determining a 
single extension of a partially specified probability function and we show how such a function can be 
used to calculate upper and lower bounds on those probabilities that are of interest. We will argue 
that the latter approach is more realistic within the context of expert systems. 

Let <lbe a subset of fJ6 and let P: <I~ [O, 1] be a consistent function on <I which is not a definition 
of a probability function on fJI. Notice that <I therefore is not a basis for a probability function on fJI. 
Let fJIJD; P) be the matrix equation obtained from P in the manner described in Section 3.1. Since P 
is not a definition of a probability function on fJ6 we have that fJIJD; P) has infinitely many solutions; 
for the rank r of the coefficient matrix D we have that r < 2n. In f!,IJD; P) we therefore have r basic 
variables and 2n - r free variables. In general, to obtain a particular solution to the matrix equation 
the values of the free variables can be chosen arbitrarily, from which the values of the basic variables 
can then be computed uniquely. Every solution vector differs from the particular solution by a vector 
in the nullspace of D. 
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Since we are dealing with probabilities however, in our case the values of the free variables cannot 
be chosen freely for we are only interested in solutions in which 0 ~ x; ~ 1 for all x;. Again we are 
guaranteed that at least one nonnegative solution exists since we have assumed that P has been 
specified consistently. We confine ourselves to giving an example. 

ExAMPLE 3.15. Let~= {a1'a2,a3} and let f!J be the free Boolean algebra generated by d. Let re= {a 1 /\ a 2, -.a 1 v a 3, a 2, a 2 /\ -,a3 } and let P: re~ [0,1] be a consistent function on <6'. 
Notice that re cannot be a basis since it only contains four elements. We consider a probability 
function Pr on f!J such that Pr I re= P. Suppose we have the following function values of Pr 
coinciding with the corresponding, initially given function values of P: 

Pr(a 1 /\ a2) 0.23 
Pr(-.a 1 v a 3) 0.62 
Pr(a2) 0.43 
Pr(a2 /\ -,a3) 0.18 

Now, let the elements of the basis !!Jo be enumerated as follows: 

b1 a1 /\ a2 /\ a3 
b2 -,a1 /\ a2 /\ a3 
b3 a1 /\ -,a2 /\ a3 
b4 a1 /\ a2 /\ -,a3 
b5 -,a1 /\ -.a2 /\ a3 
b6 -,a1 /\ a2 /\ -,a3 
b1 a1 /\ -,a2 /\ -,a3 
bg -.a1 /\ -,a2 /\ -,a3 

Furthermore, let the constituent probabilities Pr(b;) be denoted by x;. From P we obtain the 
following system of linear equations: 

X1 + X4 0.23 
X1 + X2 + X3 + X5 + X6 + Xg 0.62 
X1 + X2 + X4 + X6 0.43 

X4 + X6 0.18 
XJ + X2 + X3 + X4 + X5 + x6 + X7 + Xg 1 

and the following corresponding matrix equation: 

X1 

X2 

0 0 I 0 0 0 0 X3 0.23 
1 I 1 0 1 I 0 1 0.62 
1 1 0 0 0 0 

X4 
0.43 1 I 

0 0 0 1 0 l 0 0 
X5 

0.18 
1 1 l l I 1 X6 1 

X7 

Xg 
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We bring the augmented coefficient matrix (D; p) in echelon form, thus obtaining: 

l 0 0 1 0 0 0 0 0.23 

0 1 1 -1 1 1 0 1 0.39 

0 0 -1 1 -1 0 0 -1 -0.19 

0 0 0 1 0 1 0 0 0.18 

0 0 0 0 0 -1 1 0 0.20 

Since rank((D; p)) = 5 < l861ol = 8, we have 8 - rank((D; p)) = 3 free variables and 5 basic 

variables. The constituent probabilities x 5, x 7 and x 8 are the free variables. Now, the values of 
these variables cannot be chosen freely, but must be chosen subject to 0 :.;;;;;; x; :.;;;;;; 1 and a number of 

restrictions that can be derived from the augmented matrix in echelon form. 
For instance, from the last row of the echelon matrix we have that x 7 has to be chosen subject to 

0.20 :.;;;;;; x 7 :.;;;;;; 1. Suppose we choose x7 = 0.35. Then, from the last row of the echelon matrix we 

obtain x 6 = 0.15. Using the fourth row, we have that x 4 = 0.03. From the first row, it follows that 
x 1 = 0.2. Now, from the third row it follows that we have to choose the values of the free variables 

x 5 and x 8 such that 0:.;;;;;; x 5 + x 8 :.;;;;;; 0.19 + x 4 = 0.22. We choose x 5 = 0.1 and x 8 = 0.1. The 

value of x 3 can now be calculated from the third row: x 3 = 0.02. From the second row, we obtain 

x 2 = 0.05. So, the vector 

(0.2 0.05 0.02 0.03 0.1 0.15 0.35 0.1? 

is a particular solution to the matrix equation obtained from P. We recall that this solution vector 
provides a set of constituent probabilities. From these constituent probabilities we have a uniquely 

determined probability measure Pr on 861 that respects the probabilities that initially have been given. 

Ill 

In the foregoing example we have demonstrated in an informal manner how a single probability 

function Pr on 861 can be determined from a consistently specified function P that does not define Pr 

uniquely. Since the values of the free variables, i.e. some of the constituent probabilities, have been 

chosen more or less freely, there are other probability functions on 861 respecting the initially given 

probabilities, not equal to the function Pr defined by the solution vector mentioned above: every 

other nonnegative solution vector, differing from the particular solution shown in the example by a 

vector in the nullspace of D, defines another probability function on 861 which is an extension of P. It 
will be obvious from Example 3.15 that the more free variables occur in the matrix equation, the more 

arbitrary the selected probability function will be. 
When we consider an application in expert systems, the results from using one solution vector can 

considerably differ from the results from using another solution vector. The method sketched in the 

previous example therefore does not render a reliable result. 

3.3. Finding Bounds on Probabilities of Interest 

In the foregoing subsection our aim has been to select a single probability function which is an 
extension of a partially and consistently specified probability function. Of the selected probability 

function the constituent probabilities were fixed, obtaining a representation of the selected function by 

which it is described uniquely. The probability function thus specified can then be employed by the 

expert system to compute all probabilities of interest. In this section we abandon the idea of selecting 

a single probability function that has to serve as the basis for further computations. We introduce a 

method for finding best possible upper and lower bounds on the probabilities we are interested in. 

The idea of finding bounds on probabilities originated with Boole, as well as the idea of obtaining the 

'narrowest limits' ([6], page 338). In defining the notions of (best) upper bound and (best) lower 

bound we closely follow Hailperin, [ 6, 1 O]. 
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DEFINITION 3.16. Let !JI be defined according to Definition 2.1. Let et k; !JI and let P: et~ [O, l] be a 
consistent function on <I. The function bubp: !JI ~ [O, 1] is the best upper bound function relative to P if 
the following properties hold: 

(1) for each probability function Pr on !JI such that Pr I 'I = P, we have Pr(b) E;; bubp(b) for each 
b E !JI, and 

(2) bubp is the minimal function satisfying ( 1 ). 
The best lower bound function blbp is defined symmetrically. 

Notice that the function bubp relative to P in general is not a probability function; of course, the 
same remark can be made concerning blbp. For a given b E !JI, the length of the interval 
[blbp(b ),bubp(b )] expresses the lack of knowledge concerning the probability of the truth of b. 

LEMMA 3.17. Let !JI be defined according to Definition 2.1. Let et k; !JI and let P: et~ [O, l] be a 
consistent function on <I. Furthermore, let bubp and blbp be as defined above. For each b E !JI there 
exists a probability function Pr on !JI with Pr I 'I = P such that Pr(b) = bubp(b ). A similar result holds 
for blbp. 

The two types of bounds are interrelated as stated in the following lemma. 

LEMMA 3.18. Let !JI be defined according to Definition 2.1. Let et k; !JI and let P: et~ [O, l] be a 
consistent function on <I. Let the functions bubp and blbp be defined according to Definition 3.16. Then 
for each b E !JI, bubp(b) = 1 - blbp(-,b ). 

PROOF. Let f1lo be the basis as defined in Definition 3.3 and let its elements be enumerated b;, 
i = l,. . .,2n. Let b E !JI and let -lb k; { l,. . .,2n} be the index set for b. From Lemma 3.8 we have 
that for each probability function Pr on !JI with Pr I " = P the following holds: 

Pr(b) = ~ Pr(b;). 
i E.>',; 

Using the proof of Theorem 2.4, it can easily be shown that for each Pr 

Pr(-,b) = ~- Pr(b;) = 1 - Pr(b). 
i E.>',; 

Since bubp is an upper bound function and blbp is a lower bound function relative to P, we have by 
definition for each Pr and each b E !JI 

Pr(b) :e;;; bubp(b), and 
blbp(-,b) .;;;;; Pr(,b), 

From Pr(-,b) = I - Pr(b), we have blbp(-,b) :e;;; 1 - Pr(b), thus obtaining 

Pr(b) .;;;;; 1 - blbp(-,b ), 

for each b E !JI. From Definition 3.16(2) we have 

bubp(b) :e;;; I - blbp(-,b). 

Reversing the argument, we can show 

1 - blbp(-,b) E;; bubp(b ), 

from which we obtain the desired result. Ill 

Let et k; !JI and let P: et~ [O, 1] be a consistent function. Hailperin has shown that the problems of 
finding the best upper bound bubp(b) and the best lower bound blbp(b) relative to P for a given 
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b E f!I are equivalent to the following linear programming problems: 

(1) maximize Pr(b) subject to f!IJD;p) and X; ;;;::: 0 for all i = 1, ... ,2n; and 
(2) minimize Pr(b) subject to f!IJD;p) and X; ;;;::: 0 for all i = l, ... ,2n, 

where f!IJD; P) is the matrix equation obtained from P. 
We consider case (1) in some detail in order to introduce some notions from linear programming. 

For further information on linear programming the reader is referred to [9,11,12]. Let fflo be the basis 
as defined in Definition 3.3 and let its elements be enumerated b;, i = l, ... ,2n. Let b E f!I. From 
Lemma 3.8 we have that b has a unique index set Ji,. For this index set Ji, we have 

Pr(b) = ~ Pr(b;) = ~ x;. 
iEJ;, iEJ. 

for each probability function Pr with Pr I re = P. Now, let constants c; for b be defined by 

Then, 

{
o if i E;e Jb 

C; = I ifi EJ;, 

2• 

Pr(b) = ~ C;X;. 
i=l 

2" 
So, our aim is to find the best upper bound for this function ~ c;x;. 

i=l 

We recall that f!IJD; P) is a matrix equation of the form Dx = p where D denotes a (I rt I + I) X 2n 
matrix, x is the 2n column vector of constituent probabilities Pr(b;) and p is a I rt I + 1 column vector 
of initially given probabilities. The partial problem (I) can therefore be reformulated in the following 
more traditional representation of a linear programming problem: 

2" 
Maximize ~ c;x; 

i=l 

subject to 

(i) 
2" 
~ d;JXj = p; for i = 1, ... ,1 <cj + 1, and 
j=I 

(ii) Xj ;;:;;:. 0 for j = 1, ... ,2n. 

where the constants d;,j constitute the matrix D. The function ~ c;x; is called the objective function of 
the linear programming problem. The conditions under which the objective function has to be 
maximized are called the constraints. Notice that we have added the constraints xj ;;;::: 0 for 
j = I, ... ,2n explicitly to the set of constraints to allow only nonnegative solutions. A vector x of 
length 2n satisfying the constraints is called a feasible solution. It can easily be shown, that the set of 
feasible solutions is a convex set, [11]. In the sequel the convex set of feasible solutions will be 
denoted by S. Notice that if the problem has more than one solution it has in fact an infinite number 
of solutions. A feasible solution that maximizes the objective function is called an optimal solution. 

A linear programming problem usually is interpreted geometrically, in our case in 2n-dimensional 
space. The constraints of type (i) each span a hyperplane and the constraints of type (ii) together 
denote the positive orthant in the 2n-dimensional space. The solution space of the problem is the 
convex polyhedron in the positive orthant of the 2n-dimensional space obtained from intersecting the 
I rt I + 1 hyperplanes spanned by the constraints (i ). This solution space is the earlier mentioned 
convex set of feasible solutions S. By definition a convex polyhedron has a finite number of extreme 
points. Furthermore, every feasible solution in S can be expressed as a convex combination of the 
extreme points of S. From linear programming we have the following theorem, [11]: the objective 
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function assumes its maximum at an extreme point of the solution space S. If it assumes its 
maximum at more than one extreme point, then it takes on the same value for every convex 
combination of those points. From this theorem it follows that we only have to consider the extreme 
points of the convex polyhedral solution space to determine an optimal solution. This idea is the 
basis of a well-known computation procedure for solving linear programming problems known as the 
simplex method which has been developed by G.B. Dantzig. Once any extreme-point feasible solution 
has been found, this method determines an optimal solution in a finite number of steps. In each step 
a neighboring extreme point is selected whose corresponding value of the objective function exceeds 
the value of the objective function for the preceding solution. This process is continued until an 
optimal solution has been reached. We do not consider this method in detail. Further details can be 
found in [11 ]. 

We conclude our discussion of linear programming by presenting another view to finding an 
optimal solution. We introduce one more notion: a supporting hyperplane to a convex polyhedron T is 
a hyperplane containing at least one point in T and having all of T on one side of the hyperplane. 
Now consider the family of parallel hyperplanes~ cix; = k where k ;;;;.: 0. If for any arbitrary value 
k, there is a point X on the hyperplane ~ c;x; = k that is in S, then the hyperplane contains at least 
one feasible solution. Now consider the largest value k* such that ~ c;xi = k* contains at least one 
feasible solution but does not contain any interior points of S. Then, ~ c;x; = k* only contains 
boundary points of S and therefore is a supporting hyperplane of S. From the theorem mentioned 
above we have that each extreme point in S in the hyperplane ~ c;x; = k* represents an optimal 
solution. In fact, it will be evident that all points which ~ c;x; = k* and S have in common are 
optimal solutions to the linear programming problem. Since each point in the solution space 
represents a vector of constituent probabilities, it should intuitively be clear that this linear 
programming problem yields the value bubp(b) we are looking for. Hailperin has provided a formal 
proof for this statement in [6,10], using the argument we have stated in Lemma 3.17. Our linear 
programming problem (2) can be treated uniformly by taking for the objective function - ~ c;xi. 

PROPOSITION 3.19. Let f!A be defined according to Definition 2.1. Let CC k f!A and let P: CC~ [O, I] be a 
consistent function on CC. Let Dx = p be the matrix equation obtained from P. Furthermore, let the 
functions bubp and b/bp be defined according to Definition 3.16. Then for any b E 81, bubp(b) is equal 
to the solution of the linear programming problem 

Maximize Pr(b) 
subject to 

(i) Dx = p, and 
(ii) x;;;;.: 0. 

A similar result holds for blbp(b ). 

Notice that since determining an upper bound on a given probability does not 'cut' feasible solutions 
from the solution space, we have that several different objective functions can be maximized 
independently. 

We propose using the linear programming approach in a model for handling uncertainty in an 
expert system. To summarize, an expert is requested to assess certain probabilities. The assessed 
probabilities subsequently are used in the manner described in this section to compute upper and 
lower bounds on the probabilities that are of interest to the user in a given consultation. The 
following example illustrates the idea. 

ExAMPLE 3.20. In this example we reconsider the situation described in Example 3.15 once more. 
Let d= {ai.a2,a3 } and let f!A be the free Boolean algebra generated by d. Let 
CC= {a 1 /\ a 2 , -,a 1 v a3, a 2, a 2 /\ -,a3 } and let P: cc~ [0,1] be a consistent function on 'I. We 
consider a probability function Pr on f!A such that Pr I re = P. From Example 3.15 we have 
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Pr(a 1 /\ a 2) 0.23 
Pr(-,a 1 v a3) 0.62 
Pr(a2) 0.43 
Pr(a2 /\ -,a3) 0.18 

Let the elements of the basis gj0 be enumerated as b;, i = l, ... ,2n, as shown in Example 3.15. From 
P we obtained the following system of linear equations 

X1 + X4 0.23 

X1 + X2 + X3 + X5 + X6 + Xg 0.62 

X1 + X2 + X4 + X6 0.43 

X4 + X6 0.18 

X1 + X2 + X3 + X4 + X5 + X6 + X7 + Xg 1 

We now add the constraints 

X; ;;;;;,: 0, i = l, .. .,2n 

explicitly. Suppose we are interested in bounds on the probability of the truth of a3 • From 
Proposition 3.19 we have that the problem of determining the best upper bound of Pr(a 3) is equal to 
maximizing the objective function 

X1 + X2 + X3 + X5 

subject to the constraints shown above. Applying the simplex method we obtain bubp(a 3) = 0.62 
and blbp(a3) = 0.25. Notice that in Example 3.15 we found Pr(a 3) = 0.37. II 

Although the linear programming approach is the heart of our method, several issues more or less 
specific to expert systems remain to be addressed. In Section 3.4 we discuss the problem that arises 
when the expert's assessed probabilities are inconsistent. Section 4 addresses some miscellaneous 
issues. 

3.4. Inconsistently Specified Probability Functions 

In the foregoing subsections we have dealt with partially specified probability functions that could be 
extended in at least one way to an actual probability function. Here we address the case where we 
are given a set of 'probabilities' which is inconsistent in the sense that when the given values are 
looked upon as values of a partially specified 'probability function', it is not possible to extend it to 
an actual total probability function. 

EXAMPLE 3.21. Let gj be the free Boolean algebra generated by .Ji/= {ai.a2 }. Let 
rt'= {a 1 /\ a2,ai}. Now consider the function P: <I-'> [O, 1] of initially given values, defined by 

P(a1 /\ a 2) = 0.34 
P(a1) = 0.28 

It is evident that this function P cannot be extended to a probability function Pr on gj, since in every 
probability function the property if x 1 ~ x2 then Pr(x 1) ::;;;;; Pr(x2) holds for any xi.x2 E gj_ II 

In the foregoing example the inconsistency is easy to see. This type of evident inconsistency generally 
does not occur in a set of initially specified probabilities. The more probabilities are specified initially 
however, the harder it is to detect inconsistency. Furthermore, it will be obvious that the more 
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probabilities are initially given, the more likely the 'probability function' is to be inconsistent. 
We have discussed that the problem of finding an extension of a partially and consistently specified 

probability function P is equivalent to the problem of finding a nonnegative vector x that is a solution 
to the matrix equation Dx = p obtained from P. We recall that a nonnegative solution vector x to 
the above mentioned equation denotes a vector of constituent probabilities. Since in the foregoing we 
assumed that the initially given probabilities were specified consistently we were guaranteed that the 
matrix equation Dx = p had at least one nonnegative solution vector x. Now we have to reckon with 
the possibility of an inconsistently specified probability function, and we therefore are not guaranteed 
that this matrix equation has nonnegative solutions; in fact, the matrix equation can have no solution 
at all or can have only solutions x where at least one of the components x; is less than zero. We 
therefore have to add the constraint x ~ 0 explicitly. In the sequel we use the phrase system of linear 
constraints to denote the matrix equation and the constraint x ~ 0. If we interpret the system of 
linear constraints geometrically in 2n-dimensional space as we have done in Section 3.3, it will be 
evident that inconsistency corresponds with an empty solution space. 

We address the question for which vect-0rs q the system of linear constraints Dx = q and x ~ 0 
does have a solution. Let Dj denote the jth I ~I + 1 column vector of D. Then, the system of linear 
constraints may be expressed as 

2· 

~ xjDj = q, and 
j=I 

x~O 

The system of linear constraints is consistent if and only if q lies in the convex polyhedral cone 
spanned by Dj, j = l, ... ,2n. In linear programming this convex cone is often called the requirement 
space. Already Boole has addressed the question of inconsistency: he has called the conditions on q 
for which consistency holds the conditions of possible experience, [6]. 

When we have a system of linear constraints consisting of only equalities, the well-known Gaussian 
elimination procedure can be employed to decide inconsistency or to derive the conditions of possible 
experience. Since our system of linear constraints also comprises inequalities we cannot use Gaussian 
elimination for this purpose. For systems comprising inequalities however there exists an equivalent 
computational procedure: the Fourier-Motzkin elimination method. This method can be employed to 
derive conditions of possible experience given a matrix D. We merely mention the existence of this 
elimination method; further details can be found in [6,12]. 

The linear programming approach discussed in Section 3.3 cannot be applied directly when we are 
given an inconsistently specified 'probability function': for a correct application of the method we 
have to have a consistently specified function. In Section 4 we introduce a method for obtaining a 
consistent function from the initially given inconsistent function. We emphasize that the method we 
discuss can only be viewed as an approximation technique and therefore is ad hoe; the best solution 
to the problem of an inconsistently specified 'probability function' is to reassess the function values. 

4. APPLICATION IN ExPERT SYSTEMS 

In the foregoing section we have presented a method for computing upper and lower bounds on 
probabilities of interest from a given partially specified probability function. We have suggested 
before that this method can be employed in a model for plausible reasoning in expert systems. To 
summarize, an expert is requested to elucidate his knowledge concerning the domain to be modelled 
in the expert system. He furthermore is asked to assess certain probabilities to be associated with the 
represented pieces of information. During an actual consultation the system derives new information 
from the available information and determines which probabilities are of interest to the user. For 
these probabilities upper and lower bounds are established using the linear programming approach 
discussed in Section 3.3. In this section we address some remaining issues mostly typical for handling 
uncertainty in expert systems. 
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4.1. Reasoning With Production Rules 

Many of the models that have been proposed during the last decade for handling uncertainty are 
devised to be incorporated in a rule-based expert system. In a rule-based expert system the domain 
knowledge is represented using the production rule formalism. The domain knowledge an expert has is 
formulated in statements having the following form: if certain conditions are fulfilled then a certain 
conclusion may be drawn. The domain expert is asked to estimate the probability of the truth of 
each of these statements. During an actual consultation of the system the production rules are used 
to derive new information. The production rules that actually succeed during such a consultation 
constitute an inference network, [13]. The internal nodes of an inference network represent 
intermediary conclusions. The models for handling uncertainty to be incorporated in a rule-based 
system aim at computing probabilities not only for the external nodes of interest to the user but also 
for all internal nodes, i.e. for all intermediary conclusions as well, [l,2,13]. None of these models 
although departing from Bayesian probability theory are fully correct, see for instance [14]. In 
particular since the production rules do not all represent causal or logical relationships, the developers 
of models for handling uncertainty in rule-based systems were faced with insuperable problems. We 
feel that it is not necessary to compute probabilities for all intermediary conclusions since only some 
conclusions are of interest to the user. We therefore propose that an inference network is employed 
in a heuristical manner to select those conclusions that are of interest and that only for the selected 
conclusions bounds on the probability are computed using the linear programming approach. 

4.2. Conditional Probabilities 

In the domains in which expert systems are employed it often is easier to estimate or otherwise obtain 
conditional probabilities than it is to obtain a priori probabilities. Moreover, the user of the system 
usually is interested in conditional probabilities. In the foregoing sections we have only considered a 
priori probabilities. In this subsection we show that conditional probabilities can be introduced in 
our method without any extra difficulties. 

We first examine the case where we are initially given some conditional probabilities. Let !JI again 
be the free algebra of Boolean combinations of propositions as defined in Definition 2.1 and let 
ci.c2 E !JI. Let~ be the basis as defined in Definition 3.3 and let its elements be enumerated b;, 
i = l, ... ,2n. We consider a probability function Pr on !JI which is an extension of a given partially 
specified function. Now suppose the expert has assessed the value Pr(cd c2) = p 0 to be taken as a 

. . . . . . Pr(c1 /\ c2) 
conditional probability. By defimtlon we have Pr(c 1 I c2) = Pr(c

2
) • From Lemmas 3.7 and 3.8 

we have that there exist an index set~'/\ c, for c1 /\ c2 such that Pr(c 1 /\ c2) = ~ Pr(b;) and 
i EJ;t Ac2 

an index set~' for c2 such that Pr(c2) = ~ Pr(b;) where Pr(b;) are constituent probabilities of 
i E..>';, 

Pr. We therefore have 

~ Pr(g;) 
i E .1;. Ar:z 

~ Pr(g;) =Po· 
i E.>';, 

It follows that ~ Pr(g;) = p 0 • ~ Pr(g;). So, we have obtained the constraint 
i E ..P; 1 Acz i E .1;2 

~ Pr(g;) - Po · ~ Pr(g;) = 0. 
i EJ'; 1 Acz i E .>1; 2 

This constraint is similar in concept to the ones we have encountered in our linear programming 
problems and can therefore be treated likewise. 
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In the case we are interested in lower and upper bounds on a conditional probability, we have a 
fractional objective function in our linear programming problem. A fractional linear programming 
problem can be reduced to solving a related ordinary linear programming problem with one more 
variable. The following theorem formulated in [6] but originally due to Charnes, states this result. 

THEOREM 4.1. The linear fractional problem 

Maximize ex subject to Dx = p, and x;;;;., 0. 
gx 

is equivalent to the linear programming problem 

Maximize cy subject to Dy = tp, gy = 1, y;;;;., 0, and t ;;;;., 0. 

4.3. Extension to Inequalities 

In Section 3.3 we have shown that computing upper and lower bounds on a probability of interest 
from a partially specified probability function is equivalent to a linear programming problem in which 
all constraints except x ;;;;., 0 are equalities. In general, a linear programming problem having 2n 
variables takes the following form: 

2· 

Maximize ~ cjxj 
j=I 

subject to 
2· 

(i) ~ diJxj ;;;;., p; for i = I, ... ,k, k ;;;;., 0, 
j=I 

2· 

(ii) ~ di,jxj = Pi for i = 1, ... ,1, l ;;;;., 0, 
j=I 

2· 

(iii) ~ di,jXj ~ Pi for i = l, ... ,m, m ;;;;., 0, 
j=I 

(iv) X; ;;;;., 0 for i = l, ... ,2n, n ;;;;., 1. 

It is evident that the linear programming problem we have obtained in the foregoing is a special case 
of the one shown above. In our case we have k = m = O; so, we only have constraints of the types 
(ii) and (iv). It will be obvious that our method can be extended to include constraints of the other 
types as well: an expert is then provided with the possibility of expressing bounds on probabilities 
instead of point estimates. 

4.4. Dealing With Inconsistently Specified Probability Functions 

In an expert system context it is likely that the 'probabilities' which have been assessed by the expert 
are inconsistent. Such an inconsistently specified 'probability function' cannot be employed in 
establishing upper and lower bounds on the probabilities of interest using the linear programming 
approach proposed in the foregoing. In this subsection we propose a method for obtaining a 
consistent set of probabilities from the initially inconsistently specified 'probability function'. 

The following proposition applies to an inconsistently specified 'probability function' in which the 
initially specified values are in correct proportion, i.e. in which these values behave additively. In 
such a case the inconsistency is due to the fact that the sum of the 'constituent probabilities' is not 
equal to 1. Lindley, Tversky and Brown state that such inconsistencies are quite common when the 
number of events exceeds two or three, [7]. 

PROPOSITION 4.2. Let !!I be defined according to Definition 2.1. Let <(/ !;;;;; !!I and let P: <(/ ~ [O, l] be an 
inconsistent function on ~ Let Dx = p and x ;;;;., 0 constitute the system of linear constraints obtained 
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from P, where D is a ( I <1 I + 1) X 2n matrix, x is a 2n column vector and p is a I <1 I + 1 column 
vector. Furthermore, let D- denote the I <1 I X 2n matrix obtained from D by omitting its last row; let 
p- equally denote the I <1 I column vector obtained from p by omitting its last component. If the system 
of linear constraints n- x = p- and x ;;;oi: 0 has a solution and p- =I= 0, then there exists a scalar k > 0 

such that the system of linear constraints Dx = [ k~ -1 and x ~ 0 has a solution. 

PROOF. Let the system of linear constraints n-x = p- and x ;;;oi: 0 have at least one solution. We 

consider such a solution vector x' with components x/, j = l, ... ,2n. For each component of p-, Pi• 
i = 1, ... , I <I I, we have 

r 
~ d;jx/ =Pi> 
j=I 

where diJ constitutes n-. From the system of linear constraints Dx = p and x ;;;oi: 0 not having a 

solution, we have that ~ x/ < 1 or ~ x/ > 1. Furthermore, from p- =I= 0 it follows that 

~ x/ > 0. So, we have 
r 
~ d;jx/ 
j=I 

2· 

~ x/ 
j=I 

Pi 
r 
~ x/ 
j=I 

x-' 
for i = 1, ... , I <11. Now, let y/ denote -2-=-.~1-

2· p; 
~ d;jJ/ = -2"""·~-
j=l ~ x/ 

j=I 

~ x/ 
j=I 

Then we have 

for i = 1, ... , I <11. Since x' is a solution to D- x = p- and x ;;;oi: 0 we have that y' is a solution to 

n- x = kp- and x ;;;oi: 0 where k = r 1 
Furthermore, we have~ y/ = 1. So, y' is a solution 

~ x/ 
j=I 

The basic idea of Proposition 4.2 is that the solution space of the system of linear constraints 

D- x = p- and x ;;;oi: 0 is moved along the p- vector towards the origin or just away from the origin 

dependent upon whether~ xi > 1 or~ x; < 1, so that the intersection of the shifted solution space 

and the hyperplane ~ x; = 1 is not empty. It will be obvious that there exist many scalars having 

the property mentioned in the proposition, obtained from different points in the solution space of the 

original system of linear constraints. 
The method for obtaining a consistent set of probabilities from an inconsistently specified 

'probability function' which does not behave additively, is based on the idea of allowing an expert to 

make a certain mistake in his assessments. For each probability the expert has estimated we add two 

inequalities to the system of linear constraints instead of one equality. Let m be a constant value far 

less than 1 representing the margin we allow the expert to be mistaken in his assessments. When an 
r 

expert has given the value Pr(c) = ~ d;,jxj = p0, we add the following inequalities to the system 
j=I 

of constraints: 
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t' 

= {i' + m 
if po + m <I (I) ~ d;JXj ~ pd where Pd 
otherwise j=I 

t' 
= {~o -m if po - m > 0 (2) ~ d;JXj ;;;;:., pi) where Po 

otherwise j=I 

Notice that instead of a hyperplane we have specified a 'band' in 2n-climensional space. We consider 
the system of linear constraints that in this way has been obtained from the expert's assessments. 
When this system has an empty solution space, the assessments cannot be used and the expert has to 
reassess the requested probabilities. When the system of these constraints however has at least one 
feasible solution, the equation ~ x; = 1 is added (after applying Proposition 4.2, if necessary). We 
proceed with the resulting system of linear constraints. A problem with this approach is that the 
constraints in the original matrix equation are treated as being equally trustworthy. If the expert 
however is more certain of some of his assessments than of the other ones, we can attach for each 
constraint a weighting factor to the margin m thus obtaining a constraint-specific margin determining 
the width of the specified band. 

In [7], several other methods for repairing inconsistently assessed 'probability functions' are 
proposed. We feel that the method we have presented is much more to the point in an expert system 
context. 

4.5. Computational Complexity of the Linear Programming Approach 
An important issue concerning the applicability of our method is the computational complexity of 
solving a linear programming problem. In this section we state a few results concerning the 
complexity of some computational methods. These results have all been formulated in considerable 
detail by A. Schrijver in [12]. 

In Section 3.3 we have mentioned the well-known simplex method for solving linear programming 
problems. The worst-case behaviour of this method is exponential in the size of the problem, i.e. the 
number of constituent probabilities. On the average however the simplex method can be shown to be 
polynomial. In practice, the simplex method has proved to be very efficient: experience suggests that 
the number of steps necessary to solve a given linear programming problem is about linear in the size 
of the problem. The simplex method however is not a polynomial-time method. Beside this simplex 
method other computational methods for solving linear programming problems have been developed, 
some of which have been shown to be polynomial in time, such as Khachiyan's ellipsoid method and 
a recently presented method by Karmarkar. 

5. CONCLUSION 

Bayesian probability theory seems a natural point of departure for the development of a model for 
dealing with uncertain information in expert systems. Probability theory however cannot be applied 
as a model for handling uncertainty in a traditional way since in the problem domains for which 
expert systems are being developed usually only partially and inconsistently specified probability 
functions are known. In this paper we have presented a method for determining upper and lower 
bounds of the probability of a certain event given such a partially and inconsistently specified 
function. Hereto we have employed in the context of expert systems ideas that originated with 
G. Boole and that have been extended by T. Hailperin. 

The method we propose is firmly rooted in linear algebra, a mathematically well-founded theory. 
Since the heart of our method consists of employing linear programming techniques, our method is 
well-founded and can be shown to be computationally feasible. For embedding our linear 
programming approach in an expert system context, we have proposed solutions to some of the 
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notorious problems one encounters when handling uncertainty in such a knowledge-based system. 

Only our proposals for obtaining a consistent probability function from an inconsistently specified set 

of 'probabilities' can be considered to be ad hoe. 
In the model we have presented however, we are only able to deal with a 'naive' representation of a 

probability function; for instance, it is not evident how we may represent and exploit (statistical) 

independence of propositions. Future research will address this problem. 
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