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1 Introduction

Given a finite set of strings, we would like to find their shortest common superstring. That is, we want the shortest possible string $s$ such that every string in the set is a substring of $s$.

The question is NP-hard [2, 1]. Due to its important applications in data compression [9] and DNA sequencing [8, 3, 4], efficient approximation algorithms for this problem are indispensable. We give an example from the DNA sequencing practice. A DNA molecule can be represented as a character string over the set of nucleotides $\{A, C, G, T\}$. Such a character string ranges from a few thousand symbols long for a simple virus to $3 \times 10^9$ symbols for a human being. Determining this string for different molecules, or sequencing the molecules, is a crucial step towards understanding the biological functions of the molecules. With current laboratory methods, only small fragments (chosen from unknown locations) of at most 500 base pairs can be sequenced at a time. Then from hundreds, thousands, sometimes millions of these fragments, a biochemist assembles the superstring representing the whole molecule. A simple greedy algorithm is routinely used [8, 3] to cope with this job. This algorithm, which we call GREEDY, just repeatedly merges the pair of strings with maximum overlap until only one string remains. It has been an open question as to how well GREEDY approximates a shortest common superstring, although a common conjecture states that GREEDY produces a superstring of length at most two times optimal [9, 10, 11].

From a different point of view, Li [4] considered learning a superstring from randomly drawn substrings in the Valiant learning model [12]. In a restricted sense, the shorter the superstring we obtain, the smaller the number of samples are needed to infer a superstring. Therefore finding a good approximation bound for shortest common superstring implies efficient learnability or inferability of DNA sequences [4]. Our linear approximation result reduces the number of samples required in [4] to learn a superstring by a multiplicative logarithmic factor.

Tarhio and Ukkonen [10] and Turner [11] established some performance guarantees for GREEDY with respect to so-called “compression” measure. This basically measures the number of symbols saved by GREEDY compared to plainly concatenating all the strings. It was shown that if the optimal solution saves $m$ symbols, then GREEDY saves at least $m/2$ symbols. But, in general this implies no performance guarantee with respect to optimal length since in the best case this only says that GREEDY produces a superstring of length at most half the total length of all the strings.

Recently Li [4] obtained the first nontrivial bound for the superstring problem with respect to the optimal superstring length. Given a set of strings $S$, the algorithm in [4] produces a superstring of length at most $n \log n$ where $n$ is the length of the shortest superstring for $S$. However, $n \log n$ is far from the conjectured $O(n)$ bound.

In this paper we show that the superstring problem can be approximated within a constant factor, and in fact that algorithm GREEDY produces a superstring of length at most $4n$. Furthermore, we give a simple modified greedy procedure MGREEDY that achieves a bound of $4n$, and then present another algorithm TGREEDY, based on MGREEDY, that we show achieves $3n$

The rest of the paper is organized as follows: Section 2 contains notation, definitions, and some basic facts about strings. In Section 3 we describe our main algorithm MGREEDY with its proof. This proof forms the basis of the analysis in the next two sections. MGREEDY is improved to TGREEDY in Section 4. We finally give the $4n$ bound for GREEDY in Section 5. In Section 6, we show that the superstring problem is MAX SNP-hard which implies that it is unlikely there is a polynomial time approximation scheme for the superstring problem.

2 Preliminaries

Let $S = \{s_1, \ldots, s_m\}$ be a set of $m$ strings over some alphabet $\Sigma$. Without loss of generality, we assume that set $S$ is “substring free” in that no string $s_i \in S$ is a substring of any other $s_j \in S$. A common superstring of $S$ is a string $s$ such that each $s_i$ in $S$ is a substring of $s$. That is, for each $s_i$, string $s$ can be written as $u_i s_i v_i$ for some $u_i$ and $v_i$. In this paper, we will use $n$ and OPT$(S)$ interchangeably
for the length of the shortest common superstring for $S$. Our goal is to find a superstring for $S$ whose length is as close to $OPT(S)$ as possible.

For two strings $s$ and $t$, not necessarily distinct, let $v$ be the longest string such that $s = uv$ and $t = vu$ for some non-empty strings $u$ and $w$. We call $|v|$ the (amount of) overlap between $s$ and $t$, and denote it as $ov(s, t)$. Furthermore, $u$ is called the prefix of $s$ with respect to $t$, and is denoted $pref(s, t)$. Finally, we call $[pref(s, t)] = |s|$ the distance from $s$ to $t$, and denote it as $d(s, t)$. So, the string $uvw = pref(s, t)x$, of length $d(s, t) + |x| = |s| + |t| - ov(s, t)$ is the shortest superstring of $s$ and $t$ in which $s$ appears (strictly) before $t$, and is also called the merge of $s$ and $t$. For $s_1, s_j \in S$, we will abbreviate $pref(s_1, s_j)$ to simply $pref(i, j)$, and $d(s_1, s_j)$ and $ov(i, j)$ respectively. As an example of self-overlap, we have for the string $s =$ undergrounder, that $ov(s, s) = 5$. Also, $pref(s, s) =$ undergrounder and $d(s, s) = 8$.

Given a listing of strings $s_1, s_2, \ldots, s_k$, we define the superstring $s = \langle s_1, \ldots, s_k \rangle$ to be the string $pref(i_1, i_2)pref(i_2, i_3)\cdots pref(i_{k-1}, i_k)s_k$. That is, $s$ is the shortest string such that $s_1, s_2, \ldots, s_k$ appear in order in that string. For a superstring of a substring free set, this order is well-defined, since substrings cannot 'start' or 'end' at the same position, and if substring $s_j$ starts before $s_k$, then $s_j$ must also end before $s_k$. Define $first(s) = s_1$ and $last(s) = s_k$. In each iteration of GREEDY the following invariant holds:

Claim 1 For two distinct strings $s$ and $t$ in GREEDY's set of strings, neither $first(s)$ nor $last(s)$ is a substring of $t$.

Proof. Initially, $first(s) = last(s) = s$ for all strings, so the claim follows from the fact that $S$ is substring free. The invariant could only be invalidated by a merge of two strings $t_1$ and $t_2$ into a string $t$ that has, say, $first(s)$ as a substring. But if $first(s)$ was not yet a substring of either $t_1$ or $t_2$, then it must 'contain' the piece of overlap between $t_1$ and $t_2$, hence the overlap from $t_1$ to $s$ would have been greater than the chosen one; a contradiction.

So when GREEDY (or its variation MGREEDY that we introduce later) chooses $s$ and $t$ as having the maximum overlap, then the merge of $s$ and $t$ is $\langle first(s), \ldots, last(s), first(t), \ldots, last(t) \rangle$. $s$'s order of substrings, wasn't the maximal one. This shows that $ov(s, t)$ equals $ov(last(s), first(t))$. For a permutation $\pi$ on the set $\{1, \ldots, m\}$, let $S_\pi = \langle s_{\pi(1)}, \ldots, s_{\pi(m)} \rangle$. In a shortest superstring for $S$, the substrings appear in some total order, say $s_{\pi(1)}, \ldots, s_{\pi(m)}$, hence it must equal $S_\pi$.

Call two strings $s, t$ equivalent, $s \equiv t$, if they are cyclic shifts of each other, i.e. if there are strings $a, v$ such that $s = uv$ and $t = vu$. Finally, let $s^k$ denote the string consisting of $k$ copies of $s$ concatenated together.

We will consider a traveling salesman problem on a weighted directed complete graph $G_S$ derived from $S$ and show that one can achieve a factor of 4 approximation for TSP on that graph, yielding a factor of 4 approximation for the shortest-common-superstring problem. Graph $G_S = (V, E, d)$ has $m$ vertices $V = \{1, \ldots, m\}$, $m^2$ edges $E = \{(i, j) : 1 \leq i, j \leq m\}$. Here we take as weight function the distance $d(.)$: edge $(i, j)$ has weight $d(i, j) = d(s_i, s_j)$, to obtain the distance graph. This graph is similar to one considered by Turner in the end of his paper [11]. Later we will take the overlap $ov(\cdot)$ as the weight function to obtain the overlap graph. We will call $s_t$ the string associated with vertex $t$, and let $pref(i, j) = pref(s_i, s_j)$ be the string associated to edge $(i, j)$.

Notice now that $TSP(G_S) \leq OPT(S) - ov(last(s), first(s)) \leq OPT(S)$, where $TSP(G_S)$ is the cost of the minimum weight Hamiltonian cycle on $G_S$. The reason is that turning any superstring into a Hamiltonian cycle by overlapping its last and first substring saves on cost by charging last(s) for only $d(last(s), first(s))$ instead of its full length.

We now define some notation for dealing with directed cycles in $G_S$. If $c$ is a directed cycle in $G_S$ with vertices $i_1, \ldots, i_r$ in order around $c$, we define $period(c)$ to be the equivalence class $[pref(i_1, i_2)pref(i_2, i_3)\cdots pref(i_r, i_1)]$. A trailing index $[k]$ refers to the rotation starting with $pref(k, k+1)$. To avoid confusion with length, we will use $card(B)$ for the size of an equivalence class $B$. A moment's reflection shows that $card(B)$ is the minimum integer with the property that every member $x$ of $B$ is a power of some string $y$ of length $card(B)$ (i.e., $x = y^k$ for some $k$). In general,
we will denote a cycle $c$ with vertices $i_1, \ldots, i_r$ in order by "$i_1 \rightarrow \cdots \rightarrow i_r \rightarrow i_1". Also, let $w(c)$, the weight of cycle $c$, equal $|s|$, $s \in \text{periods}(c)$. For convenience, we will say that $s_j$ is in $c$, or "$s_j \in c'$ if $j$ is a vertex of the cycle $c$.

Now, a few preliminary facts about cycles in $G_S$. Let $c = i_0 \rightarrow \cdots \rightarrow i_{r-1} \rightarrow i_0$ and $c'$ be cycles in $G_S$.

\textbf{Claim 2} Each string $s_j$ in $c$ is a substring of $s^k$ for all $s \in \text{periods}(c)$ and sufficiently large $k$.

\textbf{Proof.} By induction, $s_j$ is a prefix of $\text{pref}(i_{j}, i_{j+1}) \cdots \text{pref}(i_{j+l-1}, i_{j+l}) s_{i_{j+l}}$ for any $l \geq 0$ (addition modulo $r$). Every $r$ consecutive prefixes form one 'loop' around the cycle: a string in $\text{periods}(c)$. Hence every substring of $s_j$ of length $w(c)$ is in $\text{periods}(c)$, so take $k \geq |s_j|/w(c) + 1$. □

\textbf{Claim 3} If each of a substring free set of strings \{ $s_1, \ldots, s_j$ \} is a substring of $s^k$ for sufficiently large $k$, then there exists a cycle of weight $|s|$ containing all those strings.

\textbf{Proof.} In a (infinite) repetition of $s$, every string $s_i$ appears as a substring at every other $|s|$ characters. This naturally defines a circular ordering of the strings whose successive distances sum to $|s|$. □

\textbf{Claim 4} The superstring $(s_{i_0}, \ldots, s_{i_{r-1}})$ is a substring of $\text{periods}(c)[i_0]s_{i_0}$

\textbf{Proof.} String $(s_{i_0}, \ldots, s_{i_{r-1}})$ is clearly a substring of $(s_{i_0}, \ldots, s_{i_{r-1}}, s_{i_1})$, which by definition equals $\text{pref}(i_0, i_1) \cdots \text{pref}(i_{r-1}, i_0)s_{i_0} = \text{periods}(c)[i_0]s_{i_0}$. □

\textbf{Claim 5} If $\text{periods}(c') = \text{periods}(c)$, then there exists a third cycle $\tilde{c}$ with weight $w(c)$ containing all vertices in $c$ and all those in $c'$.

\textbf{Proof.} Follows from claims 2 and 3. □

\textbf{Claim 6} There exists a cycle $\tilde{c}$ of weight $\text{card}(\text{periods}(c))$ containing all vertices in $c$.

\textbf{Proof.} Fix an $s \in \text{periods}(c)$ and let $u$ be the shortest nonempty prefix of $s$ such that $s = uv = vu$. Then $k = |u|$ divides $w(c)$, and $s = u^j$ where $j = w(c)/k$. Since $k$ is the minimal (positive) number of rotations that takes $s$ back to itself, we have $\text{card}(\text{periods}(c)) = k$. Now use Claim 3 for $u$. □

The following lemma has been proved in [10, 11]. In the picture below, the vertical bars surround pieces of string that match, showing a possible overlap between $v^-$ and $u^+$, giving an upper bound on $d(v^-, u^+)$. 

\begin{equation*}
\begin{array}{c}
\text{u} \\
\text{d}(u, v) \\
\text{v} \\
\text{d}(v^-, v) \\
\end{array}
\end{equation*}

\textbf{Lemma 7} Let $u, u^+, v^-, v$ be strings, not necessarily different, such that $ov(u, v) \geq \max\{ov(u, u^-), ov(v^-, v)\}$. Then, $ov(u, v) + ov(v^-, u^+) \geq ov(u, u^+) + ov(v^-, v)$, and $d(u, v) + d(v^-, u^+) \leq d(u, u^+) + d(v^-, v)$.

That is, given the choice of merging $u$ to $u^+$ and $v^-$ to $v$ or instead merging $u$ to $v$ and $v^-$ to $u^+$, the best choice is that which contains the pair of largest overlap.
3 A $4 \cdot \text{OPT}(S)$ bound for a modified greedy algorithm

Let $S$ be a set of strings and $G_S$ the associated graph. Now, although finding a minimum weight Hamiltonian cycle in a weighted directed graph is in general a hard problem, there is a polynomial-time algorithm for a similar problem known as the assignment problem [5]. eerie, the goal is simply to find a decomposition of the graph into cycles such that each vertex is in exactly one cycle and the total weight of the cycles is minimized. Let $\text{CYC}(G_S)$ be the weight of the minimum assignment on graph $G_S$, so $\text{CYC}(G_S) \leq \text{TSP}(G_S) \leq \text{OPT}(S)$.

The proof that a modified greedy algorithm $\text{MGREEDY}$ finds a superstring of length at most $4 \cdot \text{OPT}(S)$ proceeds in two stages. We first show that an algorithm that finds an optimal assignment on $G_S$, then opens each cycle into a single string, and finally concatenates all such strings together has a performance ratio of at most 4. We then show (Theorem 10) that in fact for the particular graphs $G_S$, a greedy strategy can be used to find optimal assignments.

Consider the following algorithm for finding a superstring of the strings in $S$.

Algorithm Concat-Cycles

1. On input $S$, create graph $G_S$ and find a minimum weight assignment $C$ on $G_S$. Let $C$ be the collection of cycles $(c_1, \ldots, c_p)$.

2. For each cycle $c_i = s_1 \rightarrow \cdots \rightarrow s_i \rightarrow s_1$, let $\tilde{s}_i = (s_{i_1}, \ldots, s_{i_r})$ be the string obtained by opening $c_i$, where $i_1$ is arbitrarily chosen. The string $\tilde{s}_i$ has length at most $w(c_i) + |s_{i_1}|$ by Claim 4.

3. Concatenate together the strings $\tilde{s}_i$ and produce the resulting string $\tilde{s}$ as output.

**Theorem 8** Algorithm Concat-Cycles produces a string of length at most $4 \cdot \text{OPT}(S)$.

Before proving Theorem 8, we first need a preliminary lemma giving an upper bound on the amount of overlap possible between strings in two different cycles of $C$.

**Lemma 9** Let $c$ and $c'$ be two cycles in a minimum weight assignment $C$ with $s \in c$ and $s' \in c'$. Then, the overlap between $s$ and $s'$ is less than $w(c) + w(c')$.

**Proof.** Let $x = \text{periods}(c)$ and $x' = \text{periods}(c')$. Since $C$ is a minimum weight assignment, we know by Claim 5 that $x \neq x'$. In addition, by Claim 6, $\text{card}(x) = w(c)$ and $\text{card}(x') = w(c')$.

Suppose for contradiction that $s$ and $s'$ overlap in a string $u$ with $|u| \geq w(c) + w(c')$. We now consider two cases. First, suppose $w(c) = w(c')$. In this case, $s$ and $s'$ have in common some substring $y$ of length $|y| = w(c) = w(c')$. So by Claim 2, $x = |y| = x'$, which as noted above contradicts the minimality of $C$.

The second case is that $w(c) \neq w(c')$, and without loss of generality assume that $w(c) > w(c')$. Denoting the substring of $u$ starting at the $i$-th symbol and ending at the $j$-th as $u_{i,j}$, we have $u_{i-1,w(c')} = u_{i+|w(c')|,w(c)+|w(c')|} = u_{i,w(c')}$. This shows that $\text{periods}(c)$ has less than $w(c)$ different rotations, which by Claim 6 contradicts the minimality of $C$. □

**Proof of Theorem 8.** Since $C = \{c_1, \ldots, c_p\}$ is an optimal assignment, $\text{CYC}(G_S) = \sum_{i=1}^{p} w(c_i) \leq \text{OPT}(S)$. A second lower bound on $\text{OPT}(S)$ can be determined as follows: For each cycle $c_i$, let $w_i = w(c_i)$ and $l_i$ denote the length of the longest string in $c_i$. By Lemma 9, if we consider the longest string in each cycle and merge them together optimally, the total amount of overlap will be at most $2 \sum_{i=1}^{p} w_i$. So the resulting string will have length at least $\sum_{i=1}^{p} l_i - 2w_i$. Thus $\text{OPT}(S) \geq \max(\sum_{i=1}^{p} l_i, \sum_{i=1}^{p} l_i - 2w_i)$.

The output string $\tilde{s}$ of algorithm Concat-Cycles has length at most $\sum_{i=1}^{p} l_i + w_i$ (Claim 4). So,

$$|\tilde{s}| \leq \sum_{i=1}^{p} l_i + w_i$$
\[
= \sum_{i=1}^{p} l_i - 2w_i + \sum_{i=1}^{p} 3w_i \\
\leq \text{OPT}(S) + 3 \cdot \text{OPT}(S) \\
= 4 \cdot \text{OPT}(S'). \]

We are now ready to present the algorithm MGREEDY, and show that in fact it mimics algorithm Concat-Cycles.

**Algorithm MGREEDY**

1. Let \( S \) be the input set of strings and \( T \) be empty.

2. While \( S \) is non-empty, do the following: Choose \( s, t \in S \) (not necessarily distinct) such that \( ov(s, t) \) is maximized, breaking ties arbitrarily. If \( s \neq t \), then remove \( s \) and \( t \) from \( S \) and replace them with the merged string \((s, t)\). If \( s = t \), then just remove \( s \) from \( S \) and add it to \( T \).

3. When \( S \) is empty, output the concatenation of the strings in \( T \).

We can look at MGREEDY as choosing edges in the overlap graph \((V = S, E = V \times V, ov(., .))\). When MGREEDY chooses strings \( s \) and \( t \) as having the maximum overlap (where \( t \) may equal \( s \)), it chooses the directed edge from \( \text{last}(s) \) to \( \text{first}(t) \) (see Claim 1). Thus, MGREEDY constructs/joins paths, and closes them into cycles, to end up with a collection of disjoint cycles \( M \subseteq E \) that cover the vertices of \( G_S \). We will call \( M \) the assignment created by MGREEDY. Now think of MGREEDY as taking a list of all the edges sorted by overlap (resolving ties in some definite way), and going down the list deciding for each edge whether to include it or not. Let us say that an edge \( e \) dominates another edge \( f \) if \( e \) precedes \( f \) in this list and shares its head or tail with \( f \). MGREEDY includes an edge \( f \) if and only if it has not yet included a dominating edge.

**Theorem 10** The assignment created by algorithm MGREEDY is an optimal assignment.

**Proof.** Note that the overlap weight of an assignment and its distance weight add up to the total length of all strings. Accordingly, an assignment is optimal (i.e., has minimum total weight in the distance graph) if and only if it has maximum total overlap. Among the maximum overlap assignments, let \( N \) be one that has the maximum number of edges in common with \( M \). We shall show that \( M = N \).

Suppose this is not the case, and let \( e \) be the edge of maximum overlap in the symmetric difference of \( M \) and \( N \), with ties broken the same way as by MGREEDY. Suppose first that this edge is in \( N \setminus M \). Since MGREEDY did not include \( e \), it must have included another adjacent edge \( f \) that dominates \( e \). Edge \( f \) cannot be in \( N \) (since \( N \) is an assignment), therefore \( f \) is in \( M \setminus N \), contradicting our choice of the edge \( e \). Suppose that \( e = k \rightarrow j \) is in \( M \setminus N \). The two \( N \) edges \( i \rightarrow j \) and \( k \rightarrow l \) that share head and tail with \( e \) are not in \( M \), and thus are dominated by \( e \). Replacing in \( N \) these two edges with \( e = k \rightarrow j \) and \( i \rightarrow l \) would yield an assignment \( N' \) that has more edges in common with \( M \) and, by Lemma 7, has no less overlap than \( N \). This would contradict our choice of \( N \). \( \square \)

Since algorithm MGREEDY finds an optimal assignment, the string it produces is no longer than the string produced by algorithm Concat-Cycles. (In fact, it could be shorter since it breaks each cycle in the optimum position.)

**4 Improving to 3 \cdot \text{OPT}(S)**

Recall that in the last step of algorithm MGREEDY, we simply concatenate all the strings in set \( T \) without any compression. Intuitively, if we instead try to overlap the strings in \( T \), we might be able to achieve a bound better than \( 4 \cdot \text{OPT}(S) \). Let TGREEDY denote the algorithm that operates in the
same way as MGREEDY except that in the last step, it merges the strings in \( T \) by running GREEDY on them. We can show that TGREEDY indeed achieves a better bound: it produces a superstring of length at most \( 3 \cdot \text{OPT}(S) \).

**Theorem 11** Algorithm TGREEDY produces a superstring of length at most \( 3 \cdot \text{OPT}(S) \).

**Proof.** Let \( S \) be a set of strings and \( s \) be the superstring obtained by TGREEDY on \( S \). Let \( n = \text{OPT}(S) \) be the length of a shortest superstring of \( S \). We show that \(|s| \leq 3n\).

Let \( T \) be the set of all "self-overlapping" strings obtained by MGREEDY on \( S \) and \( C \) be the assignment created by MGREEDY. For each \( x \in T \), let \( c_x \) denote the cycle in \( C \) corresponding to the string \( x \), and let \( w_x = w(c_x) \) be its weight. Denote \( \sum_{s \in S} |s| \), the total length of all strings in a set \( S \) by \(|S|\), and define \( w = \sum_{x \in T} w_x \). From the proof of Theorem 8, we have that \( w \leq n \).

For each \( x \in T \), let \( x_0 \) be an arbitrary string in \( c_x \). Let \( S' = \{x_0 | x \in T\} \), \( n' = \text{OPT}(S') \), \( S'' = \{\text{periods}(c_x)[0]|x_0| x \in T\} \), and \( n'' = \text{OPT}(S'') \).

By Claim \( l \), a superstring for \( S'' \) is also a superstring for \( T \), so \( n_T \leq n'' \), where \( n_T = \text{OPT}(T) \). For any permutation \( \pi \) on \( T \) elements, we have \(|S''| \leq |S'| + \sum_{x \in T} w_x \), so \( n'' \leq n' + w \). Observe that \( S' \subseteq S \) implies \( n' \leq n \). Summing up, we get \( n_T \leq n'' \leq n' + w \leq n + w \).

By Lemma 9, the compression achieved in a shortest superstring of \( T \) is less than \( 2w \), i.e., \(|T| - n_T \leq 2w \). By the results in [10, 11], we know that the compression achieved by GREEDY on \( T \) is at least half the compression achieved in any superstring of \( T \). That is, \(|T| - |S| \geq (|T| - n_T)/2 \geq \frac{|T| - n_T}{2} \geq |T| - n_T - w \). So, \(|S| \leq n_T + w \). Combined with \( n_T \leq n + w \), this gives \(|S| \leq n + 2w \leq 3n \). \(\square\)

5 GREEDY achieves linear approximation

One would expect that an analysis similar to that of MGREEDY would also work for the original GREEDY. This turns out not to be the case. The analysis of GREEDY is severely complicated by the fact that it continues processing the "self-overlapping" strings. MGREEDY was especially designed to avoid these complications, by separating such strings. Let \( \text{GREEDY}(S) \) denote the length of the superstring produced by GREEDY on a set \( S \). It is tempting to claim that

\[ \text{GREEDY}(S \cup \{s\}) \leq \text{GREEDY}(S) + |s|. \]

If this were true, a simple argument would extend the \( 4 \cdot \text{OPT}(S) \) result for MGREEDY to GREEDY. But the following counterexample disproves this seemingly innocent claim. Let

\[ S = \{ca^m, a^{m+1}c, c^m a^{m+1}, b^m c\}, s = b^{m+1} a^{m+1}. \]

Now \( \text{GREEDY}(S) = |ca^{m+1} c^m a^{m+1} c| = 3m+4 \), whereas \( \text{GREEDY}(S \cup \{s\}) = |b^m c^m b^{m+1} a^{m+1} c^m a^m| = 6m + 2 > (3m + 4) + (2m + 2). \)

With a more complicated analysis we will nevertheless show that

**Theorem 12** GREEDY produces a string of length at most \( 4 \cdot \text{OPT}(S) \).

**Proof.** Think of both GREEDY and MGREEDY as taking a list of all edges sorted by overlap, and going down the list deciding for each edge whether to include it or not. Call an edge better (worse) if it appears before (after) another in this list. Better edges have at least the overlap of worse ones. Recall that an edge dominates another if it is better and shares its head or tail with the other one.

At the end, GREEDY has formed a Hamiltonian path

\[ s_1 \rightarrow s_2 \rightarrow \ldots \rightarrow s_m \]

of "greedy" edges. For convenience we will usually abbreviate \( s_i \) to \( i \). Greedy does not include an edge \( f \) iff
1. $f$ is dominated by an already chosen edge $e$, or

2. $f$ is not dominated but it would form a cycle.

Let us call the latter “bad back edges”; a bad back edge $f = j \rightarrow i$ necessarily has $i \leq j$. Each bad back edge $f = j \rightarrow i$ corresponds to a string $(s_i, s_{i+1}, \ldots, s_j)$ that, at some point in the execution of Greedy, has more (self) overlap than the pair that is merged. When Greedy considers $f$, it has already chosen all (better) edges on the greedy path from $i$ to $j$, but not yet the (worse) edges $i - 1 \rightarrow i$ and $j \rightarrow j + 1$ (if they exist). Bad back edge $f$ is said to span the closed interval $I_f = [i, j]$.

The above observations imply the following lemma.

**Lemma 13** Let $e$ and $f$ be two bad back edges. The closed intervals $I_e$ and $I_f$ are either disjoint, or one contains the other. If $I_e \supset I_f$ then $e$ is worse than $f$ (thus, $ov(e) \leq ov(f)$).

Thus, the intervals of the bad back edges are nested. Culpits are the minimal (innermost) such intervals. Each culprit $[i, j]$ corresponds to a culprit string $(s_i, s_{i+1}, \ldots, s_j)$. Note that if $f = j \rightarrow i$ is the back edge of a culprit $[i, j]$, and $e$ is another bad back edge that shares head or tail with $f$, then $I_e \supset I_f$, and therefore $f$ dominates $e$.

Call the worst edge between every two successive culprits on the greedy path a weak link. Note that weak links are also worse than all edges in the two adjacent culprits as well as their back edges. If we remove all the weak links, the greedy path is partitioned into a set of paths, called blocks. Every block consists of a nonempty culprit as the middle segment, and (possibly empty) left and right extensions. The set of strings (nodes) $S$ is thus partitioned into three sets $S_l, S_m, S_r$ of left, middle, and right strings.

**Lemma 14** Let $f = j \rightarrow i$ be a bad back edge. Node $i$ is either a left node or the first node of a culprit. Node $j$ is either a right node or the last node of a culprit.

**Proof.** Let $c = [k, l]$ be the leftmost culprit in $I_f$. Now either $i = k$ is the first node of $c$, or $i < k$ is in the left extension of $c$, or $i < k$ is in the right extension of the culprit $c'$ to the left of $c$. In the latter case however, $I_f$ includes the weak link, which by definition is worse than all edges between the culprits $c'$ and $c$, including the edge $i - 1 \rightarrow i$. This contradicts the observation preceding Lemma 13. A similar argument holds for $s_j$.

Let $C_m$ be the assignment on the set $S_m$ of middle strings (nodes) that has one cycle for each culprit, consisting of the greedy edges together with the back edge of the culprit. If we consider the application of the algorithm MGREEDY on the subset of strings $S_m$, it is easy to see that the algorithm will actually construct the assignment $C_m$. Theorem 10 implies then the following lemma.

**Lemma 15** $C_m$ is an optimal assignment on the set $S_m$ of middle strings.

Let the graph $G = (V, E)$ consist of the left/middle part of all blocks in the greedy path, i.e. $V_l = S_l \cup S_m$ and $E_l$ is the set of non-weak greedy edges between nodes of $V_l$. Let $M_l$ be a maximum overlap assignment on $V_l$ as created by MGREEDY on the ordered sublists of edges in $V_l \times V_l$. Let $V_r = S_m \cup S_r$, and define similarly the graph $G_r = (V_r, E_r)$ and the optimal assignment $M_r$ on the right/middle strings. Let $l_c$ be the sum of the lengths of all culprit strings. Define $l_c = \sum_{i \in S_l} d(s_i, s_{i+1})$ as the total length of all left extensions and $l_r = \sum_{i \in S_r} d(s_i^R, s_{i-1}^R)$ as the total length of all right extensions. The length of the string produced by Greedy is $l_c + l_c + l_r - o_w$, where $o_w$ is the summed block overlap (i.e. the sum of the overlaps of the weak links).

Denoting the overlap $\sum_{e \in E} ov(e)$ of a set of edges $E$ as $ov(E)$, define the cost of a set of edges $E$ on a set of strings (nodes) $V$ as

$$cost(E) = ||V|| - ov(E).$$

Note that the distance plus overlap of a string $s$ to another equals $|s|$. Because an assignment (e.g. $M_l$ or $M_r$) has an edge from each node, its cost equals its distance weight. Since $V_l$ and $V_r$ are subsets
of $S$ and $M_l$ and $M_r$ are optimal assignments, we have $\text{cost}(M_l) \leq n$ and $\text{cost}(M_r) \leq n$. For $E_l$ and $E_r$, we have that $\text{cost}(E_l) = l_l + l_r$ and $\text{cost}(E_r) = l_r + l_r$. We have established the following (in)equalities:

\[
\begin{align*}
l_l + l_r + l_r &= (l_l + l_c) + (l_c + l_r) - l_c \\
\text{cost}(E_l) + \text{cost}(E_r) - l_c &= ||V_l|| - \text{ov}(E_l) + ||V_r|| - \text{ov}(E_r) - l_c \\
\text{cost}(M_l) + \text{ov}(M_l) - \text{ov}(E_l) + \text{cost}(M_r) + \\
&\quad + \text{ov}(M_l) - \text{ov}(E_r) - l_c \\
&\leq 2n + \text{ov}(M_l) - \text{ov}(E_l) + \text{ov}(M_r) - \text{ov}(E_r) - l_c.
\end{align*}
\]

We proceed by bounding the overlap differences in the above equation. We combine the left/middle and middle/right parts as follows.

Let $V$ be the disjoint union of $V_l$ and $V_r$, let $E$ be the disjoint union of $E_l$ and $E_r$, and let $G = (V, E)$ be the disjoint union of $G_l$ and $G_r$. Thus each string in $S_l \cup S_r$ occurs once, while each string in $S_m$ occurs twice in $G$. We modify $E$ to take advantage of the middle/middle part of $G$. Add each weak link to $E$ as an edge from the last node in the corresponding middle/middle path of $G_r$ to the first node of the corresponding middle/middle path of $G_l$. This procedure yields a new set of edges $E'$. Its overlap equals $\text{ov}(E') = \text{ov}(E_l) + \text{ov}(E_r) + o_w$.

Let $M$ be the disjoint union of $M_l$ and $M_r$, an assignment on $V$. Its overlap equals $\text{ov}(M) = \text{ov}(M_l) + \text{ov}(M_r)$. Every edge of $M$ connects two $V_l$ nodes or two $V_r$ nodes; thus, all edges of $M$ satisfy the hypothesis of the following lemma.

**Lemma 16** Let $N$ be any assignment on $V$. Let $e = t \rightarrow h$ be an edge of $N \setminus E'$ that is not in $V_r \times V_l$. Then $e$ is dominated by either

1. an adjacent $E'$ edge, or

2. a culprit's back edge with which it shares the head $h$ and $h \in V_r$, or

3. a culprit's back edge with which it shares the tail $t$ and $t \in V_l$.

**Proof.** Suppose first that $e$ corresponds to a bad back edge. By Lemma 14, $h$ corresponds to a left node or to the first node of a culprit. In the latter case, $e$ is dominated by the back edge of the culprit (see the comment after Lemma 13). Therefore, either $h$ is the first node of a culprit in $V_r$ (and case 2 holds), or else $h \in V_l$. Similarly, either $t$ is the last node of a culprit in $V_l$ (and case 3 holds) or else $t \in V_r$. Since $e$ is not in $V_r \times V_l$, it follows then that case 2 or case 3 holds.

Suppose that $e$ does not correspond to a bad back edge. Then it must be dominated by some greedy edge $f$. If the corresponding greedy edge sharing head or tail with $e$ is in $E'$ then we have case 1. If it is not in $E'$, then either $h$ is the first node of a culprit in $V_r$ or $t$ is the last node of a culprit in $V_l$, and in both cases $f$ is dominated by the back edge of the culprit. Thus, we have case 2 or 3.

While Lemma 16 ensures that each edge of $M$ is bounded in overlap, it may be that some edges of $E'$ are double charged. We will modify $M$ without decreasing its overlap and without invalidating Lemma 16 into an assignment $M'$ such that each edge of $E'$ is dominated by one of its adjacent $M'$ edges.

**Lemma 17** Let $N$ be any assignment on $V$ such that $N \setminus E'$ does not contain any edges in $V_r \times V_l$. Then there is an assignment $N'$ on $V$ satisfying the following properties.

1. $N' \setminus E'$ has also no edges in $V_r \times V_l$,

2. $\text{ov}(N') \geq \text{ov}(N)$,
3. each edge in $E' \setminus N'$ is dominated by one of its two adjacent $N'$ edges.

**Proof.** It suffices to argue that if $N$ violates property 3, then we can construct another assignment $N'$ that satisfies properties 1 and 2, and which has more edges in common with $E'$.

Let $e = k \rightarrow j$ be an edge in $E' \setminus N$ that dominates both adjacent $N$ edges, $f = i \rightarrow j$, and $g = k \rightarrow i$. By Lemma 7, replacing edges $f$ and $g$ of $N$ with $e$ and $i \rightarrow l$ produces an assignment $N'$ with at least as large overlap. To see that the new edge $i \rightarrow l$ of $N' \setminus E'$ is not in $V_r \times V_l$, observe that if $i \in V_r$ then $j \in V_r$ because of the edge $f = i \rightarrow j$ ($N \setminus E'$ does not have edges in $V_r \times V_l$), which implies that $k$ is in $V_r$ because of the $E'$ edge $e = k \rightarrow j$ ($E'$ does not have edges in $V_l \times V_r$), which implies that also $l \in V_r$ because of the $N$ edge $g = k \rightarrow l$. □

By Lemmas 16 and 17, we can construct from the assignment $M$ another assignment $M'$ with at least as large total overlap, and such that we can charge the overlap of each edge of $M'$ to an edge of $E'$ or to the back edge of a culprit. Every edge of $E'$ is charged for at most one edge of $M'$, while the back edge of each culprit is charged for at most one edge of $M'$: for the $M'$ edge entering the first culprit node in $V_r$ and the edge coming out of the last culprit node in $V_l$. Therefore, $ov(M) \leq ov(M') \leq ov(E') + 2o_c$, where $o_c$ is the summed overlap of all culprit back edges. Denote by $l_w$ the summed weight of all culprit cycles, i.e., the weight of the (optimal) assignment $C_m$ on $S_m$ from Lemma 15. As in the proof of MGREEDY, we have $l_c = l_w + o_c$, $o_c - 2l_w \leq n$, and $l_w \leq n$.

Putting everything together, the string produced by GREEDY has length:

$$l_t + l_c + l_w - o_w$$

$$\leq 2n + ov(M_1) - ov(E_1) + ov(M) - ov(E_r) - l_c - o_w$$

$$\leq 2n + ov(M') - ov(E') - l_c$$

$$\leq 2n + 2o_c - l_c$$

$$= 2n + o_c - l_w$$

$$\leq 3n + l_w$$

$$\leq 4n.$$


6 Lower bound

We show here that the superstring problem is *MAX SNP-hard*. This implies that if there is a polynomial time approximation scheme for the superstring problem, then there is one also for a wide class of optimization problems, including several variants of maximum satisfiability, the node cover and independent set problem in bounded-degree graphs, max cut, etc. This is considered rather unlikely.

Let $A, B$ be two optimization (maximization or minimization) problems. We say that $A$ *L-reduces (for linearly reduces) to B* if there are two polynomial time algorithms $f$ and $g$ and constants $\alpha$ and $\beta > 0$ such that:

1. Given an instance $a$ of $A$, algorithm $f$ produces an instance $b$ of $B$ such that the cost of the optimum solution of $b$, $opt(b)$, is at most $\alpha \cdot opt(a)$, and

2. Given any solution $y$ of $b$, algorithm $g$ produces in polynomial time a solution $x$ of $a$ such that $|cost(x) - opt(a)| \leq \beta |cost(y) - opt(b)|$.

Some basic facts about L-reductions are: First, the composition of two L-reductions is also an L-reduction. Second, if problem $A$ L-reduces to problem $B$ and $B$ can be approximated in polynomial time with relative error $\epsilon$ (i.e., within a factor of $1 + \epsilon$ or $1 - \epsilon$ depending on whether $B$ is a minimization or maximization problem) then $A$ can be approximated with relative error $\alpha \beta \epsilon$. In particular, if $B$
has a polynomial time approximation scheme, then so does \( A \). The class MAX SNP is a class of optimization problems defined syntactically in \([6]\). It is known that every problem in this class can be approximated within some constant factor. A problem is MAX SNP-hard if every problem in MAX SNP can be \( L \)-reduced to it.

**Theorem 18** The superstring problem is MAX SNP-hard.

**Proof.** The reduction is from a special case of the TSP with triangle inequality. Let TSP(1,2) be the TSP restricted to instances where all the distances are either 1 or 2. We can consider an instance to this problem as being specified by a graph \( H \); the edges of \( H \) are precisely those that have length 1 while the edges that are not in \( H \) have length 2. We need here the version of the TSP where we seek the shortest Hamiltonian path (instead of cycle), and, more importantly, we need the additional restriction that the graph \( H \) be of bounded degree (the precise bound is not important). It was shown in \([7]\) that the TSP(1,2) problem (even for this restricted version) is MAX SNP-hard.

Let \( H \) be a graph of bounded degree \( D \) specifying an instance of TSP(1,2). The hardness result holds for both the symmetric and the asymmetric TSP (i.e., for both undirected and directed graphs \( H \)). We let \( H \) be a directed graph here. The reduction is similar to the one of \([1]\) used to show the NP-completeness of the superstring decision problem. We have to prove here that it is an \( L \)-reduction. For every vertex \( v \) of \( H \) we have two letters \( v \) and \( v' \). In addition there is one more letter \( \# \). Corresponding to each vertex \( v \) we have a string \( v \# v' \), called the connector for \( v \). For each vertex \( v \), enumerate the edges out of \( v \) in an arbitrary cyclic order as \((v, w_1), \ldots, (v, w_d)\) (**). Corresponding to the \( i \)-th edge \((v, w_i)\) out of \( v \) we have a string \( p_i(v) = v'w_{i-1}v'w_i \), where subscript arithmetic is modulo \( d \). We will say that these strings are associated with \( v \).

Let \( n \) be the number of vertices and \( m \) the number of edges of \( H \). If all vertices have degree at most \( D \) then \( m \leq Dn \). Let \( \ell \) be the minimum number of edges whose addition to \( H \) suffices to form a Hamiltonian path. Thus, the optimal cost of the TSP instance is \( n - 1 + k \). We shall argue that the length of the shortest common superstring is \( 2m + 3n + k \). It will follow then that the reduction is linear since \( m \) is linear in \( n \).

Consider the distance-weighted graph \( G_S \) for this set of strings, and let \( G_2 \) be its subgraph with only edges of minimal weight (2). Clearly, \( G_2 \) has exactly one component for each vertex of \( H \), which consists of a cycle of the associated \( p \) strings, and a connector that has an edge to each of them. We need only consider 'standard' superstrings in which all strings associated with some vertex form a subgraph of \( G_2 \), so that only the last \( p \) string has an outgoing edge of weight more than 2 (3 or 4). Namely, if some vertex fails this requirement, then at least two of its associated strings have outgoing edges of weight more than 2, thus we do not increase the length by putting all its \( p \) strings directly after its connector in a standard way. A standard superstring naturally corresponds to an ordering of vertices \( v_1, v_2, \ldots, v_n \).

For the converse, there remains a choice of which string \( q \) succeeds a connector \( v_i \# v'_i \). If \( H \) has an edge from \( v_i \) to \( v_{i+1} \) and the 'next' edge out of \( v_i \) (in (**)) goes to, say \( v_j \), then choosing \( q = v'_iv_{i+1}v'_jv_{j+1} \) results in a weight of 3 on the edge from the last \( p \) string to the next connector \( v_{i+1} \# v_{i+1} \), whereas this weight would otherwise be 4. If \( H \) doesn't have this edge, then the choice of \( q \) doesn't matter. Let us call a superstring 'Standard' if in addition to being standard, it also satisfies this latter requirement for all vertices.

Now suppose that the addition of \( k \) edges to \( H \) gives a Hamiltonian path \( v_1, v_2, \ldots, v_{n-1}, v_n \). Then we can construct a corresponding Standard superstring. If the out-degree of \( v_i \) is \( d_i \), then its length will be \( \sum_{i=1}^{n} (2 + 2d_i + 1) + k + 3 = 3n + 2m + k \).

Conversely, suppose we are given a common superstring of length \( 3n + 2m + k \). This can then be turned into a Standard superstring that is no longer. If \( v_1, v_2, \ldots, v_n \) is the corresponding order of vertices, it follows that \( H \) cannot be missing more than \( k \) of the edges \((v_i, v_{i-1}) \).

Since the strings in the above \( L \)-reduction have bounded length (4), the reduction applies also to the maximization version of the superstring problem \([11, 10]\). That is, maximizing the total compression is also MAX SNP-hard.
7 Open problems

We end the paper with several open questions raised from this research:

1. Obtain an algorithm which achieves a better performance than \(3 \cdot \text{OPT}(S)\).
2. Prove or disprove the conjecture that \text{GREEDY} achieves \(2 \cdot \text{OPT}(S)\).
3. Consider the following problem: Given a set \(S_p\) of positive examples and a set \(S_n\) of negative examples, find a shortest superstring \(s\) such that \(s\) is a common superstring of \(S_p\) but no string in \(S_n\) is a substring of \(s\). The Group-Merge algorithm in [4] achieves \(O(\text{OPT}(S) \cdot \log(\text{OPT}(S)))\) for this problem. Can this be improved to \(O(\text{OPT}(S))\)? Notice that \text{GREEDY} and its variations do not work for this problem.
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