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Introduction

In [Dij76], Dijkstra introduces a predicate transformer semantics, which is called the weakest precondition semantics, to deal with partial correctness of sequential programs. The relation between this predicate transformer semantics and a state transformation semantics is considered by De Roever in [Roe76]. In [Bak77], De Bakker shows that there is a homomorphism from the state transformation semantics to the predicate transformer semantics. Plotkin shows, in [Plo79], that by refining the definitions this homomorphism can be strengthened to an isomorphism.

Predicate transformer semantics for partial correctness of parallel programs are studied by Van Lamsweerde and Sintzoff [LS79], Haase [Haa81], Flon and Suzuki [FS81], Elrad and Francez [EF84], Best [Bes82, Bes89], and Scholtefield and Zedan [SZ92]. In [Bes89], a predicate transformer semantics and a state transformation semantics are related. However, only parallel programs without recursion are considered.

In this paper, we present a state transformation semantics and a predicate transformer semantics for parallel programs built from atomic actions, sequential composition, nondeterministic choice, parallel composition, atomisation (atomicity being a key notion in reasoning about parallel programs, see, e.g., [LL90]), and recursion. (In order to introduce recursion we will consider a program to be a statement and a declaration. The statement is built from atomic actions, procedure variables, and the operators mentioned above, and the declaration assigns to the procedure variables their corresponding bodies, which are again statements. In general, we will fix the declaration part of a program and only consider the statement part.) These semantics are shown to be isomorphic. Although several results of [Plo79] are exploited in our paper, for parallel programs the isomorphism result cannot be obtained simply
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along the lines of [Plö79], because the parallel composition is not compositional with respect to the (state transformation and predicate transformer) semantics defined in [Plö79]. The standard example to show that compositionality is lost when introducing parallel composition is that the programs

\[ x := 2 \text{ and } x := 1 ; x := x + 1 \]

are semantically equivalent, but

\[ x := 2 \parallel x := 3 \text{ and } (x := 1 ; x := x + 1) \parallel x := 3 \]

are not (see, e.g., [Mil93]).

The state transformation semantics and the predicate transformer semantics to be presented are mappings from statements to state transformations and predicate transformers, respectively. Before we come to these semantics, we first discuss the state transformations and the predicate transformers and their relationship.

To model a statement we can use a state transformation assigning to an arbitrary (initial) state the result of the statement started in the state. If the statement (always) terminates, then the result is described by a set of (possible final) states. (Note that we need sets of states to model nondeterminism.) Otherwise, i.e. if the statement might not terminate, the result is modelled by a special element. For the time being, the set of state transformations can be viewed as

\[ (\alpha \in \Sigma) \rightarrow (P(\Sigma) \cup \{\Sigma_{\perp}\}) \]

with \( \Sigma_{\perp} \) being the above mentioned special element.

A statement can also be modelled by a predicate transformer. A predicate transformer transforms a predicate valid after the execution of a statement to a predicate valid before the execution of the statement. (Note the order reversal when we go from state transformations to predicate transformers in that a state transformation maps an initial state to a set of final states whereas a predicate transformer maps a ‘final’ predicate to an ‘initial’ predicate.) To model predicates we employ sets of states. (Taking \( P(\Sigma) \) as the set of predicates is the so-called extensional view. We could also have taken the so-called intensional view by describing the set of predicates by \( \Sigma \rightarrow \{true, false\} \) as is done in, e.g., [Bak80].) Predicate transformers will look like

\[ (\beta \in P(\Sigma)) \rightarrow P(\Sigma) \]

With each state transformation \( \alpha \) we can associate a predicate transformer \( \omega(\alpha) \) defined by

\[ \omega(\alpha) = \lambda S \cdot \{\sigma \in \Sigma | \alpha(\sigma) \subseteq S\} \]

The set \( \omega(\alpha)(S) \) is called the weakest precondition of \( S \) relative to \( \alpha \) (cf. [Roe76]). By refining the above definitions of state transformations and predicate transformers and by endowing them with orders, complete partial orders of state transformations and predicate transformers can be obtained. These complete partial orders can be shown to be isomorphic (by means of a modification of \( \omega \) and its inverse). These refinements and endowments with orders can be done in various ways. Here, we will follow [Plö79]. Other isomorphism results of state transformations and predicate transformers are presented by Wand [Wan77], Majster-Cederbaum [MC80], Best [Bes82], Smyth [Smy83, Smy92], Apt and Plotkin [AP86], and Bonsangue and Kok [BK92, BK93]. For an overview of these isomorphism results we refer the reader to [BK92].
Having discussed the state transformations and the predicate transformers, we now come to the state transformation and predicate transformer semantics. Both semantic models are so-called *operational semantics* defined by means of a *labelled transition system* (cf. [Plo81, Plo82]). Let us first discuss the state transformation semantics. The labels of the labelled transition system defining the state transformation semantics are state transformations. To deal with recursion, we employ pairs of statements and natural numbers as configurations of the labelled transition system. A configuration \((s, n)\) denotes that statement \(s\) has to be executed with recursion restricted to at most depth \(n\). By means of the labelled transition system we define an (intermediate) state transformation semantics \(O'_{st}\) mapping a configuration to a state transformation. This state transformation is obtained by composing the labels of the transition sequences starting from the configuration. The state transformation semantics \(O_{st}\) maps statements to state transformations. For statement \(s\), \(O_{st}(s)\) is defined as the least upper bound (in the complete partial order of state transformations) of the \(O'_{st}(s, n)\)'s. The predicate transformer semantics \(O_{pt}\) is defined similar to the state transformation semantics \(O_{st}\). In this case, the labels of the labelled transition system are predicate transformers. These two step definitions are chosen to smoothen the proof of the theorem establishing the isomorphism of the state transformation semantics and the predicate transformer semantics.

The main result of this paper is the relation of the state transformation semantics \(O_{st}\) and the predicate transformer semantics \(O_{pt}\). We will show that these semantics are isomorphic. A problem in the proof of this theorem is that the state transformation semantics \(O_{st}\) and the predicate transformer semantics \(O_{pt}\) are not compositional. As an intermediate tool, *compositional semantics* \(C_{st}\) and \(C_{pt}\) are introduced. The semantics \(C_{st}\) and \(C_{pt}\) are defined by means of the labelled transition systems defining the semantics \(O'_{st}\) and \(O'_{pt}\), respectively. This time, the semantics assign to a configuration a set of *sequences* of state transformations and predicate transformers (cf. [Coo78]). To a configuration the set of label sequences corresponding to the set of transition sequences starting from the configuration is assigned. Using sets of sequences of state transformations and predicate transformers instead of state transformations and predicate transformers gives rise to compositional semantics as we will see.

We prove that the compositional semantics \(C_{st}\) and \(C_{pt}\) are isomorphic. For this purpose, we use the already mentioned result of [Plo79] that a complete partial order of state transformations (ST) and a complete partial order of predicate transformers (PT) are isomorphic, \(\omega : ST \cong PT\). From this result, we can easily derive that the sets of (nonempty and finite) sets of (nonempty and finite) sequences of state transformations and predicate transformers are isomorphic, \(\Omega : \mathcal{P}_{nf}(ST^+) \cong \mathcal{P}_{nf}(PT^+)\). Based on this, the compositional semantics \(C_{st}\) and \(C_{pt}\) are shown to be isomorphic. This proof shows some resemblance with the isomorphism proof in [Bes89].

![Diagram](image_url)

From this isomorphism result we will derive the isomorphism of \(O_{st}\) and \(O_{pt}\) as follows. We introduce abstraction operators \(abs_{st}\) and \(abs_{pt}\). These operators map sets of sequences of state transformations and predicate transformers to state transformations and predicate transformers, respectively. The sets of sequences will be composed as in the definitions of the intermediate semantics \(O'_{st}\) and \(O'_{pt}\).
First, we relate the isomorphisms $\omega$ and $\Omega$ by means of the abstraction operators.

$$\mathcal{P}_{nf}(ST^+) \xleftarrow{\Omega} \mathcal{P}_{nf}(PT^+)$$

$$\xrightarrow{abs_{st}} * \xrightarrow{abs_{pt}}$$

$$ST \xleftarrow{\omega} PT$$

Second, we relate the compositional semantics with the intermediate semantics.

$$\xrightarrow{c_{st}} * \xrightarrow{c_{pt}}$$

$$ST \xleftarrow{\omega} PT$$

By combining the above results, we finally show that the state transformation semantics $O_{st}$ and the predicate transformer semantics $O_{pt}$ are isomorphic.

In the first section of this paper, some results of [Plo79] are repeated. A complete partial order of state transformations and a complete partial order of predicate transformers, which are isomorphic, are introduced. In the second section, the state transformation semantics and the predicate transformer semantics are presented. The paper concludes with the theorem establishing the isomorphism of these semantics. The theorem extends the isomorphism results of [Plo79] and [Bes89] by going from sequential programs to parallel programs and by adding recursion, respectively.
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1. **State transformations and predicate transformers**

In this section, some results of [Plo79] are repeated. A complete partial order of state transformations and a complete partial order of predicate transformers are introduced and shown to be isomorphic.
1.1 State transformations

First, we define a complete partial order of state transformations (cf. Definitions 5.1, 5.2, and 5.3 of [Plo79]). We postulate a denumerable set \((\sigma \in) \Sigma \) of states (cf. page 212 of [Wan77] and page 529 of [Plo79]). State transformations are defined as mappings from \(\Sigma \) to the so-called Smyth power domain ([Smy78]) of \(\Sigma \) in

**Definition 1.1** The partial order \((\alpha \in) ST\) of state transformations is the set

\[
\Sigma \to \mathcal{P}_S (\Sigma_\perp),
\]

where

\[
\mathcal{P}_S (\Sigma_\perp) = \{ S \subseteq \Sigma \mid S \text{ is nonempty and finite} \} \cup \{ \perp \}
\]

and \(\Sigma_\perp\) denotes the disjoint union of \(\Sigma\) and \(\{\perp\}\). This set is ordered by \(\alpha \sqsubseteq \alpha'\) if

for all \(\sigma \in \Sigma\), \(\alpha (\sigma) \sqsupseteq \alpha' (\sigma)\).

**Property 1.2** \(ST\) is a complete partial order.

**Proof** See Proposition 5.4 of [Plo79].

Composition and union of state transformations are defined in

**Definition 1.3** The mapping \(\bullet : ST \times ST \to ST\) is defined by

\[
\alpha \bullet \alpha' = \lambda \sigma \cdot \left\{ \begin{array}{ll}
\bigcup \{ \alpha' (\sigma') \mid \sigma' \in \alpha (\sigma) \} & \text{if } \alpha (\sigma) \neq \Sigma_\perp \\
\Sigma_\perp & \text{otherwise}
\end{array} \right.
\]

and the mapping \(\sqcup : ST \times ST \to ST\) is defined by

\[
\alpha \sqcup \alpha' = \lambda \sigma \cdot \alpha (\sigma) \cup \alpha' (\sigma).
\]

Note that the state transformation \(\alpha \bullet \alpha'\) is the result of performing state transformation \(\alpha'\) after state transformation \(\alpha\). The definition of the composition is similar to the definition of \(\text{Comp}\) at page 543 of [Plo79]. The definition of the union is similar to the definition of \(\sqcap\) at page 542 of [Plo79]. We will use the composition and union of state transformations to compose the labels, i.e. state transformations, of transition sequences of the labelled transition system in the definition of the (intermediate) state transformation semantics.

**Property 1.4** The mappings \(\bullet\) and \(\sqcup\) are strict in both arguments.

**Proof** Trivial.
1.2 Predicate transformers
Second, we define a complete partial order of predicate transformers (cf. page 537 of [Plo79]).

**Definition 1.5** The partial order \((\beta \in PT)\) of predicate transformers is the set

\[
\{ \beta \in \mathcal{P}(\Sigma) \rightarrow \mathcal{P}(\Sigma) \mid \beta \text{ is strict, continuous, and multiplicative} \},
\]

where \(\beta\) is called *multiplicative* if

for all \(S, S' \in \mathcal{P}(\Sigma)\),

\[
\beta(S \cap S') = \beta(S) \cap \beta(S').
\]

This set is ordered by \(\beta \subseteq \beta'\) if

for all \(S \in \mathcal{P}(\Sigma)\),

\[
\beta(S) \subseteq \beta'(S).
\]

**Property 1.6** \(PT\) is a complete partial order.

**Proof** See Proposition 4.2 of [Plo79]. \(\square\)

For predicate transformers, composition and intersection are defined in

**Definition 1.7** The mapping \(\bullet : PT \times PT \rightarrow PT\) is defined by

\[
\beta \bullet \beta' = \lambda S \cdot \beta'(\beta(S))
\]

and the mapping \(\cap : PT \times PT \rightarrow PT\) is defined by

\[
\beta \cap \beta' = \lambda S \cdot \beta(S) \cap \beta'(S).
\]

The predicate transformer \(\beta \bullet \beta'\) is the result of performing predicate transformer \(\beta'\) after predicate transformer \(\beta\). The definition of the composition is the ‘reversed’ version of \(\text{Comp}\) at page 538 of [Plo79], i.e. \(\beta \bullet \beta' = \text{Comp}(\beta, \beta')\). The definition of the intersection is similar to the definition of \(\cap\) at page 537 of [Plo79]. The composition and intersection of state transformations will be used to compose the labels, i.e. predicate transformers, of transition sequences of the labelled transition system in the definition of the (intermediate) predicate transformer semantics.

**Property 1.8** The mappings \(\bullet\) and \(\cap\) are strict in both arguments.

**Proof** Trivial. \(\square\)

The strictness of composition and intersection will be exploited in the well-definedness proof of the predicate transformer semantics.

1.3 Isomorphism theorem
Third, we show \(ST\) and \(PT\) to be isomorphic. To define the isomorphism the following *stability lemma* (this term originates from the term stable function which has been introduced in [Ber78]) is proved.

**Lemma 1.9** Let \(\beta \in \mathcal{P}(\Sigma) \rightarrow \mathcal{P}(\Sigma)\). Then \(\beta \in PT\) if and only if whenever \(\sigma \in \beta(\Sigma)\) there exists a nonempty and finite set \(\min(\beta, \sigma)\) satisfying
for all $S \in \mathcal{P}(\Sigma), \sigma \in \beta(S) \Leftrightarrow \min(\beta, \sigma) \subseteq S$.

Proof See Lemma 5.6 of [Plo79]. \qed

The isomorphism $\omega$ and its inverse $\omega^{-1}$ are defined as follows (cf. Definition 5.8 of [Plo79]).

**Definition 1.10** The mapping $\omega : ST \rightarrow PT$ is defined by

$$\omega(\alpha) = \lambda S \cdot \{ \sigma \in \Sigma \mid \alpha(\sigma) \subseteq S \}$$

and the mapping $\omega^{-1} : PT \rightarrow ST$ is defined by

$$\omega^{-1}(\beta) = \lambda \sigma \cdot \left\{ \begin{array}{ll} \min(\beta, \sigma) & \text{if } \sigma \in \beta(\Sigma) \\ \Sigma_\perp & \text{otherwise} \end{array} \right.$$  

**Theorem 1.11** The mapping $\omega : ST \cong PT$ is an isomorphism of complete partial orders.

Proof See Theorem 5.9 of [Plo79]. \qed

The predicate transformer corresponding to the composition of the state transformations $\alpha$ and $\alpha'$ is the composition of the predicate transformers corresponding to the state transformations $\alpha'$ and $\alpha$ (order reversal). The predicate transformer corresponding to the union of the state transformations $\alpha$ and $\alpha'$ is the intersection of the predicate transformers corresponding to the state transformations $\alpha$ and $\alpha'$.

**Property 1.12** For all $\alpha$ and $\alpha'$,

$$\omega(\alpha \cdot \alpha') = \omega(\alpha') \cdot \omega(\alpha)$$

$$\omega(\alpha \cup \alpha') = \omega(\alpha) \cap \omega(\alpha')$$

Proof See Lemmas 5.10 and 5.11 of [Plo79]. \qed

The proof that the state transformation semantics and the predicate transformer semantics are isomorphic, will be based on these properties.

2. **State transformation semantics and predicate transformer semantics**

In this section, we present the state transformation semantics and the predicate transformer semantics. After we have introduced these semantic models, we head for the main theorem of this paper. In this theorem, we show that the semantics are isomorphic.

The parallel programs are built from atomic actions $a$, sequential composition $;$, nondeterministic choice $+$, parallel composition $\|$, atomisation $[\ ]$, and procedure variables $x$.

**Definition 2.1** The class $(s \in) Stat$ of statements is defined by

$$s ::= a \mid s ; s \mid s + s \mid s \| s \mid [s] \mid x$$

and the class $(d \in) Decl$ of declarations is defined by

$$Decl = PVar \rightarrow Stat$$
and the class \( p \in \) Prog of programs is defined by
\[
\text{Prog} = \text{Decl} \times \text{Stat}.
\]

In the sequel, we fix the declaration part of a program and only consider the statement part.

### 2.1 State transformation semantics

First, we present the state transformation semantics. The semantics is defined by means of a labelled transition system. In the labelled transition system, we employ configurations \((s, n)\) in \(\text{Stat} \times \text{IN}\). The natural number \(n\) in the configuration \((s, n)\) denotes the maximal depth of recursion which is allowed during the execution of statement \(s\). The use of such configurations will facilitate the subsequent proof that the state transformation semantics and the predicate transformer semantics are isomorphic. The configurations of the labelled transition system are defined in

**Definition 2.2** The class \((c \in \) Conf of configurations is defined by
\[
c ::= (s, n) \mid c \mid c + c \mid \emptyset \mid [c].
\]

Furthermore, the empty statement \(\emptyset\), which denotes termination, is used as configuration of the labelled transition system. The labels of the labelled transition system are state transformations. We presuppose a mapping \(\text{ST} \) assigning to each atomic action a state transformation. For an atomic action \(a\) and a state \(\sigma\), \(\text{ST}(a)(\sigma)\) is the singleton set consisting of the state after the execution of \(a\) started in \(\sigma\). The transition relation of the labelled transition system is defined in

**Definition 2.3** The transition relation \(\rightarrow\) is the smallest subset of
\[
(\text{Conf} \cup \{\emptyset\}) \times \text{ST} \times (\text{Conf} \cup \{\emptyset\})
\]
satisfying
\[
\begin{align*}
(a, n) & \xrightarrow{\text{ST}(a)} \emptyset \\
(s_1, n); (s_2, n) & \xrightarrow{\alpha} s \mid c \\
(s_1; s_2, n) & \xrightarrow{\alpha} s \mid c \\
(s_1, n) || (s_2, n) & \xrightarrow{\alpha} s \mid c \\
(s_1 || s_2, n) & \xrightarrow{\alpha} s \mid c \\
(d(x), n) & \xrightarrow{\alpha} s \mid c \\
(x, n + 1) & \xrightarrow{\alpha} s \mid c \\
(c_1 & \xrightarrow{\alpha} s \mid c_1^1 \\
(c_1 + c_2 & \xrightarrow{\alpha} s \mid c_1^1 \\
c_2 + c_1 & \xrightarrow{\alpha} s \mid c_1^1 \\
c_1 || c_2 & \xrightarrow{\alpha} s \mid c_1^1 \\
c_2 || c_1 & \xrightarrow{\alpha} s \mid c_1^1 \\
c_2 || c_1 & \xrightarrow{\alpha} s \mid c_1^1 \\
c_2 || c_1 & \xrightarrow{\alpha} s \mid c_1^1
\end{align*}
\]
In the configuration \((x, 0)\) only recursion at depth 0, i.e. no recursion, is allowed. Consequently, the procedure variable \(x\) cannot be replaced by its declaration \(d(x)\). In this case, \((x, 0)\) can only do a \(\lambda \sigma \cdot \Sigma_1\)-step, which denotes nontermination (see Introduction). In the configuration \((x, n + 1)\), the procedure variable \(x\) can be replaced by its declaration \(d(x)\). However, in \(d(x)\) only recursion at depth at most \(n\) is allowed.

Although the parallel composition fits in the framework described above, for example, the conditional statement does not fit in this framework, because the obvious transition rule

\[
\text{if } b \text{ then } c_1 \text{ else } c_2 \xrightarrow{\alpha'} E \quad \text{ where } \alpha' = \lambda \sigma \cdot \begin{cases} a(\sigma) \text{ if } b \text{ is true in state } \sigma \\ 0 \text{ if } b \text{ is false in state } \sigma \end{cases}
\]

gives rise to a label \(\alpha'\) which is in general not a state transformation, since \(\alpha'\) may map a state to the empty set (see Conclusion).

Instead of state transformations as labels, we could also have used pairs of states (cf. [BKPR91]). By changing the definitions of the transition relation and the state transformation semantics to be introduced below, an equivalent state transformation semantics can be obtained.

By means of the labelled transition system, the (intermediate) state transformation semantics \(\mathcal{O}_{st}\) is defined. This state transformation semantics maps a configuration to a state transformation. This state transformation is obtained by composing the labels, i.e. state transformations, of the transition sequences starting from the configuration by means of composition and (finite) union.

**Definition 2.4** The (intermediate) state transformation semantics \(\mathcal{O}_{st} : \text{Conf} \rightarrow \text{ST}\) is defined by

\[
\mathcal{O}_{st}(c) = \bigcup \{ \alpha_1 \cdots \alpha_{k+1} \mid c \xrightarrow{\alpha_1} c_1 \xrightarrow{\alpha_2} \cdots \xrightarrow{\alpha_{k+1}} E \}.
\]

To prove the well-definedness of the state transformation semantics \(\mathcal{O}_{st}\), i.e. showing that composing the labels gives rise to a state transformation, we introduce a complexity measure.

**Definition 2.5** The complexity measure \(cm : (\text{Conf} \cup \{E\}) \rightarrow \text{IN}\) is defined by

\[
\begin{align*}
cm(a, n) & = 1 \\
cm(s_1 \cdot s_2, n) & = cm(s_1, n) + cm(s_2, n) + 1 \\
cm(s_1 + s_2, n) & = cm(s_1, n) + cm(s_2, n) + 1 \\
cm(s_1 \parallel s_2, n) & = cm(s_1, n) + cm(s_2, n) + 1 \\
cm([s], n) & = cm(s, n) + 2 \\
cm(x, n) & = \begin{cases} 1 & \text{if } n = 0 \\ cm(d(x), n - 1) & \text{otherwise} \end{cases} \\
cm(c_1 ; c_2) & = cm(c_1) + cm(c_2) \\
cm(c_1 + c_2) & = cm(c_1) + cm(c_2) \\
cm(c_1 \parallel c_2) & = cm(c_1) + cm(c_2) \\
cm([c]) & = cm(c) + 1 \\
cm(E) & = 0
\end{align*}
\]
The complexity measure can be shown to be well-defined as follows. First, for all $s$ and $n$, the well-definedness of $cm(s, n)$ is proved by induction on $n$ and structural induction on $s$. Second, for all $c$, $cm(c)$ is demonstrated to be well-defined by structural induction on $c$. The complexity measure is such that if there is a transition from configuration $c$ to configuration $\bar{c}$ (including the empty statement), then the complexity of $c$ is greater (with respect to the lexicographic order) than that of $\bar{c}$, as is shown in

**Property 2.6** For all $c$ and $\bar{c}$, if $c \overset{\alpha}{\rightarrow} \bar{c}$ for some $\alpha$, then $cm(c) > cm(\bar{c})$.

**Proof** This property can be proved by induction on the complexity of configuration $c$. □

The labelled transition system is finitely branching, as is shown in

**Property 2.7** For all $c$, the set $\{ (\alpha, \bar{c}) \mid c \overset{\alpha}{\rightarrow} \bar{c} \}$ is nonempty and finite.

**Proof** The property is proved by induction on the complexity of configuration $c$. We only consider the case $c \equiv [c']$. According to the definition of the transition relation,

$$\{ (\alpha, \bar{c}) \mid [c'] \overset{\alpha}{\rightarrow} \bar{c} \} = \{ (\alpha_1 \bullet \cdots \bullet \alpha_{k+1}, E) \mid c' \overset{\alpha_1}{\rightarrow} c_1 \overset{\alpha_2}{\rightarrow} \cdots \overset{\alpha_{k+1}}{\rightarrow} E \}.$$  \quad (2.1)

Consider the tree of which the nodes are labelled with configurations and the root is labelled with $c'$. The branches of the tree are labelled with state transformations, and there exists a branch from $\bar{c}$ to $\bar{c}'$ labelled with $\alpha$ if and only if $\bar{c} \overset{\alpha}{\rightarrow} \bar{c}'$. The paths of this tree correspond to the transition sequences started from configuration $c'$. Because $IN$ is well-founded and by Property 2.6, all transition sequences are finite, i.e. all paths in the tree are finite. By induction, the tree is finitely branching. By König’s lemma ([Kön26]), the tree has only a finite number of paths. Consequently, the set (2.1) is finite. Obviously, (2.1) is a nonempty set. □

The well-definedness of the state transformation semantics $O^*_{st}$ is concluded from the above two properties in

**Property 2.8** $O^*_{st}$ is well-defined.

**Proof** By Property 2.7, each transition sequence is nonempty. By Property 2.6, all transition sequences are finite. Similar to the proof of Property 2.7, the nonemptiness and finiteness of the set of transition sequences started in a fixed configuration can be proved. Because composition of a nonempty and finite sequence of state transformations gives rise to a state transformation and union of a nonempty and finite set of state transformations gives rise to a state transformation, $O^*_{st}$ assigns to each configuration a state transformation. □

By means of the above defined state transformation semantics $O^*_{st}$, the state transformation semantics $O_{st}$, which maps statements to state transformations, is defined.

**Definition 2.9** The state transformation semantics $O_{st} : Stat \rightarrow ST$ is defined by

$$O_{st}(s) = \bigcup_n O^*_{st}(s, n).$$

**Remark 2.10** The above definition shows some similarities with the approximation theorem in the labelled $\lambda$-calculus, i.e.
\[ [M] = \bigcup \{ [L] \mid L \in \omega(M) \}, \]

with \( \omega(M) \) the set of so-called \( \Omega \)-approximants of the term \( M \), as is found in [Hyl76].

The least upper bound \( \bigcup \) in Definition 2.9 exists, because \( ST \) is a complete partial order (Property 1.2), and \( (O^*_t(s,n))_n \) is an increasing chain as is shown in

**Property 2.11** For all \( n \), \( O^*_t(s,n) \subseteq O^*_t(s,n+1) \).

**Proof** If there exists a transition sequence \( (s,n) \xrightarrow{\alpha_1} c_1 \xrightarrow{\alpha_2} \cdots \xrightarrow{\alpha_{k+1}} E \) with \( \alpha_j = \lambda \sigma \cdot \Sigma \) for some \( j \), then \( O^*_t(s,n) = \lambda \sigma \cdot \Sigma \), since \( \bullet \) and \( \cup \) are strict (Property 1.4). Consequently, \( O^*_t(s,n) \subseteq O^*_t(s,n+1) \). Otherwise, \( O^*_t(s,n) = O^*_t(s,n+1) \).

### 2.2 Predicate Transformer Semantics

Second, we present the predicate transformer semantics. Also this semantics is defined by means of a labelled transition system. The configurations of the labelled transition system are defined as in the previous subsection. The labels of the labelled transition system are predicate transformers. With each atomic action \( a \), a predicate transformer \( \mathcal{PT}(a) \) is associated, by defining \( \mathcal{PT}(a) = \omega(ST(a)) \). The transition relation of the labelled transition system is defined in

**Definition 2.12** The transition relation \( \rightarrow \) is the smallest subset of

\[
(Conf \cup \{E\}) \times PT \times (Conf \cup \{E\})
\]

satisfying

- \( (a,n) \xrightarrow{\mathcal{PT}(a)} E \)
- \( (x,0) \xrightarrow{\lambda \sigma \cdot \theta} E \)
- \( (s_1,n); (s_2,n) \beta \xrightarrow{} E \mid c \)
- \( (s_1,n) \beta \xrightarrow{} E \mid c \)
- \( (s_1 \parallel s_2,n) \beta \xrightarrow{} E \mid c \)
- \( (d(x),n) \beta \xrightarrow{} E \mid c \)
- \( (x,n+1) \beta \xrightarrow{} E \mid c \)
- \( c \beta \xrightarrow{} c_1 \beta \xrightarrow{} \cdots \beta_{k+1} \xrightarrow{} E \)
- \( [c] \beta \xrightarrow{} E \)
The main difference with the transition relation defined in the previous subsection is the transition rule for the sequential composition. The configuration \( c_1 ; c_2 \) can do a \( \beta \)-step if and only if \( c_2 \) can do a \( \beta \)-step (order reversal). Furthermore, the axioms for atomic actions and procedure variables and the rule for atomisation exhibit the natural differences in that

- for the atomic action \( a \) we use the label \( PT(a) \) instead of \( ST(a) \),
- for the configuration \( (x,0) \) we employ the label \( \lambda S \cdot \emptyset \) instead of \( \lambda \sigma \cdot \Sigma_\perp \) (note that \( \omega(\lambda \sigma \cdot \Sigma_\perp) = \lambda S \cdot \emptyset \)), and
- in the rule for atomisation we apply the composition \( \bullet \) on predicate transformers instead of state transformations.

By means of the labelled transition system, the (intermediate) predicate transformer semantics \( O_{pt}^\ast \) is defined. This predicate transformer semantics maps a configuration to a predicate transformer. This predicate transformer is obtained by composing the labels, i.e. predicate transformers, of the transition sequences starting from the configuration by means of composition and (finite) intersection.

**Definition 2.13** The (intermediate) predicate transformer semantics \( O_{pt}^\ast : Conf \rightarrow PT \) is defined by

\[
O_{pt}^\ast(c) = \bigcap \{ \beta_1 \bullet \cdots \bullet \beta_{k+1} \mid c \xrightarrow{\beta_1} c_1 \xrightarrow{\beta_2} \cdots \xrightarrow{\beta_{k+1}} E \}.
\]

The well-definedness of the predicate transformer semantics \( O_{pt}^\ast \) can be proved along the lines of the well-definedness proof of the state transformation semantics \( O_{st}^\ast \) in the previous subsection.

**Remark 2.14** The above definition shows some similarities with the definition of the weakest invariant in terms of the weakest liberal precondition, i.e.

\[
\text{win}(\sigma, Q) = \bigwedge_{\lambda \in \sigma^*} \text{wlp}(\lambda, Q),
\]

as at page 408 of [Lam90].

By means of the above defined predicate transformer semantics \( O_{pt}^\ast \), the predicate transformer semantics \( O_{pt} \), which maps statements to predicate transformers, is defined.

**Definition 2.15** The predicate transformer semantics \( O_{pt} : Stat \rightarrow PT \) is defined by

\[
O_{pt}(s) = \bigcup_n O_{pt}^\ast(s,n).
\]
2.3 ISOMORPHISM THEOREM

Third, we prove the main theorem of our paper establishing the state transformation semantics $O_{st}$ and the predicate transformer semantics $O_{pt}$ being isomorphic. As already mentioned in the introduction, a problem in the proof of this theorem is that the semantics $O_{st}$ and $O_{pt}$ are not compositional. As an intermediate tool, we introduce the semantics $C_{st}$ and $C_{pt}$. These semantics will turn out to be compositional. The compositionality of these semantic models will facilitate the subsequent proof that they are isomorphic. From this isomorphism result we will obtain the isomorphism of $O_{st}$ and $O_{pt}$.

The semantics $C_{st}$ and $C_{pt}$ are defined by means of the labelled transition systems defining the intermediate semantics $O_{st}$ and $O_{pt}$, respectively. They map a configuration to a set of sequences of state transformations and predicate transformers. To each configuration the set of label sequences corresponding to the transition sequences starting from the configuration is assigned. The sets of nonempty and finite sequences of state transformations and predicate transformers are denoted by $ST^+$ and $PT^+$, and the sets of nonempty and finite subsets of these sets are denoted by $P_{nf}(ST^+)$ and $P_{nf}(PT^+)$. 

**Definition 2.16** The semantics $C_{st} : Conf \rightarrow P_{nf}(ST^+)$ is defined by

$$C_{st}(c) = \{ \alpha_1 \cdots \alpha_{k+1} \mid c \xrightarrow{\alpha_1} c_1 \xrightarrow{\alpha_2} \cdots \xrightarrow{\alpha_{k+1}} E \}$$

and the semantics $C_{pt} : Conf \rightarrow P_{nf}(PT^+)$ is defined by

$$C_{pt}(c) = \{ \beta_1 \cdots \beta_{k+1} \mid c \xrightarrow{\beta_1} c_1 \xrightarrow{\beta_2} \cdots \xrightarrow{\beta_{k+1}} E \}.$$ 

The well-definedness of these semantics can be proved along the lines of the well-definedness proofs of the intermediate semantics $O_{st}$ and $O_{pt}$. We now show that the above introduced semantics are compositional by introducing for each syntactic operator a corresponding semantic operator (denoted by the same symbol).

**Definition 2.17** The mapping $; : P_{nf}(ST^+) \times P_{nf}(ST^+) \rightarrow P_{nf}(ST^+)$ is defined by

$$X ; X' = \{ x ; x' \mid x \in X \land x' \in X' \}$$

where

$$\alpha ; x' = \alpha x'$$
$$\alpha x ; x' = \alpha(x ; x')$$

The mapping $+ : P_{nf}(ST^+) \times P_{nf}(ST^+) \rightarrow P_{nf}(ST^+)$ is defined by

$$X + X' = X \cup X'.$$

The mapping $\parallel : P_{nf}(ST^+) \times P_{nf}(ST^+) \rightarrow P_{nf}(ST^+)$ is defined by

$$X \parallel X' = \bigcup \{ x \parallel x' + x' \parallel x \mid x \in X \land x' \in X' \}$$

where

$$\alpha \parallel x' = \{ \alpha x' \}$$
$$\alpha x \parallel x' = \alpha(x \parallel x')$$
The mapping \( [ ] : \mathcal{P}_{nst} (ST^+) \rightarrow \mathcal{P}_{nst} (ST^+) \) is defined by
\[
[X] = \{ [x] \mid x \in X \}
\]
where
\[
[\alpha] = \alpha \quad \alpha [x] = \alpha \cdot [x]
\]

The compositionality of \( \mathcal{C}_{st} \) is shown in

**Property 2.18** For the semantics \( \mathcal{C}_{st} \) we have that

\[
\begin{align*}
\mathcal{C}_{st}(a,n) &= \{ ST(a) \} \\
\mathcal{C}_{st}(s_1 : s_2,n) &= \mathcal{C}_{st}(s_1,n) ; \mathcal{C}_{st}(s_2,n) \\
\mathcal{C}_{st}(s_1 + s_2,n) &= \mathcal{C}_{st}(s_1,n) + \mathcal{C}_{st}(s_2,n) \\
\mathcal{C}_{st}(s_1 \| s_2,n) &= \mathcal{C}_{st}(s_1,n) \| \mathcal{C}_{st}(s_2,n) \\
\mathcal{C}_{st}([s],n) &= [\mathcal{C}_{st}(s,n)] \\
\mathcal{C}_{st}(x,0) &= \{ \lambda \sigma \cdot \Sigma_\ast \} \\
\mathcal{C}_{st}(x,n+1) &= \mathcal{C}_{st}(d(x),n) \\
\mathcal{C}_{st}(c_1 ; c_2) &= \mathcal{C}_{st}(c_1) ; \mathcal{C}_{st}(c_2) \\
\mathcal{C}_{st}(c_1 + c_2) &= \mathcal{C}_{st}(c_1) + \mathcal{C}_{st}(c_2) \\
\mathcal{C}_{st}(c_1 \| c_2) &= \mathcal{C}_{st}(c_1) \| \mathcal{C}_{st}(c_2) \\
\mathcal{C}_{st}([c]) &= [\mathcal{C}_{st}(c)]
\end{align*}
\]

**Proof** The property is proved by induction on the complexity of the configuration. Below, the notation

\[
\begin{align*}
\alpha X &= \{ \alpha x \mid x \in X \} \\
\alpha \cdot X &= \{ \alpha \cdot x \mid x \in X \}
\end{align*}
\]
is used. Only a few cases are elaborated on.

1. Let \( c \equiv (s_1 \| s_2,n) \).
\[
\begin{align*}
\mathcal{C}_{st}(s_1 \| s_2,n) &= \mathcal{C}_{st}((s_1,n) \| (s_2,n)) \\
&= \mathcal{C}_{st}(s_1,n) \| \mathcal{C}_{st}(s_2,n). \quad \text{[induction]}
\end{align*}
\]
2. Let \( c \equiv c_1 ; c_2 \).
\[
\begin{align*}
\mathcal{C}_{st}(c_1 ; c_2) &= \bigcup \{ \alpha \mathcal{C}_{st}(c_2) \mid c_1 \overset{\alpha}{\rightarrow} E \} \cup \bigcup \{ \alpha \mathcal{C}_{st}(c_1') ; c_2 \mid c_1 \overset{\alpha}{\rightarrow} c_1' \} \\
&= \bigcup \{ \alpha \mathcal{C}_{st}(c_2) \mid c_1 \overset{\alpha}{\rightarrow} E \} \cup \bigcup \{ \alpha (\mathcal{C}_{st}(c_1') ; \mathcal{C}_{st}(c_2)) \mid c_1 \overset{\alpha}{\rightarrow} c_1' \} \quad \text{[Property 2.6, induction]}
\end{align*}
\]
3. Let \( c \equiv [c'] \).
\[
\begin{align*}
\mathcal{C}_{st}([c']) &= \{ \alpha_1 \cdot \cdots \cdot \alpha_{k+1} \mid c' \overset{\alpha_1}{\rightarrow} c_1 \overset{\alpha_2}{\rightarrow} \cdots \overset{\alpha_{k+1}}{\rightarrow} E \}
\end{align*}
\]
In order to show that \( C_{pt} \) is compositional, semantic operators similar to the ones introduced in Definition 2.17 can be introduced. The compositionality of \( C_{pt} \) is demonstrated in

**Property 2.19** For the semantics \( C_{pt} \) we have that

\[
\begin{align*}
C_{pt}(a, n) &= \{ PT(a) \} \\
C_{pt}(s_1 : s_2, n) &= C_{pt}(s_2, n) \cdot C_{pt}(s_1, n) \\
C_{pt}(s_1 + s_2, n) &= C_{pt}(s_1, n) + C_{pt}(s_2, n) \\
C_{pt}(s_1 \parallel s_2, n) &= C_{pt}(s_1, n) \parallel C_{pt}(s_2, n) \\
C_{pt}([s], n) &= [C_{pt}(s, n)] \\
C_{pt}(x, 0) &= \{ \Lambda S : \emptyset \} \\
C_{pt}(x, n + 1) &= C_{pt}(d(x), n) \\
C_{pt}(c_1 ; c_2) &= C_{pt}(c_2) ; C_{pt}(c_1) \\
C_{pt}(c_1 + c_2) &= C_{pt}(c_1) + C_{pt}(c_2) \\
C_{pt}(c_1 \parallel c_2) &= C_{pt}(c_1) \parallel C_{pt}(c_2) \\
C_{pt}([c]) &= [C_{pt}(c)]
\end{align*}
\]

**Proof** Similar to the proof of Property 2.18.

The main difference with the previous property is the clause for the sequential composition. The semantics of the sequential composition of \( c_1 \) and \( c_2 \) is the sequential composition of the semantics of \( c_2 \) and the semantics of \( c_1 \) (order reversal).

Next, we show that the compositional semantics \( C_{st} \) and \( C_{pt} \) are isomorphic. For this purpose, we first prove their codomains, i.e. \( \mathcal{P}_{nf}(ST^+) \) and \( \mathcal{P}_{nf}(PT^+) \), to be isomorphic. The isomorphism \( \Omega \) reverses each sequence of state transformations and applies \( \omega \) (cf. Definition 1.10) to each state transformation of the reversed sequence. Its inverse \( \Omega^{-1} \) reverses each sequence of predicate transformers and applies \( \omega^{-1} \) to each predicate transformer of the reversed sequence.

**Definition 2.20** The mapping \( \Omega : \mathcal{P}_{nf}(ST^+) \rightarrow \mathcal{P}_{nf}(PT^+) \) is defined by

\[
\Omega(X) = \{ \omega(\alpha_{k+1}) \cdots \omega(\alpha_1) \mid \alpha_1 \cdots \alpha_{k+1} \in X \}
\]

and the mapping \( \Omega^{-1} : \mathcal{P}_{nf}(PT^+) \rightarrow \mathcal{P}_{nf}(ST^+) \) is defined by

\[
\Omega^{-1}(Y) = \{ \omega^{-1}(\beta_{k+1}) \cdots \omega^{-1}(\beta_1) \mid \beta_1 \cdots \beta_{k+1} \in Y \}.
\]

**Property 2.21** The mapping \( \Omega : \mathcal{P}_{nf}(ST^+) \cong \mathcal{P}_{nf}(PT^+) \) is an isomorphism of sets.

**Proof** Immediate consequence of Theorem 1.11.
By means of this isomorphism, we can prove the compositional semantics $C_{st}$ and $C_{pt}$ to be isomorphic.

The isomorphism of $C_{st}$ and $C_{pt}$ is based on the following properties of the isomorphism $\Omega$.

**Property 2.22** For all $X$ and $X'$,

\[
\begin{align*}
\Omega(X; X') &= \Omega(X') \cdot \Omega(X) \\
\Omega(X + X') &= \Omega(X) + \Omega(X') \\
\Omega(X \| X') &= \Omega(X) \| \Omega(X') \\
\Omega([X]) &= [\Omega(X)]
\end{align*}
\]

**Proof** Only the last case is considered.

\[
\begin{align*}
\Omega([X]) &= \Omega(\{ a_1 \cdots a_{k+1} \mid a_1 \cdots a_{k+1} \in X \}) \\
&= \{ \omega(a_1) \cdots a_{k+1} \mid a_1 \cdots a_{k+1} \in X \} \\
&= [\{ \omega(a_{k+1}) \cdots \omega(a_1) \mid a_1 \cdots a_{k+1} \in X \}] \\
&= [\Omega(X)].
\end{align*}
\]

Note that the $\Omega$-image of the sequential composition of $X$ and $X'$ is the sequential composition of the $\Omega$-image of $X'$ and the $\Omega$-image of $X$ (order reversal). For the other operators, $\Omega$ is a homomorphism.

**Property 2.23** $\Omega \circ C_{st} = C_{pt}$ and $\Omega^{-1} \circ C_{pt} = C_{st}$.

**Proof** We prove the property by induction on the complexity of configuration $c$. Only the case $c \equiv c_1 ; c_2$ is considered.

\[
\begin{align*}
\Omega(C_{st}(c_1 ; c_2)) &= \Omega(C_{st}(c_1); C_{st}(c_2)) \quad \text{[Property 2.18]} \\
&= \Omega(C_{st}(c_2)); \Omega(C_{st}(c_1)) \quad \text{[Property 2.22]} \\
&= C_{pt}(c_2); C_{pt}(c_1) \quad \text{[induction]} \\
&= C_{pt}(c_1 ; c_2). \quad \text{[Property 2.19]}
\end{align*}
\]

Furthermore,

\[
\begin{align*}
\Omega^{-1}(C_{pt}(c)) &= \Omega^{-1}(\Omega(C_{st}(c))) \\
&= C_{st}(c). \quad \text{[Property 2.21]}
\end{align*}
\]
We introduce abstraction operators \( \text{abs}_{st} \) and \( \text{abs}_{pt} \). These operators composing sets of label sequences as is done in the definitions of the intermediate semantics \( O^*_{st} \) and \( O^*_{pt} \), are defined in

**Definition 2.24** The mapping \( \text{abs}_{st} : \mathcal{P}_{nf}(ST^+) \rightarrow ST \) is defined by

\[
\text{abs}_{st}(X) = \bigcup \{ \alpha_1 \cdots \alpha_{k+1} \mid \alpha_1 \cdots \alpha_{k+1} \in X \}
\]

and the mapping \( \text{abs}_{pt} : \mathcal{P}_{nf}(PT^+) \rightarrow PT \) is defined by

\[
\text{abs}_{pt}(Y) = \bigcap \{ \beta_1 \cdots \beta_{k+1} \mid \beta_1 \cdots \beta_{k+1} \in Y \}.\n\]

The isomorphisms \( \omega \) and \( \Omega \) are related by means of the abstraction operators.

\[
\begin{array}{ccc}
\mathcal{P}_{nf}(ST^+) & \xrightarrow{\Omega} & \mathcal{P}_{nf}(PT^+) \\
\text{abs}_{st} & \downarrow & \downarrow \text{abs}_{pt} \\
ST & \xrightarrow{\omega} & PT
\end{array}
\]

**Property 2.25** \( \omega \circ \text{abs}_{st} = \text{abs}_{pt} \circ \Omega. \)

**Proof**

\[
\omega(\text{abs}_{st}(X)) \\
= \omega\left( \bigcup \{ \alpha_1 \cdots \alpha_{k+1} \mid \alpha_1 \cdots \alpha_{k+1} \in X \} \right) \\
= \bigcap \{ \omega(\alpha_1 \cdots \alpha_{k+1}) \mid \alpha_1 \cdots \alpha_{k+1} \in X \} \quad [\text{Property 1.12}] \\
= \bigcap \{ \omega(\alpha_{k+1}) \cdots \omega(\alpha_1) \mid \alpha_1 \cdots \alpha_{k+1} \in X \} \quad [\text{Property 1.12}] \\
= \text{abs}_{pt}\left( \{ \omega(\alpha_{k+1}) \cdots \omega(\alpha_1) \mid \alpha_1 \cdots \alpha_{k+1} \in X \} \right) \\
= \text{abs}_{pt}(\Omega(X)).
\]

The compositional semantics \( C_{st} \) and \( C_{pt} \) are related to the intermediate semantics \( O^*_{st} \) and \( O^*_{pt} \) by means of the abstraction operators.

\[
\begin{array}{ccc}
\mathcal{P}_{nf}(ST^+) & \xrightarrow{C_{st}} & \mathcal{P}_{nf}(PT^+) \\
\text{abs}_{st} & \downarrow & \downarrow \text{abs}_{pt} \\
ST & \xrightarrow{\text{Conf}} & PT
\end{array}
\]

**Property 2.26** \( \text{abs}_{st} \circ C_{st} = O^*_{st} \) and \( \text{abs}_{pt} \circ C_{pt} = O^*_{pt}. \)

**Proof** Trivial.
Finally, we prove that the state transformation semantics $O_{st}$ and the predicate transformer semantics $O_{pt}$ are isomorphic by combining the Properties 2.23, 2.25, and 2.26.
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**Theorem 2.27** $\omega \circ O_{st} = O_{pt}$ and $\omega^{-1} \circ O_{pt} = O_{st}$.

**Proof**

\[
\begin{align*}
\omega(O_{st}(s)) &= \omega(\bigsqcup_n O_{st}^*(s, n)) \\
&= \bigsqcup_n \omega(O_{st}^*(s, n)) \quad [\text{Theorem 1.11}] \\
&= \bigsqcup_n \omega(\text{abs}_{st}(C_{st}(s, n))) \quad [\text{Property 2.26}] \\
&= \bigsqcup_n \text{abs}_{pt}(\Omega(C_{st}(s, n))) \quad [\text{Property 2.25}] \\
&= \bigsqcup_n \text{abs}_{pt}(C_{pt}(s, n)) \quad [\text{Property 2.23}] \\
&= \bigsqcup_n O_{pt}^*(s, n) \quad [\text{Property 2.26}] \\
&= O_{pt}(s).
\end{align*}
\]

Furthermore,

\[
\begin{align*}
\omega^{-1}(O_{pt}(s)) &= \omega^{-1}(\omega(O_{st}(s))) \\
&= O_{st}(s). \quad [\text{Theorem 1.11}]
\end{align*}
\]

**Conclusion**

A state transformation semantics and a predicate transformer semantics for programs built from atomic actions, sequential composition, nondeterministic choice, parallel composition, atomisation, and recursion have been presented. These semantics were shown to be isomorphic. Although parallel composition fits in the presented framework, for example, the conditional statement does not fit in the framework (see Section 2).

In order to treat the conditional statement, we could drop the restriction to nonempty sets in Definition 1.1. The modified complete partial order of state transformations is isomorphic to the complete partial order of continuous and multiplicative predicate transformers (cf. [BK92]). By means of this isomorphism we could extend the presented results and deal also with the conditional statement.
The framework presented in our paper might also be amended to treat a variety of other language constructs using the various isomorphism results mentioned in the introduction.
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