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Abstract
The paper discusses problems which appear in statistics of random polyhedra. Several parametric models of random polyhedra are considered. Particular attention is paid to the model of convex-stable compact random sets, which appear as weak limits of normalized convex hulls of systems of random points. It depends on two parameters only, but nevertheless provides sufficient flexibility of shape, and allows computations of several motion-invariant characteristics. The application of the model is demonstrated for real samples of particles.
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1. Introduction

This paper discusses some models and related statistical methods for random convex polyhedra. Statistical studies of compact sets are difficult due to the lack of models which allow evaluations and provide sufficiently variable shapes. Other problems appear, since for an observer typically positions and/or orientations of the set-valued observations are unknown. This means that samples of figures rather than samples of sets are considered.
(A figure is an equivalence class containing all sets equal up to Euclidean motions.) Indeed, in the statistical analysis of sand grains or powder particles the question of location and orientation does not make sense at all.

Similar problems are treated in the statistical theory of shape developed by Kendall [15] and Bookstein [3]. There a figure is represented by a finite collection of “specific” points, called landmarks. Then motion- and scale-invariant statistics of these point configurations are considered, see [3, 27, 28]. However, this approach ignores the initial model of a random set, and in particle statistics it is not natural to define landmarks.

We use an approach based on motion-invariant characteristics. This is also the approach used by engineers in applied studies, see [13]. To eliminate size effects and emphasize the shape distribution we argue for using of shape-ratios (normalized measurements) which are also invariant with respect to scale transformations. For example, the area is not scale-invariant, but the area divided by the square of perimeter is scale-invariant.

Random polyhedra (or polygons in the planar case) form a simple class of random compact sets in the Euclidean space. By now there are very few parametric models of random polyhedra. Some of them are mentioned in [28], while Hawkins [13] used only a descriptive approach and did not at all consider models or distributions. The known standard models are obtained as typical polyhedra in tessellations. Unfortunately, these models depend on one parameter only, and more sophisticated models of this type are too complicated for computations of their invariant characteristics. In this paper we suggest an alternative, namely a simple two-parametric model based on weak limits of convex hulls of random points. This model allows numerical computations of several important shape and size parameters, and at the same time it gives polyhedra of sufficiently variable shapes. The first parameter of the model controls the polyhedron’s size, while the second determines its shape.

The paper is organized as follows. Section 2 recalls some generalities on random compact sets. Section 3 presents several parametric models of random polyhedra. Distributional characteristics of so-called convex-stable polyhedra are treated in Section 4. Simulation results for some shape characteristics are given in Section 5. Finally, in Section 6 three samples of nearly polyhedral particles are analyzed.

2. Random Compact Sets

A random compact set \( X \) is a random element in the space \( \mathcal{K} \) of all non-empty compact subsets of the Euclidean space \( \mathbb{R}^d \). The measurability condition ensures that \( \{ X \cap K \neq \emptyset \} \) is a random event for each \( K \in \mathcal{K} \). The famous Choquet theorem [16] yields that the distribution of a random compact set is determined by the values of the capacity (or hitting) functional \( P \{ X \cap K \neq \emptyset \} \) for \( K \) running through \( \mathcal{K} \). Also the containment functional \( P \{ X \subset K \} \), \( K \in \mathcal{K} \), suffices to determine uniquely the distribution of a random compact set \( X \). Moreover, if \( X \) is a convex compact random set, then its distribution is determined by the containment functional with \( K \) running through the smaller class of convex compacts, see [19, 29].

A random set \( X \) is said to be isotropic if its distribution is invariant with respect to non-random rotations around the origin.
The statistical analysis of random sets often begins with a study of some numerical characteristics. In practice, an observer uses several values of functionals \( f_1(X_i), \ldots, f_m(X_i) \) for each observation \( X_i \) of a random compact set \( X \). Then the problem can be reduced to observations of a random vector with the subsequent use of techniques of multivariate statistics. However, the corresponding distributions are very difficult to compute and to handle.

For convex compact random sets it is natural to work with the values \( f_j(X) = h(X, u_j), \) \( 1 \leq j \leq m \), of the support function

\[
h(X, u) = \sup \{ \langle u, x \rangle : x \in X \}
\]

of \( X \) at different points \( u_1, \ldots, u_m \) of the unit sphere \( S^{d-1} \). Here \( \langle u, x \rangle \) denotes the scalar product in \( \mathbb{R}^d \). Of course, these values do not allow to retrieve the shape of \( X \).

The support function \( h(X, u) \) is not invariant with respect to motions of \( X \). However, if the location (orientation) of \( X \) is not known, then all measurements \( f_j(X) \) should be invariant with respect to shifts (rotations) of \( X \). Examples of such measurements are: area (denoted by \( A(X) \)), volume, perimeter (\( U(X) \)), number of connected components, surface area or other geometric functionals and shape-ratios, see [13, 22, 28]. In the planar case we will often use the compacity or area-perimeter ratio of \( X \) given by

\[
C(X) = \frac{4\pi A(X)}{U(X)^2}.
\]  

Note that \( 0 \leq C(X) \leq 1 \), and \( C(X) = 1 \) if and only if \( X \) is a disk. For other shape ratios see [28] and [13]. The computational techniques for real data are discussed in [21, 22, 26].

3. Parametric Models

In this section some parametric models of random compact polyhedra (polygons in the planar case) are considered. All they are centered with respect to the origin. Nevertheless, these random polygons can serve as representatives of the corresponding (non-centered) random figures.

3.1. Poisson polyhedron. This is the “typical” random polyhedron \( X \) generated by the stationary and isotropic Poisson hyperplane tessellation of intensity \( \lambda \), see [16, 27, 28]. To obtain random sets, all polyhedra generated by the family of hyperplanes are shifted in such a way that their centres of gravity lay in the origin. These shifted polyhedra are interpreted as realizations of the “typical” random polyhedron \( X \). The moments of its main geometric characteristics were given in [16], see also [17], [27, p.271].

3.2. Poisson-Dirichlet polyhedron. Let us consider the Dirichlet (or Voronoi) mosaic generated by the stationary Poisson point process of intensity \( \lambda \). For each point \( x_i \) we construct the open set containing all points of the plane whose distance to \( x_i \) is less than the distances to other points. If shifted by \( x_i \), the closures of these sets give realizations of the so-called Poisson-Dirichlet polyhedron, see [28].

Several important numerical parameters of the Poisson polygon and the Poisson-Dirichlet polygon (in the planar case, \( d = 2 \)) are given in Table 3.1. These values are taken
from [28]. Note that the second moments for the Poisson-Dirichlet polygon are obtained only by simulation or numerical integration. The functionals in the last two columns are motion- and scale-invariant. Also the number of vertices is a motion- and scale-invariant functional, but we do not recommend its practical use, since small defects on boundaries of real figures can produce too many vertices.

Table 3.1:
Numerical characteristics of the Poisson and the Poisson-Dirichlet polygons.

<table>
<thead>
<tr>
<th></th>
<th>$\mathbf{E}A(X)$</th>
<th>$\mathbf{E}U(X)$</th>
<th>$\mathbf{E}(U(X))^2)$</th>
<th>$\frac{\sigma_{U(X)}}{\mathbf{E}U(X)}$</th>
<th>$\frac{\mathbf{E}U(X)}{\sqrt{\mathbf{E}A(X)}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poisson polygon</td>
<td>$4\lambda^{-2}/\pi$</td>
<td>$4\lambda^{-1}$</td>
<td>$(2\pi^2 + 8)\lambda^{-2}$</td>
<td>$\sqrt{2\pi^2 - 8}/4 \approx 0.857$</td>
<td>$2\sqrt{\pi} \approx 3.545$</td>
</tr>
<tr>
<td>Poisson-Dirichlet polygon</td>
<td>$\lambda^{-1}$</td>
<td>$4\lambda^{-1/2}$</td>
<td>$\approx 16.947\lambda^{-1}$</td>
<td>$\approx 0.243$</td>
<td>4</td>
</tr>
</tbody>
</table>

The distributions of both Poisson polygon and Poisson-Dirichlet polygon depend on one parameter only, the corresponding intensity parameter $\lambda$ (having different meanings for both models). Moreover, both models can be obtained by scale transforms from the corresponding sets with $\lambda = 1$. For example, the Poisson-Dirichlet polygon $X$ has the same distribution as $\lambda^{-1/2}X_1$, where $X_1$ is the Poisson-Dirichlet polygon obtained by the point process with unit intensity. Thus, $\lambda$ affects only size characteristics of the corresponding random sets, while their scale-invariant characteristics, e.g., the mean value of compacity, $C(X)$, do not depend on $\lambda$. For the Poisson-Dirichlet polygon 1000 simulations gave the result $\mathbf{E}C(X) \approx 0.72$ with the standard deviation $\sigma_{C(X)} = 0.10$.

3.3. Convex hulls of a finite number of points (finite convex hulls). Another model of a random isotropic polyhedron is the convex hull of $N$ independent points uniformly distributed within the ball $B_r(o)$ of radius $r$ centered at the origin, see [28]. For given $N$, the containment functional of this polyhedron $X$ is given by

$$P\{X \subset K\} = \left(\frac{\mu_d(K)}{b_d r^d}\right)^N, \quad K \subset B_r(o),$$

where $K$ is a convex subset of $B_r(o)$, $\mu_d$ is the Lebesgue measure in $\mathbb{R}^d$ and $b_d$ is the volume of the unit ball in $\mathbb{R}^d$. However, further exact distributional characteristics are not so easy to find; mostly only asymptotic properties for large $n$ can be investigated, see [6, 7, 14, 23, 25]. The values of $r$ and $N$ are the two model parameters. The radius of the ball affects the size of polyhedra, while $N$ determines their shapes. Convex hulls of random balls were considered in [1, 12].
3.4. Convex-stable sets. Convex-stable sets (more precisely, strictly convex-stable in the terminology of [18, 19]) appear as weak limits of scaled convex hulls

\[ a_n^{-1} \text{conv}(Z_1 \cup \cdots \cup Z_n) \]

of iid random compact sets \( Z_1, Z_2, \ldots \) having a regularly varying distribution in a certain sense, see [19] for a detailed discussion. The \( a_n > 0, \ n \geq 1, \) are positive constants such that \( a_n \to \infty \) as \( n \to \infty \).

We will deal only with the simplest model where \( X \) is the weak limit of convex hulls of random singletons (\( Z_i = \{ \xi_i \} \)). This case was studied also in [2, 4, 5, 8]. However, until now the corresponding convex hulls have not been used as models of convex polyhedra.

In order to obtain non-degenerate limit distributions, the probability density \( f \) of the \( \xi_i \)'s must be regular varying at infinity, i.e., for any vector \( e \not= o, \)

\[ \lim_{t \to \infty} \frac{f(tu_i)}{f(te)} = \phi(u) \neq 0 \text{ or } \infty, \quad (3.1) \]

for \( u_t \to u \not= o \) as \( t \to \infty, \) see [11, 19, 24]. Then \( \phi \) is continuous and homogeneous, that is,

\[ \phi(su) = s^{-\alpha-d} \phi(u), \quad s > 0, \quad u \in \mathbb{R}^d. \quad (3.2) \]

Furthermore, the function \( L(u) = f(u)/\phi(u) \) is slowly varying, i.e., it satisfies (3.1) with the right side equal to 1. If \( \alpha > 0 \) in (3.2) then, for \( a_n = \sup \{ t : t^{-\alpha}L(te) \geq n^{-1} \} \), the convex hulls

\[ a_n^{-1} \text{conv}(\xi_1, \ldots, \xi_n) \quad (3.3) \]

converge weakly (in distribution) as \( n \to \infty \) to the convex-stable random set \( X \) with the containment functional

\[ \mathcal{P} \{ X \subset K \} = \exp \left\{ - \int_{K^c} \phi(u) du \right\}, \quad (3.4) \]

where \( K^c \) is the complement of \( K \), see [18, 19]. Note that \( X \) is isotropic if and only if \( \phi(u) \) depends on the norm \( \|u\| \) only.

The limiting random set \( X \) can be equivalently represented as the convex hull of a scale invariant Poisson point process, see [9, p.325]. This is a non-stationary Poisson process whose intensity function satisfies (3.2). Then (3.4) follows directly from the Poisson property. Unfortunately, it is not easy to simulate such a point process directly, since its intensity measure is infinite in the origin.

To satisfy (3.1), the density \( f \) must have power tails. In the isotropic case we will use the density

\[ f(u) = \frac{c}{c_1 + \|u\|^a + d}, \quad u \in \mathbb{R}^d, \quad (3.5) \]

for some \( \alpha > 0 \) and suitable positive constants \( c \) and \( c_1 \). The constant \( c \) is a scaling parameter, while the normalizing parameter \( c_1 \) is chosen in such a way that \( f \) is a probability density function. Then (3.1) is valid, \( a_n \sim n^{1/\alpha} \) as \( n \to \infty \), and, for \( \|e\|^{a+d} = c, \) (3.1) yields \( \phi(u) = c\|u\|^{-a-d}. \) Thus, for \( a_n = n^{1/\alpha} \), the random set (3.3) converges weakly to the isotropic convex-stable set \( X \) with the containment functional (3.4).
Thus, the model has two parameters: the size parameter $c$ and the shape parameter $\alpha$. The choice of a positive $\alpha$ implies that $X$ is almost surely a compact convex polyhedron, see [10].

A possible engineering motivation for the model of convex-stable polyhedra may be the following. Suppose that particles were obtained as the result of high pressures applied to dust clouds. These high pressures correspond to scale transformations (3.3) of the clouds with parameter $a_n \to \infty$. Then the shape of the limiting convex hull is determined only by those elementary dust particles which are very far from the origin. If the distribution of dust particles has a regular varying density, then the limit is non-degenerated and corresponds to a convex-stable polyhedron.

4. **Numerical Characteristics of Convex-Stable Random Polyhedra**

Here we give some mean values of numerical parameters of a convex-stable random polyhedron $X$ with containment functional (3.4). We consider only the isotropic case for which the formulae are simpler.

4.1. **Support function.** The distribution of the support function of $X$ is given by

$$
\mathbb{P} \{ h(X, u) < x \} = \mathbb{P} \{ X \subset (H_u(x))^c \} = \exp \left\{ - \int \frac{\phi(w)}{H_u(x)} dw \right\},
$$

where $\phi(w) = c\|w\|^{-\alpha-d}$, and $H_u(x) = \{ v : \langle u, v \rangle \geq x \}$, $x > 0$. Integration gives the result

$$
\mathbb{P} \{ h(X, u) < x \} = \exp \left\{ -x^{-\alpha}a(\alpha) \right\},
$$

where

$$
a(\alpha) = \alpha^{-1} \int_{\|v\|=1, \langle u, v \rangle \geq 0} \phi(v) \langle u, v \rangle^\alpha dv.
$$

The integral does not depend on $u \in S^{d-1}$, and the integration is taken with respect to the surface area measure on $S^{d-1}$. Thus,

$$
\mathbb{E}h(X, u) = \Gamma(1 - \alpha^{-1})a(\alpha)^{1/\alpha}, \quad u \in S^{d-1}, \tag{4.1}
$$

where $\Gamma$ is the gamma-function. The expectation is finite if and only if $\alpha > 1$, see also [4].

The covariance of the support function of $X$ can be computed by means of the formula

$$
\mathbb{P} \{ h(X, u) < x, h(X, v) < y \} = \exp \left\{ - \int_{H_u(x) \cup H_v(y)} \phi(w) dw \right\} \tag{4.2}
$$

for the joint distribution function of $h(X, u)$ and $h(X, v)$. Note that the second moment of the support function is finite only if $\alpha > 2$. Then

$$
\mathbb{E}h(X, u)^2 = a(\alpha)^{2/\alpha}\Gamma(1 - 2\alpha^{-1}).
$$
Furthermore, (4.2) implies the independence of \( h(X, u) \) and \( h(X, -u) \).

The results above yield the first two moments of the width function \( b(X, u) = h(X, u) + h(X, -u) \):

\[
\mathbb{E}b(X, u) = \mathbb{E}h(X, u) + \mathbb{E}h(X, -u),
\]

\[
\mathbb{E}b(X, u)^2 = \mathbb{E}h(X, u)^2 + 2\mathbb{E}h(X, u)\mathbb{E}h(X, -u) + \mathbb{E}h(X, -u)^2. \tag{4.4}
\]

Note that the width function is translation-invariant, but not rotation-invariant.

**4.2. Planar case.** If \( d = 2 \) and the density \( f \) is rotation-invariant, then \( \phi(u) = c\|u\|^{-\alpha} \). Therefore,

\[
a(\alpha) = c \frac{\pi^{\frac{\alpha}{2}}}{\alpha} \int_{-\pi/2}^{\pi/2} (\cos \beta)^\alpha d\beta = \frac{c\sqrt{\pi}}{\alpha} \frac{\Gamma\left(\frac{\alpha+1}{2}\right)}{\Gamma\left(1 + \frac{\alpha}{2}\right)}. \tag{4.5}
\]

The expected values of the geometric functionals of \( X \) in the planar case are given in [4, 8]. In our notations

\[
\mathbb{E}U(X) = 2\pi\Gamma(1 - \alpha^{-1}) a(\alpha)^{1/\alpha} \tag{4.6}
\]

and

\[
\mathbb{E}A(X) = \frac{2\pi}{\alpha - 1} \Gamma(2 - 2\alpha^{-1}) a(\alpha)^{2/\alpha}. \tag{4.7}
\]

It follows from (4.6) and (4.7) that

\[
\mathbb{E}U(X)/\sqrt{\mathbb{E}A(X)} = 2\pi\Gamma(1 - \alpha^{-1}) \left(\frac{\pi\alpha}{\alpha - 1} \Gamma(2 - 2\alpha^{-1})\right)^{-1/2}. \tag{4.8}
\]

**4.3. Expected mean width and mean square width.** The two parameters in the isotropic case, \( c \) and \( \alpha \), can be determined by the method of moments. However, the second moments of motion-invariant characteristics are not known theoretically. In the planar case it is possible to find shape parameter \( \alpha \) from (4.8) or (4.6) and (4.7) using the mean area and the mean perimeter of \( X \). As soon as \( \alpha \) is found, \( c \) can be estimated by means of (4.5) and (4.6) or (4.7).

Unfortunately, mean volume and mean surface area are not known theoretically for higher dimensions. Therefore, two other characteristics are considered. The first is the mean width

\[
\mathcal{M}(X) = \frac{1}{\omega_{d-1}} \int_{S^{d-1}} b(X, u) du
\]

of \( X \), where \( \omega_{d-1} \) is the surface area of the unit sphere in \( \mathbb{R}^d \). In the planar case \( \mathcal{M}(X) = U(X)/\pi \). In general, (4.1) and (4.3) yield

\[
\mathbb{E}\mathcal{M}(X) = 2a(\alpha)^{1/\alpha} \Gamma(1 - \alpha^{-1}).
\]

Instead of the second moment of \( \mathcal{M}(X) \) (which is difficult to compute) we consider the expectation of

\[
\mathcal{M}_2(X) = \frac{1}{\omega_{d-1}} \int_{S^{d-1}} b(X, u)^2 du.
\]
Formula (4.4) yields

\[ \mathbb{E}M_2(X) = 2 \left[ \Gamma(1 - 2\alpha^{-1}) + \Gamma(1 - \alpha^{-1})^2 \right] a(\alpha)^{2/\alpha}, \]

whence

\[ \frac{2 \mathbb{E}M_2(X)}{(\mathbb{E}M(X))^2} = \frac{\Gamma(1 - 2\alpha^{-1})}{\Gamma(1 - \alpha^{-1})^2} + 1. \] (4.9)

Note that this equation remains the same for any \( d \).

4.4. **Three-dimensional convex-stable sets and their projections.** If \( X \) is an isotropic convex-stable polyhedron in \( \mathbb{R}^d \), then its lower-dimensional projections are distributed as isotropic convex-stable polyhedra in the corresponding lower-dimensional spaces. For instance, suppose that \( X \) is a convex-stable isotropic polyhedron in \( \mathbb{R}^3 \) with parameters \( c \) and \( \alpha \). Let \( Y \) be its planar projection. Then, for any planar convex set \( K \),

\[ P \{ Y \subset K \} = P \{ X \subset K' \} \exp \left\{ - \int_{(K')^c} c\|u\|^{-\alpha-3}du \right\}, \]

where \( K' \) is the cylinder built on \( K \). Let \( v \) be a unit vector orthogonal to the projection plane. Then

\[ P \{ Y \subset K \} = \exp \left\{ - \int_{K^c}^{+\infty} \int_{-\infty}^{+\infty} c\|u + tv\|^{-\alpha-3}dudt \right\} \]

\[ = \exp \left\{ -c \int_{K^c} \|u\|^{-\alpha-2}du \int_{-\infty}^{+\infty} (1 + t^2)^{-(\alpha+3)/2}dt \right\}. \]

This immediately yields that \( Y \) is a convex-stable isotropic polygon with the same shape parameter \( \alpha \) as \( X \) and the size parameter

\[ \ell' = c \int_{-\infty}^{+\infty} (1 + t^2)^{-(\alpha+3)/2}dt = c\sqrt{\pi} \frac{\Gamma(\alpha/2 + 1)}{\Gamma((\alpha + 3)/2)}. \] (4.10)

Therefore, it is possible to estimate parameters of 3-dimensional convex-stable polyhedra by their planar projections.

Other models of random polyhedra in Section 3 do not possess such a property. For example, if \( X \) is a finite convex hull of \( N \) points uniformly distributed within \( B_R(o) \), then its projection can be no longer interpreted as the convex hull of points uniformly distributed within a \((d-1)\)-dimensional ball (even for different numbers of points and the ball’s radii). Furthermore, the Poisson polyhedron \( X \) in \( \mathbb{R}^3 \) is not projection-invariant, since for its planar projection, \( X', \frac{\mathbb{E}A(X')^2}{(\mathbb{E}A(X'))^2} = 4\pi^2/9 \), while this value for the two-dimensional Poisson polygon is \( \pi^2/2 \), see [16, pp.180-181].
5. SIMULATION OF PLANAR ISOTROPIC CONVEX-STABLE SETS

Some mean shape characteristics of convex-stable polygons can be computed using the formulae of Section 4. For many other the only way of obtaining numerical values is simulation. This is similar to the case of Poisson-Dirichlet polygons, see [20, 28].

Below some simulation results for isotropic convex-stable polygons in \( \mathbb{R}^2 \) with different parameters \( \alpha \) are given. We explain the simulation in order to help to understand the model of convex-stable sets.

Each realization of a random convex-stable polygon with given \( \alpha \) is simulated by scaling of the convex hull of \( n = 1000 \) independent identically distributed random points \( \xi_1, \ldots, \xi_{1000} \) having the regularly varying isotropic density (3.5) with tail proportional to \( \|x\|^{-2-\alpha} \), \( \alpha > 1 \). In polar coordinates \( \xi_i \) is expressed as \( \xi_i = v_i \eta_i \), where \( v_i \) is uniformly distributed on the unit circle and \( \eta_i \) is a positive random variable. If \( \eta_i \) has the density

\[
p(r) = \frac{cr}{1 + r^{2+\alpha}}, \quad r > 0,
\]

then the density of \( \xi_i \) is given by \( f(x) = p(||x||)/(2\pi||x||) \). Thus, \( f(x) \) has the right tail rate \( ||x||^{-2-\alpha} \), whence the corresponding convex-stable polygon \( X \) has the shape parameter \( \alpha \) and the size parameter

\[
c = \left( \int_0^\infty \frac{rdr}{1 + r^{2+\alpha}} \right)^{-1} = \frac{2 + \alpha}{\pi} \sin \frac{2\pi}{2 + \alpha}.
\]

The random variables \( \eta_i, i \geq 1 \), are simulated as follows.

1. Put \( \zeta = \tan \frac{\pi \theta}{2} \) for \( \theta \) uniformly distributed on \([0, 1]\). The random variable \( \zeta \) has then a Cauchy distribution with density

\[
g(r) = \frac{2}{\pi(1 + r^2)}, \quad r \geq 0.
\]

(Note that \( p_0(r) = p(r)(c \pi)^{-1} = \pi^{-1}r/(1 + r^{2+\alpha}) \leq g(r) \) for all \( r \geq 0 \).)

2. Simulate a random variable \( \tau \) uniformly distributed in \([0, g(\zeta)]\).

3. If \( p_0(\zeta) \geq \tau \), then accept the value of \( \zeta \) as the simulated value of \( \eta_i \), i.e. put \( \eta_i = \zeta \). Otherwise repeat Step 1.

The density of \( \xi_i \) has the form (3.5). Thus, the normalizing parameter in (3.3) can be chosen as \( a_n = n^{1/\alpha} \). Each realization of \( X \) was simulated by taking the convex hull of \( n = 1000 \) i.i.d. points, whence

\[X = 1000^{-1/\alpha} \text{conv}(\xi_1, \ldots, \xi_{1000}) \] .

The random set \( X \) was simulated 1000 times. Figure 5.1 shows the graph of the mean compacity as a function of \( \alpha \). Table 5.1 gives several simulation results for the standard deviation of the compacity.

Note that if \( X \) has parameters \( c \) and \( \alpha \), then \( \beta X \) has parameters \( c \beta^\alpha \) and \( \alpha \). Thus, convex-stable polygons with different size parameters can be obtained by scale transformations of the sample with a fixed \( c \). However, we will use only scale-invariant characteristics, so simulations for one \( c \) suffice for our purposes.
Figure 5.1:
The mean compacity $EC(X)$ as a function of $\alpha$.
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Table 5.1:
Standard deviations of compacity for several values of $\alpha$.

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>2.0</th>
<th>3.0</th>
<th>4.0</th>
<th>5.0</th>
<th>6.0</th>
<th>8.0</th>
<th>10.0</th>
<th>15.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{C(X)}$</td>
<td>0.167</td>
<td>0.119</td>
<td>0.093</td>
<td>0.075</td>
<td>0.062</td>
<td>0.047</td>
<td>0.033</td>
<td>0.022</td>
</tr>
</tbody>
</table>

6. Method of Moments for Invariant Statistics

Let us consider three samples of sand particles, which were first analyzed by E.Pirard [21, 22]. Figure 6.1 gives planar projections of some specimens from each sample. The particles are not convex, but the deviations from convexity are small. We try to find a model of random convex polygons with shape and size characteristics similar to those of the samples.

The samples parameters are given in Tables 6.1 and 6.2. The empirical means of area, perimeter, compacity etc. are denoted by $\hat{m}_A$, $\hat{m}_U$, $\hat{m}_C$ etc. respectively, and estimates of their standard deviations by $\hat{\sigma}$ with the corresponding subscripts. Note that Pirard estimated the perimeters of particles by averaging their three Feret diameters with respect to three main directions on a hexagonal lattice, see [26, p. 222] and [21, 22]. We used these values for evaluating $M_2(X)$ by averaging the squares of these three directional diameters, while values of $M(X)$ were estimated as arithmetic averages of the three diameters.

Comparison of the values given in Table 3.1 for Poisson polygon and Poisson-Dirichlet polygon with the empirical values of $\hat{m}_U/\hat{m}_A^{1/2}$ and $\hat{\sigma}_U/\hat{m}_U$ given in Table 6.2 suggests
Figure 6.1:
Several planar projections of particles from three samples of sand grains analyzed by E. Pirard.
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Table 6.1:
Empirical translation-invariant characteristics of particles.

<table>
<thead>
<tr>
<th>number of sample</th>
<th>sample size</th>
<th>$\hat{m}_A$ ($\times 10^5$)</th>
<th>$\hat{\sigma}_A$ ($\times 10^4$)</th>
<th>$\hat{m}_U$ ($\times 10^3$)</th>
<th>$\hat{\sigma}_U$ ($\times 10^2$)</th>
<th>$\hat{m}_{M_2}$ ($\times 10^3$)</th>
<th>$\hat{\sigma}_{M_2}$ ($\times 10^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>203</td>
<td>1.74</td>
<td>5.05</td>
<td>1.66</td>
<td>2.69</td>
<td>2.22</td>
<td>7.61</td>
</tr>
<tr>
<td>2</td>
<td>203</td>
<td>1.26</td>
<td>3.40</td>
<td>1.41</td>
<td>2.15</td>
<td>1.60</td>
<td>4.98</td>
</tr>
<tr>
<td>3</td>
<td>183</td>
<td>1.29</td>
<td>3.23</td>
<td>1.34</td>
<td>1.72</td>
<td>1.43</td>
<td>3.76</td>
</tr>
</tbody>
</table>

that for Pirard’s particles the hypothesis of Poisson-Dirichlet polygons is more plausible than the hypothesis of Poisson polygons. However, the comparison of the empirical mean value of compacity with the theoretical value for Poisson-Dirichlet polygon throws doubts also on the first hypothesis. It was definitely rejected by a comparison of compacity distributions.

Thus the two classical polygon models turned out to be inappropriate. Therefore, we tried the model of convex-stable polygons. We applied the method of moments to estimate the shape parameter $\alpha$. There are two possible methods. The first method is based on the empirical normalized perimeter from the second column of Table 6.2 and formula (4.8) and the second one uses formula (4.9) and values of $M$ and $M_2$. The obtained estimates $\hat{\alpha}$ are given in Table 6.3.

We observe large differences in the second and the third columns of Table 6.3 and conclude that for the first two samples the range of $\alpha$ is from 3.5 to 6.0. Further we estimate $\alpha$ by comparisons of compacity distributions. For Samples 1 and 2 we took
Table 6.2:
Scale-invariant empirical characteristics.

<table>
<thead>
<tr>
<th>number of sample</th>
<th>( \hat{m}_U / \hat{m}_A^{1/2} )</th>
<th>( \hat{\delta}_U / \hat{m}_U )</th>
<th>( \hat{m}_C )</th>
<th>( \hat{\delta}_C )</th>
<th>( 2\hat{m}<em>{M_2} / \hat{m}</em>{M_1}^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.9676</td>
<td>0.1624</td>
<td>0.7900</td>
<td>0.068</td>
<td>2.0907</td>
</tr>
<tr>
<td>2</td>
<td>3.9880</td>
<td>0.1521</td>
<td>0.7838</td>
<td>0.077</td>
<td>2.0708</td>
</tr>
<tr>
<td>3</td>
<td>3.7279</td>
<td>0.1281</td>
<td>0.8953</td>
<td>0.047</td>
<td>2.0570</td>
</tr>
</tbody>
</table>

Table 6.3:
Estimates of \( \alpha \).

<table>
<thead>
<tr>
<th>number of sample</th>
<th>( \hat{\alpha} ) based on (4.8)</th>
<th>( \hat{\alpha} ) based on (4.9)</th>
<th>( \hat{\alpha} ) based on ( \hat{m}_C )</th>
<th>confidence levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.0</td>
<td>5.1</td>
<td>3.9</td>
<td>0.066</td>
</tr>
<tr>
<td>2</td>
<td>4.2</td>
<td>5.7</td>
<td>3.7</td>
<td>0.12</td>
</tr>
<tr>
<td>3</td>
<td>9.8</td>
<td>6.2</td>
<td>9.1</td>
<td>0.045</td>
</tr>
</tbody>
</table>

the range of \( \alpha \) from 3.5 to 6.0 with step 0.1, and used the Kolmogorov-Smirnov test to compare the distributions of compacity for particles and simulated polygons. The data from Sample 3 were treated in a similar way. The values of \( \alpha \) with the highest significance levels and the corresponding significance levels are shown in the two last columns of Table 6.3. We see that the moment method based on (4.8) gives results close to those obtained by comparison of compacity distributions. Unfortunately, the estimates obtained by using (4.9) are not satisfactory. This may be explained by the large empirical variances of the values of \( M_2 \), as shown in Table 6.1. Therefore, the method based on (4.9) requires larger samples and, perhaps, also the measurement of the width function (diameters) in more directions.

The value of the size parameter \( c \) can be estimated by substituting the true mean perimeter into (4.6) and using (4.5). For example, if the estimate \( \hat{\alpha} = 3.7 \) for the second sample is taken, then \( \hat{c} = 6.68 \cdot 10^8 \). Assuming that the original three-dimensional particles are distributed as convex-stable polyhedra, we can conclude from (4.10) that three-dimensional polyhedra corresponding to Sample 2 have the size parameter \( 7.29 \cdot 10^8 \) and the shape parameter 3.7.
Finally, we try the model of finite convex hulls. Since theoretical values of the compacity for this model are not known, we used simulation series of 1000 experiments to determine the compacity for each number \( N \) of points from 3 to 60. From this we found those values of \( N \) which give mean compacities close to those given in Table 6.2. Then we used the Kolmogorov-Smirnov test to compare the simulated samples of compacities with the empirical ones. For the first sample the highest significance level (0.60) is achieved for \( N = 16 \). Thus, for the first sample, the finite convex hulls model gives a good coincidence of compacity distributions. For the second sample and all \( N \) the significance levels are small (the highest is \( 6.1 \cdot 10^{-3} \) for \( N = 15 \)). For the third sample all significance levels are less than \( 10^{-4} \).
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