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ABSTRACT
We construct and investigate a consistent kernel-type nonparametric estimator of the intensity function of a cyclic Poisson process when the period is unknown. We assume that only a single realization of the Poisson process is observed in a bounded window. In particular, we prove that the proposed estimator is weakly and strongly consistent when the size of the window expands.
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1. Introduction
Let $X$ be a Poisson point process in $\mathbb{R}$ with (unknown) locally integrable intensity function $\lambda$ which is assumed throughout to be periodic or, in other words, cyclic with (unknown) period $\tau \in \mathbb{R}^+$, that is

$$\lambda(s + k\tau) = \lambda(s)$$

(1.1)
for all $s \in \mathbb{R}$ and $k \in \mathbb{Z}$. Furthermore, let $W_1, W_2, \ldots$ be a sequence of intervals of $\mathbb{R}$, called windows, such that the size or the Lebesgue measure $|W_n|$ of $W_n$ is finite for each fixed $n \in \mathbb{N}$, but

$$|W_n| \to \infty,$$

(1.2)
as $n \to \infty$. (In order to make the paper shorter, from now on we are to suppress “$n \to \infty$” whenever confusion is unlikely.)

Suppose now that, for some $\omega \in \Omega$, a single realization $X(\omega)$ of the cyclic Poisson process $X$ is observed, though only within a bounded interval, called ‘window’ $W \subset \mathbb{R}$. Our goal in this paper is to construct a consistent non-parametric estimator of the intensity function $\lambda$ at a given point $s \in \mathbb{R}$.
from a single realization \( X(\omega) \) of the Poisson process \( X \) observed in \( W := W_n \). The requirement \( s \in W_n \) can be dropped when we know the period \( \tau \).

If it is not stated otherwise, we assume throughout that \( s \) is a Lebesgue point of \( \lambda \). This assumption appears to be a mild one, since due to the local integrability of \( \lambda \), the set of all Lebesgue points of \( \lambda \) is dense in \( \mathbb{R} \). Despite the latter observation, however, right after Theorem 1.2 below we discuss possible results without assuming that \( s \in \mathbb{R} \) is a Lebesgue point of \( \lambda \).

In order to give the definition of our estimator of \( \lambda(s) \), we need to introduce further notations. Let \( \hat{\tau}_n \) be any consistent estimator of the period \( \tau \), that is,

\[
\hat{\tau}_n \xrightarrow{p} \tau.
\]

For example, one may use the estimators constructed by Helmers and Mangku [3] or Vere-Jones [4].

Furthermore, let \( K : \mathbb{R} \to \mathbb{R} \) be a function, called kernel, satisfying assumptions:

(K.1) \( K \) is a probability density function,

(K.2) \( K \) is bounded,

(K.3) \( K \) has support in \([-1, 1]\).

With the above introduced notations, we now define the estimator of \( \lambda(s) \) as

\[
\hat{\lambda}_{n,K}(s) := \frac{\hat{\tau}_n}{|W_n|} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} K \left( \frac{x-(s+k\hat{\tau}_n)}{h_n} \right) X(dx), \tag{1.3}
\]

where \( h_n \) is a sequence of positive real numbers converging to 0, that is,

\[
h_n \downarrow 0. \tag{1.4}
\]

In order to have that \( \hat{\lambda}_{n,K}(s) \) is a consistent estimator of \( \lambda(s) \), we need to impose another assumption on the kernel \( K \), that is

(K.4) \( K \) has only a finite number of discontinuities.

**Theorem 1.1** Let the intensity function \( \lambda \) be periodic and locally integrable, and let the kernel \( K \) satisfy assumptions (K.1)–(K.4). Furthermore, let the bandwidth \( h_n \) be such that (1.4) holds true, and

\[
h_n |W_n| \to \infty. \tag{1.5}
\]

If

\[
|W_n||\hat{\tau}_n - \tau|/h_n \xrightarrow{p} 0, \tag{1.6}
\]

then

\[
\hat{\lambda}_{n,K}(s) \xrightarrow{p} \lambda(s), \tag{1.7}
\]

provided \( s \) is a Lebesgue point of \( \lambda \). In other words, \( \hat{\lambda}_{n,K}(s) \) is a consistent estimator of \( \lambda(s) \).

We note that, the assumption (K.4) can be weakened into assumption (K.4*) below. Therefore, in the next section, we give proof of Theorems 1.1 and 1.2 under the weaker assumption (K.4*). This assumption will allow us to control the fluctuations of the function

\[
x \mapsto K \left( \frac{x-(s+k\hat{\tau}_n)}{h_n} \right)
\]
For any $\alpha > 0$, there exists a compact set $A_\alpha$ and a continuous function $K_\alpha : \mathbb{R} \to \mathbb{R}$ such that the Lebesgue measure of the set $[-1, 1] \setminus A_\alpha$ does not exceed $\alpha$, and $|K(u) - K_\alpha(u)| \leq \alpha$ for all $u \in A_\alpha$.

By slightly strengthening assumption (L), we can exclude all the functions $K$ like $K_0$ and, consequently, prove consistency of the estimator $\hat{\lambda}_{n,K}(s)$ under assumption (K.4*), that is

(K.4*) For any $\alpha > 0$, there exists a finite collection of disjoint compact intervals $B_1, \ldots, B_{M_\alpha}$ and a continuous function $K_\alpha : \mathbb{R} \to \mathbb{R}$ such that the Lebesgue measure of the set $[-1, 1] \setminus \bigcup_{i=1}^{M_\alpha} B_i$ does not exceed $\alpha$, and $|K(u) - K_\alpha(u)| \leq \alpha$ for all $u \in \bigcup_{i=1}^{M_\alpha} B_i$.

Note, that by taking $A_\alpha = \bigcup_{i=1}^{M_\alpha} B_i$, we immediately obtain that any kernel satisfying assumption (K.4*) also satisfies (L). However, assumption (K.4*) still covers all the kernel functions $K$ of statistical relevance that we can think of. For example, any kernel $K$ whose all discontinuity points can, for any fixed $\alpha > 0$, be covered by a finite collection of open intervals of total size not exceeding $\alpha$ obviously satisfies assumption (K.4*).

We are now to discuss possible affects of the estimator $\hat{\tau}_n$ on $\hat{\lambda}_{n,K}(s)$. Recall first that the Poisson process $X$ is observed only in the window $W_n$. Using the available for us information in $W_n$, we construct an estimator $\hat{\tau}_n$ of $\tau$ (cf., for example, Helmers and Mangku [3] and Vere-Jones [4]. Let us furthermore assume that

$$|W_n|^{\gamma}|\hat{\tau}_n - \tau| \to 0,$$

as $n \to \infty$, for some $\gamma \geq 0$. Then, assumption (1.6) holds true if, for example,

$$|W_n|/h_n \leq |W_n|^{\gamma}$$

for all sufficiently large $n$. We can find $h_n$ converging to 0 and satisfying (1.9) if $\gamma > 1$. If, however, $\gamma \leq 1$, then in order to find $h_n$ converging to 0 and satisfying (1.9), we have to replace the window $W_n$ in the definition (1.3) of $\hat{\lambda}_{n,K}(s)$, as well as in Theorem 1.1, by a smaller window $W_{0,n} \subset W_n$ of size

$$|W_{0,n}| \sim |W_n|^{-\rho}$$

for some (no matter how small) $\rho > 0$. Indeed, if the estimator $\hat{\tau}_n$ does not converge to $\tau$ sufficiently fast, then the estimator $\hat{\lambda}_{n,K}(s)$ may not be consistent due to the slow convergence of $\hat{\tau}_n$ to $\tau$. Therefore, by using the smaller window $W_{0,n}$ in the definition of $\hat{\lambda}_{n,K}(s)$, even though $X$ is observed and the estimator $\hat{\tau}_n$ is constructed in the bigger window $W_n$, we can reduce the accumulated error by $\hat{\tau}_n$ and make the estimator $\hat{\lambda}_{n,K}(s)$ converge to $\lambda(s)$. Let us look, for example, at two estimators constructed by Helmers and Mangku [3] which are shown therein to satisfy (1.8) for any $\gamma \in [0, 1/4]$ and $\gamma \in [0, 1)$. Therefore, with either of the two estimators of Helmers and Mangku [3] that are constructed there using the observations of $X$ in the window $W_n$, we now use, according to the
above discussion, smaller windows $W_{0,n}$ of the sizes $|W_n|\gamma$ for any fixed $\gamma \in [0, 1/4)$ and $\gamma \in [0, 1)$, respectively, to construct $\hat{\lambda}_{n,K}(s)$ as in definition (1.3).

Under, naturally, stronger assumptions than those of Theorem 1.1, we also have the complete convergence of the estimator $\hat{\lambda}_{n,K}(s)$ which, in turn, gives a rate of consistency of the estimator $\hat{\lambda}_{n,K}(s)$. Throughout this paper, we use $\xrightarrow{c}$ to denote complete convergence.

**Theorem 1.2** Let the intensity function $\lambda$ be periodic and locally integrable, and let the kernel $K$ satisfy assumptions (K.1)–(K.4). Furthermore, let the bandwidth $h_n$ be such that (1.4) holds true, and

$$\sum_{n=1}^{\infty} \exp\left\{-\epsilon \sqrt{|W_n|h_n}\right\} < \infty$$

(1.11)

for any $\epsilon > 0$. If

$$|W_n||\hat{\tau}_n - \tau|/h_n \xrightarrow{c} 0,$$

(1.12)

then

$$\hat{\lambda}_{n,K}(s) \xrightarrow{c} \lambda(s),$$

(1.13)

provided $s$ is a Lebesgue point of $\lambda$.

One may naturally want to know where the estimator $\hat{\lambda}_{n,K}(s)$ converges when it is not assumed that $s$ is a Lebesgue point. A careful inspection of the proof (given in the next section) of Theorem 1.1 shows, for example, that under the assumption

$$\frac{1}{h} \int_{-h}^{h} \lambda(s + x)dx = O(1), \quad h \to 0,$$

the estimator $\hat{\lambda}_{n,K}(s)$ estimates

$$\lambda^*(s) := \lim_{h \to 0} \int_{-1}^{1} K(x)\lambda(s + xh)dx,$$

(1.14)

provided that the limit in (1.14) exists. For example, if the left- and right-hand limits $\lambda(s-)$ and $\lambda(s-)$ of $\lambda$ at $s$ exist, then

$$\lambda^*(s) = \lambda(s-) \int_{-1}^{0} K(x)dx + \lambda(s+) \int_{0}^{1} K(x)dx.$$

Consequently, if we assume that the function $K$ is symmetric, then, due to the fact that $K$ is a probability density function by assumption (K.1), we have the following representation

$$\lambda^*(s) = \frac{1}{2} \{\lambda(s-) + \lambda(s+)\}.$$

In turn, if $s$ is a continuity point of $\lambda$, then the latter representation implies the following one

$$\lambda^*(s) = \lambda(s),$$

(1.15)

as it should be expected. Let us note in passing that if $\lambda$ is known to be either right- or left-continuous, then we also have equality (1.15), provided that $K$ has “one-sided” supports $[0, 1]$ and $[-1, 0]$, respectively.

In a follow-up paper, we compute the bias, variance, and mean squared error (MSE) of the estimator $\hat{\lambda}_{n,K}(s)$. 
2. Proof of Theorems 1.1 and 1.2
To give a better insight into our proof of Theorems 1.1 and 1.2, we are now to describe the idea behind the construction of the estimator $\hat{\lambda}_{n,K}(s)$. To start with, we note that since there is available only one realization of the Poisson process $X$, we have to collect necessary information about the (unknown) value of $\lambda(s)$ from different places of the window $W_n$. For this reason, assumption (1.1) plays a crucial role and leads to the following string of (approximate) equations

$$
\lambda(s) = \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \lambda(s + k\tau) \mathbb{I}\{s + k\tau \in W_n\}
$$

$$
\approx \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{|B_{h_n}(s + k\tau)|} \int_{B_{h_n}(s + k\tau) \cap W_n} \lambda(x)dx
$$

$$
= \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{2h_n} \mu(B_{h_n}(s + k\tau) \cap W_n)
$$

$$
\approx \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{2h_n} X(B_{h_n}(s + k\tau) \cap W_n)
$$

$$
\approx \frac{\tau}{|W_n|} \sum_{k=-\infty}^{\infty} \frac{1}{2h_n} X(B_{h_n}(s + k\tau) \cap W_n),
$$

(2.1)

where

$$
N_n = \#\{k : s + k\tau \in W_n\},
$$

$h_n$ denotes a sequence of positive numbers converging to 0, $B_{h}(x)$ stands for the interval $[x-h, x+h]$, and $\mu$ denote the measure defined as

$$
\mu(A) := \mathbb{E}X(A) = \int_A \lambda(x)dx, \quad A \in \mathcal{B}(\mathbb{R}).
$$

[We note that in order to make the first $\approx$ in (2.1) work, we have assumed that $s$ is a Lebesgue point of $\lambda$ and $h_n$ converges to 0.] Thus, from (2.1) we conclude that

$$
\lambda_n(s) := \frac{\tau}{|W_n|} \sum_{k=-\infty}^{\infty} \frac{1}{2h_n} X(B_{h_n}(s + k\tau) \cap W_n),
$$

(2.2)

is an estimator of $\lambda(s)$, provided that the period $\tau$ is known.

**Remark 2.1** The idea described in (2.1) and (2.2) of constructing an estimator for $\lambda(s)$ resembles that of Helmers and Zitikis [2] where we obtained in a similar fashion a non-parametric estimator for an intensity function which, in addition to the periodic trend, also has a polynomial trend. In Helmers and Zitikis [2], just like when constructing the estimator $\lambda_n(s)$ in (2.2), the period $\tau$ is supposed to be known.

The estimator $\lambda_n(s)$ of (2.2) can be modified in order to cover intensity functions with unknown periods as well. Namely, let $\hat{\tau}_n$ be a consistent estimator of $\tau$. For example, one can think about the estimators of Helmers and Mangku [3], or Vere-Jones [4], or any other estimator of the period $\tau$. Then, we modify the estimator (2.2) by replacing the unknown period $\tau$ by its estimator $\hat{\tau}_n$ and obtain the following estimator

$$
\hat{\lambda}_n(s) = \frac{\hat{\tau}_n}{|W_n|} \sum_{k=-\infty}^{\infty} \frac{1}{2h_n} X(B_{h_n}(s + k\hat{\tau}_n) \cap W_n)
$$
of \(\lambda(s)\). Note that the estimator \(\hat{\lambda}_n(s)\) can be rewritten as

\[
\hat{\lambda}_n(s) = \frac{\tau_n}{|W_n|} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} I_{[-1,1]}(B_{hn}(s + k\tau_n)) X(dx).
\]

(2.3)

By replacing the function \(2^{-1}I_{[-1,1]}(\cdot)\) in (2.3) by the general kernel \(K\), we immediately arrive at the estimator introduced in (1.3).

We are now to prove Theorems 1.1 and 1.2. These theorems are a consequence of the basic probabilistic tool, which is given in Theorem 2.1.

**Theorem 2.1** Let the intensity function \(\lambda\) be periodic and locally integrable, and let the kernel \(K\) satisfy assumptions (K.1)–(K.3) and (K.4*). Furthermore, let the bandwidth \(h_n\) be such that (1.4) holds true. Then, for every \(\epsilon > 0\), there exists a (small) \(\beta := \beta(\epsilon) > 0\) and a (large) \(n(\epsilon)\) such that the bound

\[
P\{|\hat{\lambda}_{n,K}(s) - \lambda(s)| \geq \epsilon\} \leq c \exp\{-\epsilon \sqrt{|W_n| h_n}\} + P\{|W_n| |\tau_n - \tau| \geq \beta h_n\},
\]

(2.4)

holds true for all \(n \geq n(\epsilon)\), provided \(s\) is a Lebesgue point of the intensity function \(\lambda\).

To prove Theorem 2.1, we need the following three lemmas.

**Lemma 2.1** Let the intensity function \(\lambda\) be periodic and locally integrable, and let the kernel \(K\) satisfy assumptions (K.1)–(K.3). Furthermore, let the bandwidth \(h_n\) be such that (1.4) holds true. Then

\[
\frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} K\left(\frac{x - (s + k\tau)}{h_n}\right) \mu(dx) \to \lambda(s),
\]

(2.5)

provided \(s\) is a Lebesgue point of \(\lambda\).

**Proof:** Obviously,

\[
\frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} K\left(\frac{x - (s + k\tau)}{h_n}\right) \mu(dx) = \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{R} K\left(\frac{x - (s + k\tau)}{h_n}\right) \lambda(x) I(x \in W_n) dx = \frac{1}{N_n h_n} \int_{R} K\left(\frac{x}{h_n}\right) \sum_{k=-\infty}^{\infty} \lambda(x + s + k\tau) I(x + s + k\tau \in W_n) dx.
\]

(2.6)

Since \(\lambda\) is periodic with period \(\tau\), we have \(\lambda(x + s + k\tau) = \lambda(x + s)\). Furthermore, it is obvious that

\[
\sum_{k=-\infty}^{\infty} I(x + s + k\tau \in W_n) \in [N_n - 1, N_n + 1].
\]

(2.7)

Consequently, the r.h.s of (2.6) converges to \(\lambda(s)\) when \(n \to \infty\), provided that

\[
\frac{1}{h_n} \int_{R} K\left(\frac{x}{h_n}\right) \lambda(x + s) dx \to \lambda(s).
\]

(2.8)
Note that
\[
\frac{1}{h_n} \int_{\mathbb{R}} K\left( \frac{x}{h_n} \right) \lambda(s) dx = \lambda(s) \int_{\mathbb{R}} K(x) dx = \lambda(s),
\]
where we used the assumption that $K$ is a probability density function. Consequently, statement (2.8) follows if
\[
\frac{1}{h_n} \int_{\mathbb{R}} K\left( \frac{x}{h_n} \right) \{\lambda(x + s) - \lambda(s)\} dx \to 0,
\]
when $n \to \infty$. The latter statement obviously follows from the assumptions that $K$ is bounded and with support in $[-1, 1]$, and that $s$ is a Lebesgue point of $\lambda$. This completes the proof of Lemma 2.1. □

Denote
\[
D_n := \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} K\left( \frac{x - (s + k\tau)}{h_n} \right) X(dx) - \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} K\left( \frac{x - (s + k\tau)}{h_n} \right) \mu(dx)
\]

Lemma 2.2 Let the intensity function $\lambda$ be periodic and locally integrable, and let the kernel $K$ satisfy assumptions (K.1)–(K.3). Furthermore, let the bandwidth $h_n$ be such that (1.4) holds true. Then there is a (large) constant $n_1$ such that for any constant $c_1 > 0$ there exists another one $c_2 > 0$ such that
\[
P\{|D_n| \geq c_1 \epsilon\} \leq c_2 \exp \left\{ -\epsilon \sqrt{|W_n|h_n} \right\},
\]
for every $\epsilon > 0$ and all $n \geq n_1$, provided $s$ is a Lebesgue point of $\lambda$.

Proof: For every $t > 0$, we have that
\[
P\{|D_n| \geq c_1 \epsilon\} \leq \exp\{ -c_1 t \} \{E \exp\{tD_n\} + E \exp\{-tD_n\}\}.
\]
To make our further considerations more transparent, we denote
\[
\xi_k := \int_{W_n} K\left( \frac{x - (s + k\tau)}{h_n} \right) X(dx)
\]
and then rewrite $D_n$ as
\[
D_n = \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \{\xi_k - E\xi_k\}.
\]
Since $h_n \downarrow 0$, the random variables $\xi_k$, $k = 1, 2, \ldots$ are independent for all sufficiently large $n$ (depending on the period $\tau$). Thus, for sufficiently large $n$, we obtain
\[
E \exp\{\pm tD_n\} = \prod_{k=-\infty}^{\infty} E \exp\left\{ \pm \frac{t}{N_n h_n} (\xi_k - E\xi_k) \right\}.
\]
Using the well known formula for the Laplace transform of the Poisson process, we obtain that
\[
E \exp\left\{ \pm \frac{t}{N_n h_n} \xi_k \right\} = \exp \left\{ \int_{W_n} (e^{K^*(x)} - 1)\lambda(x) dx \right\},
\]
where we used the notation
\[ K^*(x) := \pm \frac{t}{N_n h_n} K \left( \frac{x - (s + k\tau)}{h_n} \right) \]
Consequently, for every factor on the r.h.s. of (2.13) we have the following formula
\[ E \exp \left\{ \pm \frac{t}{N_n h_n} \{ \xi_k - E\xi_k \} \right\} = \exp \left\{ \int_{W_n} (e^{K^*(x)} - 1 - K^*(x))\lambda(x)dx \right\}. \tag{2.14} \]
Since \(|\exp(x) - 1 - x|\) does not exceed \(x^2 \exp(|x|)\), we obtain from (2.14) that
\[ E \exp \left\{ \pm \frac{t}{N_n h_n} \{ \xi_k - E\xi_k \} \right\} \leq \exp \left\{ \int_{W_n} |K^*(x)|^2 e^{|K^*(x)|}\lambda(x)dx \right\}. \tag{2.15} \]
We now make the following choice
\[ t := \frac{1}{c_1} \sqrt{N_n h_n}. \tag{2.16} \]
Using the assumption that \(K\) is bounded and has support in the interval \([-1, 1]\), we obtain from (2.15) with (2.16) that
\[ E \exp \left\{ \pm \frac{t}{N_n h_n} \{ \xi_k - E\xi_k \} \right\} \leq \exp \left\{ \int_{W_n} |K^*(x)|^2 e^{K^*(x)}\lambda(x)dx \right\}, \tag{2.17} \]
for a constant \(c\) that does not depend on \(n\). Applying bound (2.17) on the r.h.s. of (2.13), we obtain
\[ E \exp\{\pm tD_n\} \leq \exp \left\{ \int_{W_n} |K^*(x)|^2 e^{K^*(x)}\lambda(x)dx \right\}. \tag{2.18} \]
Furthermore, we note that the quantity \(\mu(B_{h_n}(s + k\tau) \cap W_n)\) obviously equals to
\[ \int_{B_{h_n}(0)} \lambda(s + k\tau + x)I(s + k\tau + x \in W_n)dx. \]
Consequently, using the periodicity of \(\lambda\) and (2.7) on the r.h.s. of (2.18), we obtain that
\[ E \exp\{\pm tD_n\} \leq \exp \left\{ \int_{B_{h_n}(0)} \lambda(s + x)dx \right\}. \tag{2.19} \]
Since \(s\) is a Lebesgue point of \(\lambda\), we have that
\[ \frac{1}{2h_n} \int_{B_{h_n}(0)} \lambda(s + x)dx \to \lambda(s), \]
when \(n \to \infty\). Thus,
\[ \lim_{n \to \infty} E \exp\{\pm tD_n\} \leq c < \infty. \tag{2.20} \]
Bound (2.20), when applied on the r.h.s. of (2.12), implies that
\[ P\{|D_n| \geq \epsilon\} \leq \exp \left\{ -\epsilon \sqrt{N_n h_n} \right\}, \tag{2.21} \]
due to our choice of \( t \) as in (2.16). Lemma 2.2 is therefore proved. □

We denote
\[
\Lambda_n := \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} K \left( \frac{x - (s + k\tau)}{h_n} \right) X(dx)
\]
\[
- \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} K \left( \frac{x - (s + k\hat{\tau}_n)}{h_n} \right) X(dx). \tag{2.22}
\]

**Lemma 2.3** Let the intensity function \( \lambda \) be periodic and locally integrable, and let the kernel \( K \) satisfy assumptions (K.1)–(K.3) and (K.4*). Furthermore, let the bandwidth \( h_n \) be such that (1.4) holds true. Then, for every \( \epsilon > 0 \), there exists a (small) \( \beta := \beta(\epsilon) > 0 \) and a (large) \( n(\epsilon) \in \mathbb{N} \) such that the bound
\[
P\{|\Lambda_n| \geq \epsilon\} \leq c \exp \left\{-c\sqrt{N_n|\lambda_n|} \right\} + P \{W_n||\hat{\tau}_n - \tau| \geq \beta h_n\}, \tag{2.23}
\]
holds true for all \( n \geq n(\epsilon) \), provided \( s \) is a Lebesgue point of \( \lambda \).

**Proof:** Fix any \( \alpha > 0 \) and denote
\[
A_\alpha := \bigcup_{i=1}^{M_\alpha} B_i \subset [-1, 1],
\]
where \( B_1, \ldots, B_{M_\alpha} \) are compact disjoint intervals defined in assumption (K.4*). Furthermore, using the (continuous) function \( K_\alpha \) of assumption (K.4*) and the Weierstrass’s theorem, we get that there exists a Lipschitz function \( L_\alpha \) such that \( |K(u) - L_\alpha(u)| \leq \alpha \) for all \( u \in A_\alpha \). Now, we decompose both \( K \) on the right-hand side of (2.22) as follows
\[
K(u) = \{K(u) - L_\alpha(u)\} I_{A_\alpha^c}(u)
+ \{K(u) - L_\alpha(u)\} I_{A_\alpha}(u)
+ L_\alpha(u). \tag{2.24}
\]

Since \( K \) and \( L_\alpha \) are bounded, we easily see that the quantity
\[
\left| \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} (K - L_\alpha) \left( \frac{x - (s + k\tau)}{h_n} \right) I_{A_\alpha}(x) \left( \frac{x - (s + k\tau)}{h_n} \right) X(dx) \right|
\]
\[
- \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} (K - L_\alpha) \left( \frac{x - (s + k\hat{\tau}_n)}{h_n} \right) I_{A_\alpha}(x) \left( \frac{x - (s + k\hat{\tau}_n)}{h_n} \right) X(dx) \right|
\]
does not exceed the sum of the following two quantities
\[
\Lambda_{n,1} := c(K, L_\alpha) \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} X(\{s + k\tau + h_nA_\alpha^c \cap W_n\}),
\]
\[
\Lambda_{n,2} := c(K, L_\alpha) \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} X(\{s + k\hat{\tau}_n + h_nA_\alpha^c \cap W_n\}),
\]
where \( c(K, L_\alpha) \) denotes a constant depending only on \( \sup\{|K(u)| : u \in [-1, 1]\} \) and \( \sup\{|L_\alpha(u)| : u \in [-1, 1]\} \).
The quantity
\[
\left| \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} (K - L_\alpha) \left( \frac{x - (s + k\tau)}{h_n} \right) I_{A_n} \left( \frac{x - (s + k\tau)}{h_n} \right) X(dx) \right|
\]
does not exceed the sum of the following two quantities
\[
\Lambda_{n,3} := \alpha \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} X \left( \{ s + k\tau + h_n[-1,1] \} \cap W_n \right),
\]
\[
\Lambda_{n,4} := \alpha \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} X \left( \{ s + k\hat{r}_n + h_n[-1,1] \} \cap W_n \right).
\]

Next, without loss of generality we assume that the support of the Lipschitz function \( L_\alpha \) is in the interval \([-1, 1]\). Using this fact, we obtain that
\[
|L_\alpha(u) - L_\alpha(v)| \leq c(L_\alpha)|u - v| \left( \mathbb{I} \{ u \in [-1, 1] \} + \mathbb{I} \{ v \in [-1, 1] \} \right)
\]
for all \( u, v \in [-1, 1] \). Consequently, the quantity
\[
\left| \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} L_\alpha \left( \frac{x - (s + k\tau)}{h_n} \right) X(dx) - \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} L_\alpha \left( \frac{x - (s + k\hat{r}_n)}{h_n} \right) X(dx) \right|
\]
does not exceed the sum of the following two quantities
\[
\Lambda_{n,5} := c(L_\alpha) \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{k(\hat{r}_n - \tau)}{h_n} \frac{1}{h_n} X \left( \{ s + k\tau + h_n[-1,1] \} \cap W_n \right),
\]
\[
\Lambda_{n,6} := c(L_\alpha) \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{k(\hat{r}_n - \tau)}{h_n} \frac{1}{h_n} X \left( \{ s + k\hat{r}_n + h_n[-1,1] \} \cap W_n \right).
\]

Taking above obtained bounds together we see that the probability that \( \Lambda_n \geq \epsilon \) does not exceed the probability that \( \Lambda_{n,1} + \cdots + \Lambda_{n,6} \geq \epsilon \). This observation, in turn, implies that, for any \( \beta > 0 \),
\[
P \{ \Lambda_n \geq \epsilon \} \leq P \{ \Lambda_{n,1} + \cdots + \Lambda_{n,6} \geq \epsilon \} + P \{ |W_n| |\hat{r}_n - \tau| \leq \beta h_n \} + P \{ |W_n| |\hat{r}_n - \tau| \geq \beta h_n \}. \quad (2.25)
\]

We are now to estimate \( \Lambda_{n,1}, \ldots, \Lambda_{n,6} \) under the restriction \( |W_n| |\hat{r}_n - \tau| \leq \beta h_n \). Let start with the observation that even though \( \Lambda_{n,1}, \ldots, \Lambda_{n,6} \) are infinite sums, in each sum there is only a finite number of non-zero summands. As an example, let us first give a close look at \( \Lambda_{n,1} \). Since \( X(\emptyset) = 0 \), we have that
\[
X \left( \{ s + k\tau + h_n A_\alpha^c \} \cap W_n \right) = 0
\]
when, for example,
\[
\{ s + k\tau + h_n[-1,1] \} \cap W_n = \emptyset.
\]
The latter statement is, obviously, equivalent to the following one
\[
\left\{ k + h_n \left[ -\frac{1}{\tau}, \frac{1}{\tau} \right] \right\} \cap \left\{ \frac{1}{\tau}(W_n - s) \right\} = \emptyset. \quad (2.26)
\]
Since \( s \in W_n \) by assumption, the set \( \tau^{-1}(W_n - s) \) contains 0. Therefore, (2.26) holds true if, for example,

\[
|k| \geq \left| \frac{1}{\tau}(W_n - s) \right| + \frac{1}{\tau}h_n = \frac{1}{\tau}(|W_n| + h_n). \tag{2.27}
\]

We are now to apply similar reasoning to the quantity \( \Lambda_{n,2} \). Namely, using the restriction \( |W_n| |\hat{\tau}_n - \tau| \leq \beta h_n \), we get that

\[
X\left(\{s + k\hat{\tau}_n + h_n A_\alpha^c \cap W_n) = 0\right.
\]

if, for example,

\[
\left\{ s + k\tau + h_n \frac{k}{|W_n|} [-\beta, \beta] + h_n [-1, 1] \right\} \cap W_n = \emptyset.
\]

The latter statement is equivalent to the following one

\[
\left\{ k \left(1 + h_n \left[ -\frac{\beta}{\tau|W_n|}, \frac{\beta}{\tau|W_n|} \right] \right) + h_n \left[ -\frac{1}{\tau}, \frac{1}{\tau} \right] \right\} \cap \left\{ \frac{1}{\tau}(W_n - s) \right\} = \emptyset. \tag{2.28}
\]

Obviously, (2.28) holds true, for example, for all \( k \) such that

\[
|k| \geq \frac{1}{\tau}(|W_n| + h_n)/\left(1 - h_n \frac{\beta}{|W_n|} \right). \tag{2.29}
\]

Due to assumptions \( h_n \to 0 \) and \( |W_n| \to \infty \), we have that, for all sufficiently large \( n \), both bounds (2.27) and (2.29) hold true for all \( k \) such that, for example,

\[
|k| \geq \frac{2}{\tau}|W_n|. \tag{2.30}
\]

The above presented consideration actually prove that the summands of \( \Lambda_{n,3}, \ldots, \Lambda_{n,6} \) are also 0 for all \( k \) such that (2.30) holds true. Consequently, when estimating \( \Lambda_{n,1}, \ldots, \Lambda_{n,6} \) we can always restrict ourselves to the summands with \( k \) such that \( |k| \leq 2\tau^{-1}|W_n| \) only. This immediately implies the following bounds

\[
\Lambda_{n,1}, \Lambda_{n,2} \leq c(K, L_\alpha)\Lambda_n^*,
\]

\[
\Lambda_{n,3}, \Lambda_{n,4} \leq \alpha\Lambda_n^{**},
\]

\[
\Lambda_{n,5}, \Lambda_{n,6} \leq c(L_\alpha)\Lambda_n^{**}, \tag{2.31}
\]

where

\[
\Lambda_n^* := \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} X \left( \left\{ s + k\tau + h_n \left[ -\frac{2\beta}{\tau}, \frac{2\beta}{\tau} \right] + h_n A_\alpha^c \right\} \cap W_n \right),
\]

\[
\Lambda_n^{**} := \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} X \left( \left\{ s + k\tau + h_n \left[ -1 - \frac{2\beta}{\tau}, 1 + \frac{2\beta}{\tau} \right] \right\} \cap W_n \right).
\]

Consequently, we have proved the following bound

\[
P\{ |\Lambda_n| \geq \epsilon \} \leq P \{ c(K, L_\alpha)\Lambda_n^* + (\alpha + \beta c(L_\alpha))\Lambda_n^{**} \geq \epsilon \} + P \{|W_n| |\hat{\tau}_n - \tau| \geq \beta h_n\}.
\]

The latter bound shows that the proof of Lemma 2.3 is completed if we show that

\[
P \{ c(K, L_\alpha)\Lambda_n^* + (\alpha + \beta c(L_\alpha))\Lambda_n^{**} \geq \epsilon \} \leq c \exp \left\{-\epsilon \sqrt{|W_n| h_n} \right\}. \tag{2.32}
\]
Remark 2.2 If we do not assume (K.4*), then we only have (L). In this case, the set $A^c_\alpha$ can be so scattered over the interval $[-1,1]$ that the set $[-\beta,\beta] + A^c_\alpha$ may fill almost all interval $[-1,1]$ and thus the Lebesgue measure of $[-\beta,\beta] + A^c_\alpha$ may be close, for example, to that of $[-1,1]$ – the case which we definitely want to avoid by assuming (K.4*). □
By choosing the parameter $\beta > 0$ sufficiently small, we can achieve the situation when $\mathfrak{A}$ is a disjoint union of the sets $[-2\beta/\tau, 2\beta/\tau] + B_i$, $i = 1, \ldots, M_a$. Consequently,

$$
|\mathfrak{A}| = \sum_{i=1}^{M_a} \left[ \left[ -\frac{2\beta}{\tau}, \frac{2\beta}{\tau} \right] + B_i \right] = \sum_{i=1}^{M_a} |B_i| + 2M_a \frac{2\beta}{\tau} = |A_n^c| + 2M_a \frac{2\beta}{\tau}
\leq \alpha + 2M_a \frac{2\beta}{\tau}.
$$

(2.38)

Obviously, the right-hand side of (2.38) can be made as small as we want by taking $\alpha > 0$ and $\beta > 0$ sufficiently small. Thus, the desired bound (2.36) can indeed be achieved for all sufficiently large $n$.

This, in turn, implies that, for all sufficiently large $n$, the quantity of (2.33) does not exceed

$$
P \left\{ c(K, L_\alpha)|\Lambda_n^\alpha| - E|\Lambda_n^\alpha| + \{\alpha + \beta c(L_\alpha)\}|\Lambda_n^\alpha| - E|\Lambda_n^\alpha| \geq \frac{\epsilon}{2} \right\}.
$$

The latter quantity does not exceed the sum of $P\{||\Lambda_n^\alpha - E\Lambda_n^\alpha| \geq c_1^* \epsilon\}$ and $P\{||\Lambda_n^\alpha - E\Lambda_n^\alpha| \geq c_1^* \epsilon\}$, where $c_1^* > 0$ and $c_1^* > 0$ are some constants. Using Lemma 2.2 with the kernel $K := |\mathfrak{A}|^{-1} I_\mathfrak{A}$ we obtain the bound

$$
P\{||\Lambda_n - E\Lambda_n| \geq c_1^* \epsilon\} \leq c_2^* \exp \left\{-\epsilon \sqrt{|W_n| h_n}\right\},
$$

Furthermore, an application of Lemma 2.2 with the kernel $K := |\mathfrak{B}|^{-1} I_\mathfrak{B}$, where

$$
\mathfrak{B} := \left[ -1 - \frac{2\beta}{\tau}, 1 + \frac{2\beta}{\tau} \right]
$$

implies

$$
P\{||\Lambda_n^\alpha - E\Lambda_n^\alpha| \geq c_1^* \epsilon\} \leq c_2^* \exp \left\{-\epsilon \sqrt{|W_n| h_n}\right\},
$$

Thus, the quantity of (2.33) does not exceed $c \exp \left\{-\epsilon \sqrt{|W_n| h_n}\right\}$, which completes the proof of bound (2.32) and, in turn, Lemma 2.3. $\Box$

Let us denote

$$
\bar{\lambda}_{n,K}(s) := \frac{1}{N_n} \sum_{k=-\infty}^{\infty} \frac{1}{h_n} \int_{W_n} K \left( x - \left( s + k\tau_n \right) / h_n \right) X(dx).
$$

Then it is easy to see that Lemmas 2.1, 2.2 and 2.3 taken together imply that, for every $\epsilon > 0$, there exists a (small) $\beta := \beta(\epsilon) > 0$ and a (large) $n(\epsilon) \in \mathbb{N}$ such that the bound

$$
P\left\{ |\bar{\lambda}_{n,K}(s) - \lambda(s)| \geq \epsilon \right\} \leq c \exp \left\{-\epsilon \sqrt{|W_n| h_n}\right\} + P\{ |W_n| |\hat{\tau}_n - \tau| \geq \beta h_n\},
$$

(2.39)

holds true for all $n \geq n(\epsilon)$. In a little while we shall use this result to complete the proof of Theorem 2.1. Now, we proceed as follows.

Elementary algebra shows that

$$
P\left\{ |\bar{\lambda}_{n,K}(s) - \lambda(s)| \geq \epsilon \right\} \leq P\left\{ (|\hat{\tau}_n N_n / |W_n| - 1| + 1) |\bar{\lambda}_{n,K}(s) - \lambda(s)| + |\hat{\tau}_n N_n / |W_n| - 1| \lambda(s) \geq \epsilon \right\}.
$$

(2.40)
It is also easy to check that
\[
\left| \frac{\hat{\tau}_n N_n - 1}{|W_n|} - \tau \right| \leq \frac{|\hat{\tau}_n - \tau|}{|W_n|} \left( \frac{\tau}{|W_n|} + 1 \right) + \frac{\tau}{|W_n|},
\]
where the second bound of (2.41) was obtained using $|\tau N_n - |W_n|| \leq \tau$. Since $|W_n|$ converges to $\infty$ by assumption, we can make the right-hand side of (2.41) as small as we want provided that we assume $|W_n| |\hat{\tau}_n - \tau| \leq \beta h_n$. Consequently, the right-hand side of (2.40) does not exceed
\[
P\{ |\hat{\lambda}_{n,K}(s) - \lambda(s)| \geq \epsilon \} + P\{ |W_n| |\hat{\tau}_n - \tau| \geq \beta h_n \},
\]
This fact together with (2.39) completes the proof of Theorem 2.1. □

3. Appendix: Discussion concerning assumptions (K.4) and (K.4*)
We are now to discuss the role of assumption (K.4*) in our considerations and in Theorem 1.1 in particular, and to give an explanation about the necessity to exclude kernel functions like $K_0$. Let us decompose $K_0$ as
\[
K_0 = K_1 - K_2,
\]
where
\[
K_1 := \frac{1}{2} I_{[-1,1]},
\]
\[
K_2 := \frac{1}{2} I_{[-1,1] \cap Q}.
\]
Consequently, we have the following decomposition
\[
\hat{\lambda}_{n,K_0}(s) = \hat{\lambda}_{n,K_1}(s) - \hat{\lambda}_{n,K_2}(s).
\]
Note that the kernel $K_1$ satisfies all four assumptions (K.1)-(K.3), (K.4*). Therefore, by Theorem 2.1, we have the following bound
\[
P\{ |\hat{\lambda}_{n,K_1}(s) - \lambda(s)| \geq \epsilon \} \leq c \exp\{ -\epsilon \sqrt{|W_n|h_n} \} + P\{ |W_n| |\hat{\tau}_n - \tau| \geq \beta h_n \},
\]
with the same parameters as in Theorem 2.1. We now easily see that if $h_n|W_n| \to \infty$ and $|W_n||\hat{\tau}_n - \tau|/h_n \xrightarrow{P} 0$, as $n \to \infty$, then $\hat{\lambda}_{n,K_1}(s)$ is a consistent estimator of $\lambda(s)$. In view of this fact and decomposition (3.1), the random variable $\hat{\lambda}_{n,K_0}(s)$ can be a consistent estimator of $\lambda(s)$ if and only if
\[
\hat{\lambda}_{n,K_2}(s) \xrightarrow{P} 0,
\]
as $n \to \infty$. Let us now look at $\hat{\lambda}_{n,K_2}(s)$ more closely. By the very definition, $\hat{\lambda}_{n,K_2}(s)$ has the following form
\[
\hat{\lambda}_{n,K_2}(s) = \frac{\hat{\tau}_n}{|W_n|} \sum_{k=-\infty}^{\infty} \frac{1}{2h_n} X (\{s + k\hat{\tau}_n + h_n Q\} \cap W_n).
\]
If $\hat{\tau}_n$ were identically equal to $\tau$, the expectation of the random variable
\[
X (\{s + k\hat{\tau}_n + h_n Q\} \cap W_n) = X (\{s + k\tau + h_n Q\} \cap W_n)
\]
would obviously be equal to 0, which, in turn, would be a strong evidence that the statement (3.2) holds true (in fact, one can easily verify that it is so under the assumption \( \hat{\tau}_n \equiv \tau \)). However, if \( \hat{\tau}_n \) is a truly random estimator of \( \tau \), then the validity of statement (3.2) becomes highly questionable, provided that no additional information about \( \hat{\tau}_n \) is available except that \(|W_n| |\hat{\tau}_n - \tau|/h_n \overset{P}{\longrightarrow} 0\), for example. To give a more rigorous justification of the latter claim, we note that statement (3.2) can be reduced to showing that, for ant \( \epsilon > 0 \) and \( \beta > 0 \),

\[
P\left\{ \hat{\lambda}_{n,K_2}(s) \geq \epsilon, |W_n| |\hat{\tau}_n - \tau| \leq \beta h_n \right\} \to 0, \tag{3.3}
\]
as \( n \to \infty \). The “restriction” \(|W_n| |\hat{\tau}_n - \tau| \leq \beta h_n \) in (3.3) actually says that what we really know about the estimator \( \hat{\tau}_n \) is only the following confidence interval

\[
\hat{\tau}_n \in \tau + \beta \frac{h_n}{|W_n|} [-1, 1]. \tag{3.4}
\]

With the notation of (3.4), we rewrite (3.3) more explicitly as

\[
P\left\{ \frac{\hat{\tau}_n}{|W_n|} \sum_{k=-\infty}^{\infty} \frac{1}{2h_n} X \left( \{s + k\hat{\tau}_n + h_n Q\} \cap W_n \right) \geq \epsilon, \hat{\tau}_n \in \tau + \beta \frac{h_n}{|W_n|} [-1, 1] \right\} \to 0, \tag{3.5}
\]
as \( n \to \infty \). If we now use the only available for us information \( \hat{\tau}_n \in \tau + \beta |W_n|^{-1} h_n [-1, 1] \) to estimate the random variable \( X(\{s + k\hat{\tau}_n + h_n Q\} \cap W_n) \) in (3.5), we shall inevitably end up with the necessity of proving that

\[
P\{\hat{\lambda}_{n,K_2}(s) \geq \epsilon\} \to 0, \tag{3.6}
\]
as \( n \to 0 \), where

\[
\hat{\lambda}_{n,K_2}(s) := \frac{\hat{\tau}_n}{|W_n|} \sum_{k=-\infty}^{\infty} \frac{1}{2h_n} X \left( \{s + k\tau + k\beta |W_n|^{-1} h_n [-1, 1] + h_n Q\} \cap W_n \right).
\]

But statement (3.6) appears to be impossible if \( \lambda(s) > 0 \). Indeed, since the interval \( \beta |W_n|^{-1} h_n [-1, 1] \) has a positive Lebesgue measure (and it does not matter how small it is), we have that the set \( k\beta |W_n|^{-1} h_n [-1, 1] + h_n Q \) completely covers the interval \( h_n [-1, 1] \). This observation immediately implies that

\[
\hat{\lambda}_{n,K_2}(s) \geq \hat{\lambda}_{n,K_1}(s).
\]

But we have already noted above that \( \hat{\lambda}_{n,K_1}(s) \) is a consistent estimator of \( \lambda(s) \). Thus, \( \hat{\lambda}_{n,K_2}(s) \) cannot converge in probability to 0, as \( n \to \infty \), if \( \lambda(s) > 0 \).

The above given discussion indicates that without additional information about the relationship between \( X \) and \( \hat{\tau}_n \) in the expression

\[
X(\{s + k\hat{\tau}_n + h_n Q\} \cap W_n),
\]
it may be impossible to prove statements like (3.3) or (3.2). And we emphasise that, by not considering any specific estimator \( \hat{\tau}_n \) in the present paper, we do not have more information about \( \hat{\tau}_n \) except that \( \hat{\tau}_n \) is a consistent estimator of \( \tau \) and, possibly, a rate of consistency like \(|W_n| |\hat{\tau}_n - \tau|/h_n \overset{P}{\longrightarrow} 0\), as \( n \to \infty \). However, it is important to call readers attention that no matter how attractive the problem of including the kernel \( K_0 \) into Theorem 1.1 could be from the mathematical point of view, it does not seem relevant from the statistical point of view at all. Indeed, as far as we understand, all the kernels \( K \) of statistical relevance satisfy assumptions (K.1)–(K.4), and are thus covered by Theorems 1.1.
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