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1 Introduction
In this report we discuss Bernstein-type inequalities for locally square integrable martingales. We will use standard notations, \( M \) for a martingale, \( \langle M \rangle \) and \( [M] \) for its predictable and optional quadratic variation, respectively, and \( \Delta M \) for its jumps. Finally, \( M^* \) will stand for the process given at any time \( t \geq 0 \) by

\[
M^*_t = \sup_{s \leq t} |M_s|.
\]  

(1.1)

Besides, with a martingale \( M \) in question we will associate the family of processes \( H^a \) indexed by the nonnegative numbers \( a \geq 0 \) as follows: at each time \( t \geq 0 \)

\[
H^a_t = \sum_{s \leq t} (\Delta M_s)^2 1_{\{|\Delta M_s| \geq a\}} + \langle M \rangle_t.
\]  

(1.2)

Our main result concerns these two processes evaluated at a finite stopping time \( \tau \). It states that for any fixed value of the index \( a \geq 0 \) and any \( z, L \geq 0 \)

\[
P(M^*_\tau \geq z, H^a_\tau \leq L) \leq 2e^{-\frac{1}{2} \frac{z^2}{a^2 + L}}.
\]  

(1.3)
see theorem 3.2 as well as its corollary 3.3 to trace the links to known results on the present subject. Assertion (i) of this corollary tells us that if the truncation level $a$ is taken to be zero, we get the result (3.9) due to Barlow et al. (1986). Assertion (ii) deals with the special case of martingales with bounded jumps and shows how to reduce (1.3) to the classical Bernstein inequality by fixing the level $a \geq 0$ above all the jumps $|\Delta M| \leq a$. Since in this case the expression (1.2) for $H^a$ retains only the second term, the quadratic variation $\langle M \rangle$, we get (3.10), cf e.g. Shorack and Wellner (1986). Observe that if $M$ is simply a continuous local martingale, then on the right hand side of (3.10) we may substitute $a = 0$ to get the same upper bound as in (3.9):

$$P \left( M^*_\tau \geq z, \langle M \rangle_\tau \leq L \right) \leq 2e^{-\frac{1}{2}z^2 \tau}.$$  \hspace{1cm} (1.4)

Inequalities with such bounds are often called sub-Gaussian. In presence of jumps the sub-Gaussian inequalities (3.9) and (4.2) (the latter concerns the conditionally symmetric case) are less useful as compared to (1.4), for we are led to substitute predictable quadratic variation $\langle M \rangle$ by the optional one $[M]$ in (4.2), with the additional term $\langle M^d \rangle$ in (3.9). Moreover, we are able to restore the relationship (1.4) only asymptotically, by passing to the limit under the usual Lindeberg condition (6.1), cf corollary 6.1. This substitution causes substantial difficulties in applications. Often the alternatives (3.10) or (5.2) are sought that allow predictable characteristics under the probability sign, but at the expense of more stringent conditions and a cruder bound conform to (1.3), cf corollary 3.3, assertion (ii) and theorem 5.1.

It is our intention to pursue a unified approach and to provide transparent proofs of all the mentioned inequalities, otherwise rather scattered in the probabilistic, as well as in statistical literature (see e.g. Bennett (1962), Freedman (1975), Barlow et al. (1986), Shorack and Wellner (1986) and Van de Geer (1995)). The departure point will be theorem 2.3 on a supermartingale property of the exponential of a local martingale. The first application, corollary 3.1 yields the principal argument leading to (1.3) in theorem 3.2. For two other consequences, see sections 4 and 5. As was mentioned earlier, the report is closed by the application to the asymptotically continuous case.

2 Exponential of a martingale

We will use throughout standard notions of the general theory of stochastic processes. For more details we refer to Lipster and Shiryaev (1989) or Jacod and Shiryaev (1987). Processes under consideration will always be defined on a certain fixed stochastic basis (except in section 6 where the
sequence of processes is treated each defined on its own stochastic basis). We assume, for simplicity, that the martingale $M$ in question starts from zero, i.e. $M_0 = 0$, so that its canonical representation reads

$$M = M^c + x \ast (\mu - \nu)$$

where $M^c$ is the continuous part of $M$ and $\mu$ its jump measure with the compensator $\nu$. When the latter characteristic $\nu$ is so that at each time $t \geq 0$

$$\varphi \ast \nu_t < \infty \quad \text{a.s.,} \quad \varphi(x) = e^x - 1 - x, \quad (2.1)$$

we may associate with $M$ the so-called *cumulant* process

$$G = \frac{1}{2} \langle M^c \rangle + \varphi \ast \nu. \quad (2.2)$$

Here and elsewhere below we agree upon the standard notation $\varphi(x) \ast \nu_t$ for the pathwise stochastic integral $\int_0^t \int \varphi_s(x) \nu(ds \times dx)$ ($x$ stands for a dummy variable $\in \mathbb{R}$). Since

$$\Delta G_t = \int (e^x - 1) \nu(\{t\} \times dx) > -1 \quad \text{a.s.} \quad (2.3)$$

at each $t \geq 0$ (cf Lipster and Shiryayev (1989), p. 346), the Doléans-Dade exponential $\mathcal{E}(G)$ is well-defined and

$$\mathcal{E}_t(G) = e^{G_t} \prod_{s \leq t} (1 + \Delta G_s) e^{-\Delta G_s}. \quad (2.4)$$

The latter process occurs as the compensator in the following multiplicative decomposition of a positive semimartingale $\exp(M)$ (cf Lipster and Shiryayev (1989), section 4.13):

**Theorem 2.1.** Let $M$ be a local martingale whose characteristic $\nu$ satisfies the condition (2.1). Then there exists a nonnegative local martingale $N$ such that

$$e^M = NE(G). \quad (2.5)$$

**Remark 2.2.** The process $\exp(M - G)$ is a supermartingale, since by (2.5) the martingale part in its multiplicative decomposition is again $N$ while the compensator equals to $\mathcal{E}(G) \exp(-G)$ that is nonincreasing. Indeed, $\log(1 + x) - x \leq 0$ for $x > -1$ and it follows from (2.4) that the Doléans-Dade exponential $\mathcal{E}(G)$ is dominated by the usual exponential $\exp(G)$. 
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Like in Lipster and Shiryaev (1989) it is said that a local martingale \( M \) satisfies Cramér’s condition for \( \lambda \in \mathbb{R} \) if at each time \( t \geq 0 \)
\[
\varphi(\lambda x) \ast \nu_t < \infty \quad \text{a.s.,}
\] (2.6)
where \( \varphi \) is again given by (2.1). Under this condition the cumulant process \( G(\lambda) \) for \( \lambda M \) is well-defined,
\[
G(\lambda) = \frac{1}{2} \lambda^2 \langle M^c \rangle + \varphi(\lambda x) \ast \nu,
\] (2.7)
and in view of the latter remark \( \exp(\lambda M - G(\lambda)) \) is a supermartingale. The following theorem may be regarded as an extension of this fact (to see this, put \( f \equiv 0 \)).

**Theorem 2.3.** Let \( M \) be a local martingale whose characteristic \( \nu \) is such that for a certain function \( f \) with \( f(0) = 0 \) and a fixed \( \lambda \in \mathbb{R} \)
\[
|f(\lambda x)| \ast \nu < \infty, \quad \varphi(\lambda x - f(\lambda x)) \ast \nu < \infty \quad \text{a.s.}
\] (2.8)
with \( \varphi \) as in (2.1). Define the submartingale \( S(\lambda) = M(\lambda) + A(\lambda) \) with the martingale part \( M(\lambda) = f(\lambda x) \ast (\mu - \nu) \) and the nondecreasing compensator \( A(\lambda) = \frac{1}{2} \lambda^2 \langle M^c \rangle + \varphi(\lambda x - f(\lambda x)) \ast \nu \). Then
\[
e^{\lambda M - S(\lambda)}
\]
is a supermartingale.

**Proof.** We apply theorem 2.1 to the local martingale \( M'(\lambda) = \lambda M - M(\lambda) \). Since \( \langle M'(\lambda)^c \rangle = \lambda^2 \langle M^c \rangle \) and the compensator \( \nu'(\lambda) \) to the jump measure of \( M'(\lambda) \) is so that \( \varphi \ast \nu'(\lambda) = \varphi(\lambda x - f(\lambda x)) \ast \nu \), the cumulant process \( G'(\lambda) \) for \( M'(\lambda) \) is given by
\[
G'(\lambda) = \frac{1}{2} \langle M'(\lambda)^c \rangle + \varphi \ast \nu'(\lambda)
\]
\[
= \frac{1}{2} \lambda^2 \langle M^c \rangle + \varphi(\lambda x - f(\lambda x)) \ast \nu = A(\lambda).
\]
In view of remark 2.2 we thus have that \( \exp(M'(\lambda) - G'(\lambda)) = \exp(\lambda M - S(\lambda)) \) is a supermartingale. \( \square \)

### 3 Inequality for a square integrable martingale

The present section is devoted to the proof of our inequality (1.3), see theorem 3.2 below. It is preceded by an application of theorem 2.3 under the special choice (3.2) of the function \( f \).
Corollary 3.1. Let $M$ be a locally square integrable martingale and $a \geq 0$. Then for all $\lambda \in (0, 1/a)$ the process

$$e^{\lambda M - \psi_a(\lambda) H^a}$$

(3.1)
is a supermartingale, where $\psi_a(\lambda) = \lambda^2/(2 - 2a)$ and $H^a$ is given by (1.2).

Proof. We need to verify the conditions of theorem 2.3 with the special choice

$$f(x) = \frac{1}{2} x^2 1_{\{|x| \geq \lambda a\}}.$$  

(3.2)

Obviously $|f(\lambda x)| * \nu = \frac{1}{2} \lambda^2 x^2 1_{\{|x| \geq a\}} * \nu < \infty$ a.s. since $M$ is locally square integrable. To show that $\varphi(\lambda x - f(\lambda x)) * \nu < \infty$ a.s. as well, we have to take into consideration the following arguments: for $|x| < a$

$$\varphi(\lambda x) \leq \sum_{n \geq 2} \frac{\lambda^n |x|^n}{n!} \leq \frac{1}{2} \sum_{n \geq 2} \lambda^n |x|^n \leq \psi_a(\lambda) x^2,$$

(3.3)

and for $|x| \geq a$

$$|e^{\lambda x - \frac{1}{2} \lambda^2 x^2} - 1 - \lambda x| \leq \frac{1}{2} \lambda^2 x^2 \leq \psi_a(\lambda) x^2$$

(3.4)

with the same $\psi_a(\lambda)$ as in (3.1). Indeed, $|\exp(x - \frac{1}{2} x^2) - 1 - x| \leq \frac{1}{2} x^2$ for all $x \in \mathbb{R}$. The second inequality in (2.8) is then a straightforward consequence of the local square integrability of $M$. By theorem 2.3 $\exp(\lambda M - S(\lambda))$ is a supermartingale. To complete thus the proof, i.e. to show that for $\lambda \in (0, 1/a)$ the process (3.1) is a supermartingale as well, it remains only to verify that with the special substitution (3.2) of the function $f$ the difference $\psi_a(\lambda) H^a - S(\lambda)$ is decreasing. To this end, apply again the inequalities (3.3) and (3.4). \hfill \Box

Theorem 3.2. Let $M$ be a locally square integrable martingale. The associated processes $M^*$ and $H^a$ with $a \geq 0$ (cf (1.1) and (1.2)), evaluated at a finite stopping time $\tau$, satisfy the Bernstein inequality (1.3).

Proof. Since $H^a$ is nondecreasing we have for each $\lambda \in (0, 1/a)$ and $z, L \geq 0$ that

$$P \left( \sup_{t \leq \tau} M_t \geq x, H^a_{\tau} \leq L \right) \leq P \left( \sup_{t \leq \tau} Z_t(\lambda) \geq e^{\lambda z - \psi_a(\lambda)L} \right)$$

(3.5)
where $Z(\lambda)$ stands for the positive supermartingale (3.1). Since $Z_0(\lambda) = 1$, the optional sampling theorem yields for any stopping time $\sigma$ the inequality
\[
E(Z_\sigma(\lambda)1_{\{\sigma<\infty\}}) \leq 1.
\] (3.6)

By applying this to a particular stopping time, namely to $\sigma = \inf\{t : Z_t(\lambda) \geq \exp(\lambda z - \psi_a(\lambda)L)\}$, we may extend (3.5) as follows:
\[
P\left(\sup_{t \leq \tau} Z_t(\lambda) \geq e^{\lambda z - \psi_a(\lambda)L}\right) \leq P(\sigma \leq \tau) \leq P(\sigma < \infty) \leq e^{\psi_a(\lambda)L - \lambda z}.
\]

We have first taken into consideration that $\tau$ is finite and then applied inequality (3.6). So (3.5) turns into
\[
P\left(\sup_{t \leq \tau} M_t \geq z, H^a_\tau \leq L\right) \leq e^{\psi_a(\lambda)L - \lambda z}
\]
for each $\lambda \in (0, 1/a)$. Clearly, the same inequality holds with $M$ substituted by $-M$, for the process $H^a$ remains unaltered. Thus
\[
P\left(M^*_\tau \geq z, H^a_\tau \leq L\right) \leq 2e^{\psi_a(\lambda)L - \lambda z} (3.7)
\]
for each $\lambda \in (0, 1/a)$, in particular for the choice
\[
\lambda = \frac{x/L}{1 + ax/L} (3.8)
\]
that yields the desired inequality (1.3).

The following simple corollary of theorem 3.2 clarifies the relationship between the classical Bernstein inequality for martingales with bounded jumps and a result of Barlow et al. (1986). These two inequalities may be viewed as the extreme cases of (1.3).

**Corollary 3.3.**

(i) Let $M$ be a locally square integrable martingale and let $\tau$ be a finite stopping time. Then
\[
P\left(M^*_\tau \geq z, H^0_\tau \leq L\right) \leq 2e^{-\frac{1}{2}z^2/\tau} (3.9)
\]
for all $z, L \geq 0$, where $H^0 = [M] + \langle M - M^c \rangle$.

(ii) Besides, if $|\Delta M| \leq a$, then
\[
P\left(M^*_\tau \geq z, \langle M \rangle_\tau \leq L\right) \leq 2e^{-\frac{1}{2}z^2/(\pi a + \tau)} (3.10)
\]
for all $z, L \geq 0$.  
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Proof. (i) Clearly \( x^2 * \mu + \langle M \rangle = H^0 \), and the assertion follows directly from theorem 3.2 as \( a = 0 \). (ii) Since \( |\Delta M| \leq a \), the jump measure \( \mu \) of \( M \) is almost surely concentrated on \( \mathbb{R}^+ \times [-a, a] \). So
\[
H^{a+\varepsilon} = x^2 1_{\{|x| \geq a+\varepsilon\}} * \mu + \langle M \rangle = \langle M \rangle
\]
as \( \varepsilon > 0 \). Theorem 3.2 thus implies that for each \( \varepsilon > 0 \)
\[
P(M^*_{\tau} \geq z, \langle M \rangle_{\tau} \leq L) = P(M^*_{\tau} \geq z, H^a_{\tau} \leq L) \leq 2e^{-\frac{1}{2} \frac{z^2}{(a+\varepsilon)^2}}.
\]
Now let \( \varepsilon \downarrow 0 \).

4 Conditionally symmetric martingales

It is said that a local martingale is conditionally symmetric if the predictable characteristic of its jumps \( \nu \) is such that for all integrable functions \( f \)
\[
f(x) * \nu = f(-x) * \nu.
\]
This notion occurs usually in the discrete time setup, in particular, within the theory of decoupling, cf e.g. de la Peña and Giné (1999) or de la Peña (1999). Our next result is in fact an extension of the discrete time result in the latter paper, section 6. Note that under the present conditions (2.7) reduces to
\[
G(\lambda) = \frac{1}{2} \lambda^2 \langle M^c \rangle + (\cosh(\lambda x) - 1) * \nu
\]
and assertion (i) of corollary 3.3 simplifies to

**Theorem 4.1.** Let \( M \) be a locally square integrable and conditionally symmetric martingale. Then at each finite stopping time \( \tau \)
\[
P(M^*_{\tau} \geq z, [M]_{\tau} \leq L) \leq 2e^{-\frac{1}{2} \frac{z^2}{L^2}}
\]
for all \( z, L \geq 0 \).

**Proof.** Apply theorem 2.3 with \( f(x) = \frac{1}{2} x^2 \). Taking also into consideration the conditional symmetry, we get
\[
S(\lambda) - \frac{1}{2} \lambda^2 [M] = (e^{-\frac{1}{2} \lambda^2 x^2} \cosh(\lambda x) - 1) * \nu
\]
which is decreasing since \( \exp(-x^2/2) \cosh x \leq 1 \) for all \( x \in \mathbb{R} \). This means, in particular, that
\[
e^{\lambda M - \frac{1}{2} \lambda^2 [M]}
\]
is a supermartingale. Apply now the arguments like in the course of proving theorem 3.2 but with the latter supermartingale in the place of \( Z(\lambda) \). Depart namely from the inequality
\[
P \left( \sup_{t \leq \tau} M_t \geq x, [M]_\tau \leq L \right) \leq P \left( \sup_{t \leq \tau} e^{\lambda M_t - \frac{1}{2} \lambda^2 [M]_t} \geq e^{\lambda z - \frac{1}{2} \lambda^2 L} \right)
\]
and obtain
\[
P (M^*_\tau \geq z, [M]_\tau \leq L) \leq 2e^{\frac{1}{2} \lambda^2 L - \lambda z},
\]
cf (3.5) and (3.7), respectively. To complete the proof, select \( \lambda \) as to render the right-hand side as small as possible.

5 Inequality under Cramér’s condition

In attempt to relax the assumption of bounded jumps in assertion (ii) of corollary 3.3, Bennet (1962) has treated the sum of independent random variables possessing certain exponential moments and obtained the inequality similar to (3.10) but with the predictable characteristic \( H \) as in (5.2) in place of \( \langle M \rangle \) (see Van de Geer (1995) and Nishiyama (1998) for the extension to discrete-time martingales and point processes with continuous intensity). It will be shown next how to extend this to the general situation of our interest.

**Theorem 5.1.** Let \( M \) be a square integrable martingale. Suppose that there exists a positive constant \( a > 0 \) so that at each time \( t \geq 0 \)
\[
\varphi(\frac{|x|}{a}) * \nu_t < \infty \quad \text{a.s.}
\]
(with \( \varphi \) as in (2.1)) and define the nondecreasing predictable process
\[
H = \langle M^c \rangle + 2a^2 \varphi(\frac{|x|}{a}) * \nu.
\]
Then at each finite stopping time \( \tau \)
\[
P (M^*_\tau \geq z, H_\tau \leq L) \leq 2e^{-\frac{1}{2} \frac{x^2}{a^2 + L}}
\]
for every \( z, L \geq 0 \).
Proof. Assumption (5.1) implies that Cramér’s condition (2.6) holds for every $\lambda \in (0, 1/a)$. Indeed, for $\lambda \in (0, 1/a)$ and $x \in \mathbb{R}$ we have

$$\varphi(\lambda x) \leq \sum_{n \geq 2} a^n \lambda^n \frac{(|x|/a)^n}{n!} \leq 2a^2 \psi_a(\lambda) \varphi(|x|/a)$$

with the same $\psi_a(\lambda)$ as in (3.1). By the latter inequality and the fact that $\psi_a(\lambda) \geq \lambda^2/2$, the difference between the cumulant process $G(\lambda)$ for $\lambda M$ (cf (2.7)) and the process $\psi_a(\lambda)H$ is decreasing. It follows then by the same arguments as in the course of proving corollary 3.1 that $\exp(\lambda M - \psi_a(\lambda)H)$ is a supermartingale. Repeat now the arguments proving theorem 3.2 but use the latter supermartingale instead of (3.1). We arrive at the inequality

$$P(M^*_\tau \geq z, H_\tau \leq L) \leq 2e^{\psi_a(\lambda)L - \lambda z}$$

for each $\lambda \in (0, 1/a)$, cf (3.7). Finally, select $\lambda$ as in (3.8) to arrive at the desired inequality. \qed

6 Asymptotic inequality

The principal result in this section, inequality (6.2) may be regarded as an asymptotic Bernstein inequality, for it resembles (1.4) for continuous local martingales and requires the asymptotic continuity of the sequence of locally square integrable martingales. This requirement is expressed as usual in the form of Lindeberg condition (6.1), cf e.g. Jacod and Shiryaev (1987) or Liptser and Shiryayev (1989).

Thus, we will deal here with the sequence of locally square integrable martingales $\{M^n\}_{n=1,2,...}$. Therefore all its characteristics and associated processes will be indexed as well. Otherwise, the previous notational conventions will be retained. Theorem 3.2 yields

**Corollary 6.1.** Let $\{M^n\}_{n=1,2,...}$ be the sequence of locally square integrable martingales. Suppose the corresponding sequence of predictable characteristics $\{\nu^n\}_{n=1,2,...}$ is so that at a certain stopping times $\tau_n$

$$x^2 1_{\{|x|>\varepsilon\}} * \nu^n_{\tau_n} \xrightarrow{P} 0 \quad (6.1)$$

for all $\varepsilon > 0$. Then

$$\limsup_{n \to \infty} P(M^n_{\tau_n}^* \geq z, (M^n)_{\tau_n} \leq L) \leq 2e^{-\frac{1}{2} z^2} \quad (6.2)$$

for all $z, L \geq 0$. 
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Proof. Obviously, the probability in (6.2) can be bounded from above by the sum

$$P \left( M_{\tau_n}^n \geq z, H_{\tau_n}^n \leq K + L \right) + P \left( x^2 1_{\{|x| \geq \varepsilon\}} * \mu_{\tau_n}^n > K \right).$$

for every $\varepsilon, K > 0$ (the process $H^na$ is again given by (1.2)). By theorem 3.2 the first term does not exceed $2 \exp(-z^2/2(\varepsilon z + L + K))$, while the second term vanishes as $n \to \infty$ in virtue of (6.1) and the Lenglart inequality. Hence

$$\limsup_{n \to \infty} P \left( M_{\tau_n}^n \geq z, \langle M^n \rangle_{\tau_n} \leq L \right) \leq 2e^{-\frac{1}{2} z^2}{\varepsilon z + L + K}.$$

for every $\varepsilon, K > 0$. The proof is completed by letting $\varepsilon \downarrow 0$ and $K \downarrow 0$. \qed
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