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ABSTRACT
We solve an open problem in the literature by providing an online algorithm for multidimensional bin packing that uses only bounded space. We show that it is optimal among bounded space algorithms for any dimension \(d > 1\). Its asymptotic performance ratio is \((\Pi_\infty)^d\), where \(\Pi_\infty \approx 1.691\) is the asymptotic performance ratio of the one-dimensional algorithm HARMONIC. A modified version of this algorithm for the case where all items are hypercubes is also shown to be optimal. Its asymptotic performance ratio is sublinear in \(d\).

Additionally, for the special case of packing squares in two-dimensional bins, we present a new unbounded space online algorithm with asymptotic performance ratio of at most 2.271. We also present an approximation algorithm for the offline problem with approximation ratio of 16/11. This improves upon all earlier approximation algorithms for this problem, including the algorithm from Caprara, Packing 2-dimensional bins in harmony, Proc. 43rd FOCS, 2002.
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1. INTRODUCTION
Bin packing is one of the oldest and most well-studied problems in computer science [8, 5].
The study of this problem dates back to the early 1970’s, when computer science was still in its formative phase—ideas which originated in the study of the bin packing problem have helped shape computer science as we know it today. The influence and importance of this problem are witnessed by the fact that it has spawned off whole areas of research, including the fields of online algorithms and approximation algorithms. In this paper, we study a natural generalization of bin packing, called box packing.

**Problem Definition:** Let \(d \geq 1\) be an integer. In the \(d\)-dimensional box packing problem, we receive a sequence \(\sigma\) of items \(p_1, p_2, \ldots, p_n\). Each item \(p\) has a fixed size, which is \(s_1(p) \times \)
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\( \cdots s_d(p) \). I.e. \( s_i(p) \) is the size of \( p \) in the \( i \)th dimension. We have an infinite number of \textit{bins}, each of which is a \( d \)-dimensional unit hyper-cube. Each item must be assigned to a bin and a position \((x_1(p), \ldots, x_d(p))\), where \( 0 \leq x_i(p) \) and \( x_i(p) + s_i(p) \leq 1 \) for \( 1 \leq i \leq d \). Further, the positions must be assigned in such a way that no two items in the same bin overlap. A bin is \textit{empty} if no item is assigned to it, otherwise it is \textit{used}. The goal is to minimize the number of bins used. Note that for \( d = 1 \), the box packing problem reduces to exactly the classic bin packing problem.

There are a number of variants of this problem which are of interest:

- In the \textit{online} version of this problem, each item must be assigned in turn, without knowledge of the next items.
- In the \textit{hypercube packing} problem we have the restriction that all items are hypercubes, i.e. an item has the same size in every dimension.
- In the \textit{bounded space} variant, an algorithm has only a constant number of bins available to accept items at any point during processing. The bounded space assumption is a quite natural one, especially so in online box packing. Essentially the bounded space restriction guarantees that output of packed bins is steady, and that the packer does not accumulate an enormous backlog of bins which are only output at the end of processing.

The offline versions of these problems are NP-hard, while even with unlimited computational ability it is impossible in general to produce the best possible solution online. We therefore consider both online and offline approximation algorithms.

The standard measure of algorithm quality for box packing is the \textit{asymptotic performance ratio}, which we now define. For a given input sequence \( \sigma \), let \( \text{cost}_A(\sigma) \) be the number of bins used by algorithm \( A \) on \( \sigma \). Let \( \text{cost}(\sigma) \) be the minimum possible number of bins used to pack items in \( \sigma \). The \textit{asymptotic performance ratio} for an algorithm \( A \) is defined to be

\[
R_A^\infty = \lim_{n \to \infty} \sup_{\sigma} \left\{ \frac{\text{cost}_A(\sigma)}{\text{cost}(\sigma)} \left| \text{cost}(\sigma) = n \right. \right\}.
\]

Let \( \mathcal{O} \) be some class of box packing algorithms (for instance online algorithms). The \textit{optimal asymptotic performance ratio} for \( \mathcal{O} \) is defined to be \( R_O^\infty = \inf_{A \in \mathcal{O}} R_A^\infty \). Given \( \mathcal{O} \), our goal is to find an algorithm with asymptotic performance ratio close to \( R_O^\infty \).

\textbf{Previous Results:} The classic online bin packing problem was first investigated by Johnson [16]. He showed that the \textit{Next Fit} algorithm has performance ratio 2. Subsequently, it was shown by Johnson, Demers, Ullman, Garey and Graham that the \textit{First Fit} algorithm has performance ratio \( \frac{17}{10} \) [17]. Yao showed that \textit{Revised First Fit} has performance ratio \( \frac{5}{3} \), and further showed that no online algorithm has performance ratio less than \( \frac{3}{2} \) [30]. Brown and Liang independently improved this lower bound to 1.53635 [2, 22]. The lower bound currently stands at 1.54014, due to van Vliet [26]. Define \( \pi_{i+1} = \pi_i(\pi_i - 1) + 1, \pi_1 = 2 \) and

\[
\Pi_{\infty} = \sum_{i=1}^{\infty} \frac{1}{\pi_i - 1} \approx 1.69103.
\]
Lee and Lee showed that the HARMONIC algorithm, which uses bounded space, achieves a performance ratio arbitrarily close to $\Pi_\infty$ [20]. They also showed it is best possible among bounded space algorithms. Bounded space algorithms for bin packing were also considered by Woeginger in [29], and by van Vliet in [28]. Currently the best known upper bound is 1.58889 due to Seiden [24].

Offline bin packing has also received a great deal of attention, for a survey see [5]. The most prominent results are as follows: Johnson [15] was the first to study the approximation ratios of both online and offline algorithms. Fernandez de La Vega and Lueker [10] presented the first approximation scheme for bin packing. Karmarkar and Karp [18] gave an algorithm which uses at most $\text{cost}(\sigma) + \log^2(\text{cost}(\sigma))$ bins.

While box packing is a natural next step from bin packing, the problem seems to be more difficult, and the number of results is smaller. The offline problem was introduced by Chung, Garey and Johnson [4]. Caprara [3] presented an algorithm with approximation ratio $\Pi_\infty$.

The online problem was first investigated by Coppersmith and Raghavan [6], who give an algorithm based on NEXT FIT with performance ratio $\frac{13}{4} = 3.25$ for $d = 2$. Csisrik, Frenk and Labbe [9] give an algorithm based on FIRST FIT with performance ratio $\frac{49}{16} = 3.0625$ for $d = 2$. Csisrik and van Vliet [7] present an algorithm with performance ratio $(\Pi_\infty)^d$ for all $d \geq 2$ (2.85958 for $d = 2$). Even though this algorithm is based on HARMONIC, it was not clear how to change it to bounded space.

Li and Cheng [21] also gave a HARMONIC-based algorithm for $d = 2$ and $d = 3$. Seiden and van Stee [25] improve the upper bound for $d = 2$ to 2.66013. Several lower bounds have been shown [13, 14, 27, 1]. The best lower bound for $d = 2$ is 1.907 [1], while the best lower bound for large $d$ is less than 3. For bounded space algorithms, a lower bound of $(\Pi_\infty)^d$ is implied by [7].

For online square packing, even less is known. The following results are known for $d = 2$: Coppersmith and Raghavan [6] show an upper bound of $43/16 = 2.6875$ and a lower bound of $4/3$. The upper bound is improved to $100/39 < 2.56411$ by Fujita and Hada [12] and to $395/162 < 2.43828$ by Seiden and van Stee [25]. For $d = 3$, Miyazawa and Wakabayashi [23] show an upper bound of 3.954.

For the offline problem, Ferreira, Miyazawa and Wakabayashi give a 1.988-approximation algorithm [11]. This was improved to 14/9 by Kohayakawa et al. [19] and Seiden and van Stee [25] independently. However, the result in [19] is more general in that the authors give two approximation algorithms for any dimension $d \geq 2$ with asymptotic performance bounds of $2 - (1/2)^d$ and $2 - (2/3)^d$.

Finally, the algorithm in [3] is shown to have an approximation ratio in $(1.490, 1.507)$ for this problem, if a certain conjecture holds.

Our Results: In this paper, we present a number of results for online and offline box and square packing:

- We begin by presenting a bounded space algorithm for the packing of hypercubes. An interesting feature of the analysis is that although we show the algorithm is optimal, we do not know the exact asymptotic performance ratio. The asymptotic performance ratio is $O(d/\log d)$.
- We then extend this algorithm to a bounded space algorithm for general hyperbox packing and show that this algorithm is also optimal, with an asymptotic performance.
ratio of $(\Pi)_{d}$. This solves the ten-year old open problem of how to pack hyperboxes using only bounded space.

- We present a new unbounded space algorithm for two dimensional square packing with a asymptotic performance ratio of 2.2709, which cannot be attained by a bounded space algorithm.

- We improve the approximation algorithm for square packing from [25] and show that the resulting algorithm has an approximation ratio of at most $16/11 < 1.45455$. This is the best known result to date: it also improves the result from [3], even if the conjecture in that paper holds.

For the online results, we will use the technique of weighting systems presented in [24]. This technique was originally introduced for one-dimensional bin packing algorithms. In [25], it was demonstrated how to use the analysis for one-dimensional algorithms to get results for higher dimensions. In contrast, in the current paper we will define weighting systems directly for multidimensional algorithms, without using one-dimensional algorithms as subroutines. To construct the bounded space algorithm we adapt some of the ideas used in previous work. Specifically, the algorithm of [7] also required a scheme of partitioning bins into sub-bins, and of sub-bins into smaller and smaller sub-bins. However, in order to keep a constant number of bins active, we had to change the scheme and take into account cases where a bin is closed even though it contains free areas that can still be used. The hypercube packing algorithm uses an easier scheme for the same purpose. This is a more direct extension of the method used in [6].

2. AN OPTIMAL ALGORITHM FOR BOUNDED SPACE PACKING OF HYPERCUBES

In this section we define the algorithm for hypercubes. In the next section we extend it to deal with hyperboxes. Let the size of hypercube $q$, $s(q)$ be the length of each side of the hypercube. Let $\varepsilon > 0$ be a small constant. Let $M \geq 10$ be an integer parameter such that $M \geq 1/(1 - (1 - \varepsilon)^{1/(d+1)}) - 1$.

We distinguish between “small” hypercubes (of size smaller or equal to $1/M$) and “big” hypercubes (of size larger than $1/M$). The packing algorithm will treat them in different ways.

All large hypercubes are packed using a multidimensional version of Harmonic [20]. The hypercubes are assigned a type according to their size: type $i$ items have a size in the interval $(1/i + 1, 1/i]$ for $i = 1, \ldots, M - 1$. The bins that are used to pack items of these types all contain items of only one type. We use the following algorithm to pack them. A bin is called active if it can still receive items, otherwise it is closed.

Algorithm AssignLarge($i$) At all times, there is at most one active bin for each type. Each bin is partitioned into $i^d$ hypercubes (sub-bins) of size $1/i$ each (the sub-bins create a grid of $i$ strips in each dimension). Each such sub-bin can contain exactly one item of type $i$. On arrival of a type $i$ item it is assigned to a free sub-bin (and placed anywhere inside this sub-bin). If all sub-bins are taken, the previous active bin is closed, a new active bin is opened and partitioned into sub-bins.
The small hypercubes are also assigned types depending on their size, but in a different way. Consider an item $q$ of size $s(q) \leq 1/M$. Let $k$ be the largest non-negative integer such that $2^k s(q) \leq 1/M$. Clearly $2^k s(q) > 1/(2M)$. Let $i$ be the integer such that $2^k s(q) \in (1/i+1, 1/i]$, $i \in \{M, \ldots, 2M-1\}$. The item is defined to be of type $i$. Each bin that is used to pack small items contains only small items with a given type $i$. Note that items of very different sizes may be packed together in one bin. We now describe the algorithm to pack a new small item of type $i$ for $i = M, \ldots, 2M-1$. A sub-bin which received a hypercube is said to be used. A sub-bin which is not used and not cut into smaller sub-bins is called empty.

**Algorithm AssignSmall($i$)**  The algorithm maintains a single active bin. Each bin may during its use be partitioned into sub-bins which are hypercubes of different sizes of the form $1/(2^j i)$. When an item $q$ of type $i$ arrives we do the following. Let $k$ be the integer such that $2^k s(q) \in (1/i+1, 1/i]$. 

1. If there is an empty sub-bin of size $1/(2^k i)$, then the item is simply assigned there and placed anywhere within the sub-bin.

2. Else, if there is no empty sub-bin of any size $1/(2^j i)$ for $j > k$ inside the current bin, the bin is closed and a new bin is opened and partitioned into sub-bins of size $1/i$. Then the procedure in step 3 is followed, or step 1 in case $k = 0$.

3. Take an empty sub-bin of size $1/(2^j i)$ for a minimum $j > k$. Partition it into $2^d$ identical sub-bins (by cutting into two identical pieces, in each dimension). If the resulting sub-bins are of size larger than $1/(2^k i)$, take one of them and partition it in the same way. This is done until sub-bins of size $1/(2^k i)$ are reached. The new item is assigned into one such sub-bin.

Finally, the main algorithm only determines the type of newly arriving items and assigns them to the appropriate algorithms. The total number of active bins is at most $2M-1$. In order to perform a competitive analysis, we prove the following claims.

**Claim 1** For a given $i \geq M$, consider an active bin. At all times, the number of empty sub-bins of each size except $1/i$ is at most $2^d - 1$.

**Proof.** Note that the number of empty sub-bins of size $1/i$ decays from $i^d$ to zero during the usage of the bin. Consider a certain possible size $r$ of a sub-bin. When a sub-bin of some size $r$ is created, it is due to partition of a larger sub-bin. This means that there were no empty sub-bins of size $r$ before the partition. Afterwards, there are at most $2^d - 1$ of them for each size that has been created during the partitioning (for the smallest size into which the sub-bin is partitioned, $2^d$ sub-bins created, but one is immediately used). \hfill $\square$

**Claim 2** For a given $i \geq M$, when a bin is about to be closed, the total volume of empty sub-bins in the bin is at most $1/i^d$.

Note that the above claims bound the volume of sub-bins that are not used at all. There is some waste of volume also due to the fact that each item does not fill its sub-bin totally. We compute this waste later.
Proof. For \( i \geq M \), when a bin is to be closed, there are no empty sub-bins of size \( 1/i \). There are at most \( 2^d - 1 \) empty sub-bins of each other size by Claim 1. This gives a total unused volume of at most \( (2^d - 1) \sum_{k \geq 1} (2^k i)^{-d} = 1/i^d \). □

Claim 3 The occupied volume in each closed bin of type \( i \geq M \) is at least \( 1 - \varepsilon \).

Proof. A hypercube which was assigned into a sub-bin of size \( 1/(2^k i + 1) \) always has size of at least \( 1/(2^k(i + 1)) \). Therefore the ratio of occupied space and existing space in each used sub-bin is at least \( i/d/(i + 1)d \). When a bin is closed, the total volume of used sub-bins is at least \( 1 - 1/i^d \) by Claim 2. Therefore the occupied volume in the bin is at least \( i^d/(i + 1)^d(1 - 1/i^d) = (i^d - 1)/(i + 1)^d \). We use \( i \geq M \) and \( M^d \geq M + 1 \) to get \( (i^d - 1)/(i + 1)^d \geq (M^d - 1)/(M + 1)^d \geq (M^d + 1)^d + 1 \geq 1 - \varepsilon \). □

Now we are ready to analyze the performance. We define a weighting system for \( \text{alg} [24] \). A weighting system is a tuple \((\mathbb{R}^\ell, w, \xi)\), where \( \mathbb{R}^\ell \) is a real vector space, \( w \) is a weighting function, and \( \xi \) is a consolidation function. In [24], \( w \) is a function \((0,1) \rightarrow \mathbb{R}^\ell \) because all items are real numbers in the interval \((0,1) \). Now we let \( w : (0,1)^d \rightarrow \mathbb{R}^\ell \), so that we map \( d \)-dimensional items to values in \( \mathbb{R}^\ell \).

We use \( \ell = 1 \). Each item with \( p \) type \( 1 \leq i \leq M - 1 \) has weight \( w(p) = 1/i^d \). Each item \( p' \) of higher type has weight \( w(p') = (s(p))^{d}/(1 - \varepsilon) \) which is the volume of the item divided by \( (1 - \varepsilon) \). The consolidation function is the identity. We begin by showing that this weighting system is valid for our algorithm.

Lemma 2.1 For all input sequences \( \sigma \), \( \text{cost}_{\text{alg}}(\sigma) \leq \sum_{i=1}^{n} w(p_i) + O(1) \).

Proof. Each closed bin of type \( 1 \leq i \leq M - 1 \) contains \( i^d \) items. All sub-bins are used when the bin is closed, and thus it contains a total weight of \( 1 \). Each closed bin of type \( M \leq i \leq 2M - 1 \) has occupied volume of at least \( 1 - \varepsilon \) by Claim 3, and therefore the weights of the items in such a bin sum up to at least \( 1 - \varepsilon \) by Claim 3. A constant number of bins is active (at most \( 2M - 1 \)). Thus the total number of items used by \( \text{alg} \) for a given input sequence \( \sigma \) is upper bounded by the total weight of the items plus a constant. □

By this Lemma, the asymptotic performance ratio of our algorithm can be upper bounded by the maximum amount of weight that can be packed in a single bin: for a given input sequence \( \sigma \) (with fixed weight \( w \)), the offline algorithm minimizes the number of bins that it needs to pack all items in \( \sigma \) by packing as much weight as possible in each bin. If it needs \( k \) bins, the performance ratio on this input is \( w/k \), which is also the average weight per offline bin.

Therefore we need to find the worst case offline bin, i.e. an offline bin which is packed with a maximum amount of weight. However, for the case of cubes, we only have \( M + 1 \) different types of items. All large items of type \( i \) have the same weight. All small items have the same ratio of weight to volume. Therefore the exact contents of a bin are not crucial. In order to define a packed bin, we only need to know how many items there are of each type, and the volume of the small items. To maximize the weight we can assume that the large items are as small as possible (without changing their type), and the rest of the bin is filled with small items.

Formally, we define a pattern as a tuple \( q = (q_1, \ldots, q_{M-1}) \), where there exists a feasible packing into a single bin containing \( q_i \) items of type \( i \) for all \( 1 \leq i \leq M - 1 \). This generalizes
the definition from [24]. The weight of a pattern $q$ is at most

$$w(q) = \sum_{i=1}^{M-1} \frac{q_i}{i^d} + \frac{1}{1-\varepsilon} \left( 1 - \sum_{i=1}^{M-1} \frac{q_i}{(i+1)^d} \right).$$

(2.1)

Note that for any given pattern the amounts of items of types $M, \ldots, 2M - 1$ are unspecified. However, as mentioned above, the weight of such items is always their volume divided by $1 - \varepsilon$. Therefore (2.1) gives an upper bound for the total weight that can be packed in a single bin for a given pattern $q$. Due to the simple consolidation function, the following Theorem follows directly from Lemma 4.2 in [24]. (The analysis of that Lemma immediately carries over to $d$-dimensional items and patterns.)

**Theorem 2.1** The asymptotic performance ratio of $\text{alg}$ is upper bounded by $\max_q w(q)$.

In order to use the Theorem, we need the following geometric Claim. We immediately formulate it in a general way so that we can also apply it in the next section.

**Claim 4** Given a packing of hyperboxes into bins, such that each component $j$ is bounded in an interval $(1/(k_j + 1), 1/k_j]$, where $k_j \geq 1$ is an integer, then each bin has at most $\prod_{j=1}^{d} k_j$ hyperboxes packed in it.

**Proof.** We prove the claim by induction on the dimension. Clearly for $d = 1$ the claim holds. To prove the claim for $d > 1$, the induction hypothesis means that a hyperplane of dimension $d - 1$ through the bin which is parallel to one of the sides (the side which is the projection of the bin on the first $d - 1$ dimensions) can meet at most $\prod_{j=1}^{d-1} k_j$ hyperboxes. Next, take the projection of the hyperboxes and the bin on the last axis. We get short intervals of length in $(1/(k_d + 1), 1/k_d]$ (projections of hypercubes) on an main interval of length 1 (the projection of the bin). As mentioned above, each point of the main interval can have the projection of at most $\prod_{j=1}^{d-1} k_j$ items. Consider the short intervals as an interval graph. The size of the largest clique is at most $\prod_{j=1}^{d-1} k_j$. Therefore, as interval graphs are perfect, we can colour the short intervals using $\prod_{j=1}^{d-1} k_j$ colours. Note that the number of intervals of each independent set is at most $k_d$ (due to length), and so the total number of intervals is at most $\prod_{j=1}^{d} k_j$. □

**Lemma 2.2** Let $\alpha$ be the asymptotic performance ratio of the above algorithm computed using Theorem 2.1. Then the asymptotic performance ratio of any bounded space algorithm is at least $\alpha$.

**Proof.** We show a lower bound of value $(1 - \varepsilon)\alpha$ on the asymptotic performance ratio of any bounded space algorithm. This value approaches $\alpha$ as $\varepsilon$ tends to zero. Note that $M$ depends on $\varepsilon$.

Consider a pattern $q$ such that $w(q) = \alpha$. Note that a pattern does not specify the precise sizes of any of the items in it. Based on $q$, we define a set of hypercubes that can be packed together in a single bin. For each item of type $i$ in $q$, we take a hypercube of size $1/(i+1) + \delta$ for some small $\delta > 0$. Take $V_8 = 1 - \sum_{i=1}^{M-1} q_i (1/(i+1) + \delta)^d$. We add a large amount of small hypercubes of total volume $V_8$, where the sizes of the small hypercubes are chosen in
such a way that they can all be packed in a single bin together with the large hypercubes prescribed by \( q \). By the definition of a pattern, such a packing is feasible for \( \delta \) sufficiently small.

Define the following input for a bounded space algorithm. Let \( N \) be a large constant. The sequence contains \( M \) phases. The last phase contains a volume \( NV_{\delta} \) of small hypercubes. Phase \( i \) \((1 \leq i \leq M - 1)\) contains \( Nq_{i} \) hypercubes of size \( 1/(i + 1) + \delta \). After phase \( i \), almost all hypercubes of this phase must be packed into closed bins (except a constant number of active bins). Each such bin may contain up to \( i^{d} \) items, which implies that in each phase \( i \), \( Nn_{i}/i^{d} - O(1) \) bins are closed. The last phase contributes at least \( V_{\delta} - O(1) \) extra bins. The cost of the online algorithm is \( \sum_{i=1}^{M-1} Nq_{i}/i^{d} + V_{\delta} - O(M) \). But the optimal offline cost is simply \( N \). Taking \( \delta = 1/N \) and letting \( N \) grow without bound, \( N \) becomes much larger than \( M \) and the asymptotic performance ratio of any bounded space on-line algorithm is lower bounded by \( \sum_{i=1}^{M-1} q_{i}/i^{d} + V_{\delta} \). Note that the weight of this set of hypercubes according to our definition of weights tends to \( \sum_{i=1}^{M-1} q_{i}/i^{d} + V_{\delta}/(1 - \varepsilon) = w(q) = \alpha \) as \( \delta \to 0 \). Therefore \( \sum_{i=1}^{M-1} q_{i}/i^{d} + V_{\delta} \geq (1 - \varepsilon)\alpha \).

This Lemma also implies that our choice of the weighting function does not just give an upper bound for the asymptotic performance ratio of \( \text{alg} \), but instead determines it exactly.

2.1 The asymptotic performance ratio

We show that the asymptotic performance ratio of our algorithm as a function of the dimension is \( O(d/\log d) \) when we choose \( M \) correctly.

Take \( M = 2d/\log d \). The occupied volume in bins of small types is at least \( (\frac{M}{M+1})^{d+1} \) by the proof of Claim 3. This is greater than \( (\frac{M+1}{M})^{-d} = (1 + 1/M)^{-d} = (1 + (\log d)/(2d))^{-d} \), which tends to \( e^{-d/2} = (e^{d})^{-1/2} = 1/\sqrt{d} \) for \( d \to \infty \).

Suppose the input is \( I \). Denote by \( I_{i} \) the subsequence of items of type \( i \) \((i = 1, \ldots, M)\), where we consider all the small types as a single type. Then we have \( \text{alg} (I_{i}) = \text{opt} (I_{i}) \leq \text{opt} (I) \) for \( i = 1, \ldots, M - 1 \), since if items of only one type arrive, our algorithm packs them perfectly. Moreover, \( \text{alg} (I_{M}) = O(\sqrt{d}) \cdot \text{opt} (I_{M}) = O(\sqrt{d}) \cdot \text{opt} (I) \) for \( i = M \). Thus \( \text{alg} (I) = \sum_{i=1}^{M} \text{alg} (I_{i}) \leq (M - 1)\text{opt} (I) + O(\sqrt{d})\text{opt} (I) = O(d/\log d)\text{opt} (I) \) for \( d \) large enough.

We can show that the asymptotic performance ratio of this problem is \( \Omega(\log d) \) by considering the following simple lower bound construction. We use \( \lceil \log d \rceil \) phases. In phase \( i \), \( N((2^{i} - 1)^{d} - (2^{i} - 2^{d})^{d}) \) items of size \( 2^{-i}(1 + \varepsilon) \) arrive, where \( \varepsilon < 2^{-\lceil \log d \rceil} \leq 1/d \). An offline algorithm can place all these items in just \( N \) bins by using the following packing scheme. Each bin is packed identically, so we just describe the packing of a single bin. The first item is placed in a corner of the bin. We assign coordinates to the bin so that this corner is the origin and all positive axes are along edges of the bin. (The size of the bin in each dimension is \( 1 \).)

Consider any coordinate axis. We reserve the space between \( (1 - 2^{1-i})(1 + \varepsilon) \) and \( (1 - 2^{-i})(1 + \varepsilon) \) for items of phase \( i \). Note that this is exactly the size of such an item. By doing this along every axis, we can place all \( (2^{i} - 1)^{d} - (2^{i} - 2^{d})^{d} \) items of phase \( i \). (There would be room for \( (2^{i} - 1)^{d} \) items if we used all the space until \( (1 - 2^{-i})(1 + \varepsilon) \) along each axis; we lose \( (2^{i} - 2^{d})^{d} \) items because the space until \( 1 - 2^{1-i} \) is occupied.)

The minimum number of bins that any bounded space online algorithm needs to place the items of phase \( i \) is \( N((2^{i} - 1)^{d} - (2^{i} - 2^{d})^{d})/(2^{i} - 1)^{d} = N(1 - (2^{2-i}/2^{d-1})^{d}) \) items. Note that the
contribution of each phase $i$ to the total number of bins required to pack all items is strictly decreasing in $i$. Consider the contribution of the last phase, which is phase $\lceil \log d \rceil$. Since $\lceil \log d \rceil \leq 1 + \log d$, it is greater than $N(1 - (2d^{-2})^d) = N(1 - (1 - \frac{1}{2d^{-1}})^d) \geq N(1 - e^{-1/2}) > 0.39N$ for all $d \geq 2$. Thus all $\lceil \log d \rceil$ terms all contribute at least $0.39N$, and the total number of bins required is at least $0.39N(\lceil \log d \rceil)$. This implies a lower bound of $\Omega(\log d)$ on the asymptotic performance ratio of this problem.

3. AN OPTIMAL ALGORITHM FOR BOUNDED SPACE PACKING OF HYPERBOXES

Next we describe how to extend the algorithm for hypercubes to handle hyperboxes instead of hypercubes. The value of $M$ as a function of $\varepsilon$ is picked so that $M \geq 1/(1 - (1 - \varepsilon)^{1/(d+2)}) - 1$. Similarly to the previous algorithm, the hyperboxes are classified into types. A arriving hyperbox $b$ of dimensions $(b_1, b_2, \ldots, b_d)$, is classified as one of $(2M - 1)^d$ types depending on its components: a type of a hyperbox is the vector of the types of its components.

There are $2M - 1$ types of components. A component larger than $1/M$ has type $i$ if $1/(i + 1) < b_i \leq 1/i$, and is called large. A component smaller than $1/M$ has type $i$, where $M \leq i \leq 2M - 1$, if there exists a non-negative integer $f_i$ such that $1/(i + 1) < 2^{f_i}b_i \leq 1/i$. Such components are called small.

Each of the $(2M - 1)^d$ types is packed separately and independently of the other types. The algorithm keeps one active bin for each type $(s_1, \ldots, s_d)$. When such a bin is opened, it is split into $\prod_{i=1}^d s_i$ identical sub-bins of dimensions $(1/s_1, \ldots, 1/s_d)$. On arrival of a hyperbox $p$, after classification into a type, a sub-bin has to be found for it. If there is no sub-bin in the current bin that is larger than $p$ in every dimension, we close the bin and open a new one. Otherwise, we take an empty sub-bin that has minimum volume among all sub-bins that can contain $p$.

Now consider the components of $p$ one by one. If the $i$-th component is large, the sub-bin has the correct size in this dimension: its size is $1/s_i$ whereas the component is in $(1/(s_i - 1), 1/s_i]$.

If the $i$-th component is small, the size of the sub-bin in the $i$-th dimension may be too large. Suppose its size is $1/(2^{f_i}s_i)$ whereas the hyperbox has size $1/(2^{f'}s_i)$ in this dimension for some $f > f'$. In this case, we divide the sub-bin into two equal parts by cutting halfway (across the $i$-th dimension). If the new sub-bins have the proper size, take one of the two smallest sub-bins that were created, and continue with the next component. Otherwise, take one of the new sub-bins and cut it in half again, repeating until the size of a created sub-bin is $1/(2^{f_i}s_i)$.

Thus we ensure that the sub-bin that we use to pack the item $p$ has the proper size in every dimension. We then place this item anywhere inside the sub-bin.

We now generalize the proofs from the previous section for this algorithm.

**Claim 5** Consider a type $(s_1, \ldots, s_d)$, and its active bin. For every vector $(f_1, \ldots, f_d) \neq 0$ of nonnegative integers such that $f_i = 0$ for each large component $i$, there is at most one empty sub-bin of size $(1/(2^{f_i}s_1), \ldots, 1/(2^{f_d}s_d))$.

**Proof.** Note that the number of sub-bins of size $(1/s_1, \ldots, 1/s_d)$, is initialized to be $\prod_{i=1}^d s_i$, and decays until it reaches the value zero. The cutting process does not create more than a single empty sub-bin of each size. This is true for all the sub-bins created except for
the smallest size that is created in any given process. For that size we create two identical sub-bins. However, one of them is filled right away.

Furthermore, no sub-bins of existing sizes are created due to the choice of the initial sub-bin. The initial sub-bin is chosen to be of minimum volume among the ones that can contain the item, and hence all the created sub-bins (all of which can contain the item) are of smaller volume than any other existing sub-bin that can contain the item.

Claim 6 The occupied volume in each closed bin of type \((s_1, \ldots, s_d)\) is at least

\[
(1 - \varepsilon) \prod_{i \in L} \frac{s_i}{s_i + 1},
\]

where \(L\) is the set of large components in this type.

Proof. To bound the occupied volume in closed bins, note that a sub-bin which was assigned an item is full by a fraction of at least \(\prod_{i=1}^{d} (s_i/(s_i + 1)) \geq (\frac{M}{M+1})^{d-|L|} \prod_{i \in L} (s_i/(s_i + 1))\).

Considering sub-bins that were empty when the bin was closed, by Claim 5 there may be one empty sub-bin of each size \((1/(2^i s_1), \ldots, 1/(2^i s_d))\), with the restrictions that \(f_i\) is a nonnegative integer for \(i = 1, \ldots, d\), \(f_i = 0\) for each large component \(i\), and there exists some \(i \in \{1, \ldots, d\}\) such that \(f_i \neq 0\).

If there are no small components, there can be no empty sub-bins because large components never cause splits into sub-bins, so all sub-bins are used when the bin is closed. This gives a bound of \(\prod_{i \in L} \frac{s_i}{s_i + 1}\).

If there is only one small component, the total volume of all empty sub-bins that can exist is \(1/(s_1 \ldots s_d) \cdot (\frac{1}{2} + \frac{1}{2} + \ldots) \leq 1/(s_1 \ldots s_d) \leq 1/M\), since one of the components is small (type is at least \(M\)) and all other components have type at least 1. The occupied volume is at least \((1 - 1/M) \cdot \frac{M}{M+1} \prod_{i \in L} (s_i/(s_i + 1)) \geq (\frac{M}{M+1})^{d+2} \prod_{i \in L} (s_i/(s_i + 1))\). This holds for any \(d \geq 2\) and \(M \geq 2\).

If there are \(r \geq 2\) small components, the total volume of empty sub-bins is at most \((2^r - 1)/(s_1 s_2 \ldots s_d) \leq (2^r - 1)/M^r \leq 2^r/M^r\). (We get the factor \(2^r - 1\) by enumerating over all possible choices of the values \(f_i\) We get that each bin is full by at least a fraction of

\[
\left(1 - \frac{2^r}{M^r}\right) \left(\frac{M}{M+1}\right)^r \prod_{i \in L} \frac{s_i}{s_i + 1} = \frac{M^r - 2^r}{(M+1)^r} \prod_{i \in L} \frac{s_i}{s_i + 1} \geq \left(\frac{M}{M+1}\right)^{r+2} \prod_{i \in L} \frac{s_i}{s_i + 1} \geq \left(\frac{M}{M+1}\right)^{d+2} \prod_{i \in L} \frac{s_i}{s_i + 1}.
\]

The penultimate inequality holds for \(M^r - 2^r \geq M^{r+2}/(M+1)^2\), which holds for any \(r \geq 2\) and \(M \geq 4\).

Using \((\frac{M}{M+1})^{d+2} \geq 1 - \varepsilon\) we get the Claim.

We now define a weighting system for our algorithm. The weight of a hyperbox \(p\) with components \((b_1, \ldots, b_d)\) and type \((s_1, \ldots, s_d)\) is defined as \(w(p) = \frac{1}{1 - \varepsilon} \prod_{i \in L} b_i \prod_{i \in L} \frac{1}{s_i}\), where \(L\) is the set of large components in this type. The consolidation function is again the identity.

Lemma 3.1 For all input sequences \(\sigma\), \(\text{cost}_{\text{alg}}(\sigma) \leq \sum_{i=1}^{n} w(p_i) + O(1)\).
Definition 1 The pseudo-volume of a hyperbox $H = (b_1, \ldots, b_d)$ is defined as $\prod_{i \notin L} b_i$, where $L$ is the set of large components of $H$.

Suppose that for a given set of hyperboxes $X$, we can partition the dimensions into two sets, $A$ and $B$, such that for each dimension $i$ in $A$, we have that the $i$-th components of all hyperboxes in $X$ are bounded in an interval $(1/(k_i + 1), 1/k_i]$. There are no restrictions on the dimensions in $B$. (Thus such a partition can always be found by taking $A = \emptyset$.)

For a hyperbox $H \in X$, define the generalized pseudo-volume of the components in $B$ by $v(H, B) = \prod_{i \in B} b_i$, where $b_i$ is the $i$-th component of $H$. Define the total generalized pseudo-volume of all hyperboxes in a set $X$ by $v(X, B) = \sum_{H \in X} v(H, B)$.

Claim 7 For a given set $X$ of hyperboxes, for sufficiently large $N$, any packing of $X$ into bins requires at least $v(X, B)(1 - \frac{1}{N})^{|B|}/\prod_{i \in A} k_i$ bins, where $A$ and $B$ form a partitioning of the dimensions as described above.

Proof. We prove the claim by induction on the number of dimensions in $B$. For $|B| = 0$, we find that the total generalized pseudo-volume of $X$ is simply the number of hyperboxes in $X$ (since the empty product is 1) and thus the claim is true using Claim 4.

Assume the claim is true for $|B| = 0, \ldots, r-1$. Suppose $|A| = d-r < d$. Take any dimension $i \in B$. We replace each hyperbox $H$, with component $b_i$ in dimension $i$, by $\lfloor Nb_i \rfloor$ hyperboxes that have $\frac{1}{N}$ as their $i$-th component, and are identical to $H$ in all other components. Here $N$ is taken sufficiently large, such that $\frac{1}{N} < b_i$. Clearly, the new input $X'$ is no harder to pack,
as we split each item into parts whose sum is smaller than or equal to the original items. The total generalized pseudo-volume of the hypercubes in $X'$ is at most a factor of $1 - \frac{1}{N}$ smaller than that of $X$. So if we write $B' = B \setminus \{i\}$, we have $v(X', B') \cdot \frac{1}{N} \geq v(X, B)(1 - \frac{1}{N})$. By induction, it takes at least $v(X', B') \cdot (1 - \frac{1}{N})^{-1}/\prod_{j \in A \cup \{i\}} k_j$ bins to pack the modified input $X'$. Using that $k_i = N$, this is $v(X, B) \cdot (1 - \frac{1}{N})^{-1}/\prod_{j \in A} k_j$ bins.

Letting $\gamma = 1 - (1 - \frac{1}{N})^d$, we get that the required number is at least $v(X, B)(1 - \gamma) / \prod_{j \in A} k_j$ bins, where $\gamma \to 0$ as $N \to \infty$. In the remainder, we will take $A$ to be the dimensions where the components of the hyperboxes in $X$ are large, and $B$ the dimensions where they are small. Note that this choice of $A$ satisfies the constraints on $A$ above, and that this reduces the generalized pseudo-volume to the (normal) pseudo-volume defined before. We are ready to prove the following Lemma.

**Lemma 3.2** Suppose the maximum amount of weight that can be packed in a single bin is $\alpha$. Then our algorithm has an asymptotic performance ratio of $\alpha$, and the asymptotic performance ratio of any bounded space algorithm is at least $\alpha$.

**Proof.** The first statement follows from Lemma 3.1. We show a lower bound of value which tends to $\alpha$ on the asymptotic performance ratio of any bounded space algorithm.

Consider a packed bin for which the sum of weights is $\alpha$. Partition the hyperboxes of this bin into $M^d$ types in the following way. Each component is either of a type in $\{1, \ldots, M - 1\}$ or small (i.e. of a type $i$, $i \leq M$). Let $N'$ be a large constant. The sequence consists of phases. Each phase consists of one item from the packed bin, repeated $N'$ times. The optimal offline cost is therefore $N'$. Using Claim 7 we see that the amount of bins needed to pack a phase which consists of an item $p$ repeated $N'$ times is simply $N'w(p)(1 - \gamma)(1 - \varepsilon)$. Therefore the cost of an on-line algorithm is at least $N\alpha(1 - \gamma)(1 - \varepsilon) - O(1)$, which makes the asymptotic performance ratio arbitrarily close to $\alpha$. \qed

Furthermore, we can determine the asymptotic performance ratio of our algorithm for hyperbox packing. Comparing to the unbounded space algorithm from [7] we can see that all the weights we defined are smaller than or equal to the weights used in [7]. So the asymptotic performance ratio is not higher. However, it can also not be lower due to the general lower bound for bounded space algorithms. This means that both algorithms have the same asymptotic performance ratio, namely $(\Pi_\infty)^d$, where $\Pi_\infty \approx 1.691$ is the asymptotic performance ratio of the algorithm Harmonic [20].

4. AN UNBOUNDED SPACE ALGORITHM FOR SQUARE PACKING

We define a two-dimensional version of Modified Harmonic that we call M$^2$. It uses seven item types (intervals in $(0, 1]$), denoted by $1, 1a, 2, 2a, 3, 4, 5$ in order of decreasing size. The algorithm uses a variable $\Delta \in (1/3, 2/5)$, the exact value of which is chosen in a way that balances the asymptotic performance ratio in the different cases, and is explained in the full version. The upper bound for type $i$ ($i = 1, \ldots, 5$) is $1/i$. The upper bound for type $1a$ is $1 - \Delta$, and for $2a$ it is $\Delta$.

M$^2$ packs all items of size at most $1/5$ (type 5) using the algorithm from Section 2 for small items. That is, we divide the items into 5 subtypes, and for each item of subtype $i$ we call the function AssignLarge($i$) (we take $M = 5$).

Items of type $2a$ are partially put three to a bin, in such a way that a type $1a$ item could be put in the same bin with them, and partially put four to a bin, in the four corners. These
items are colored red and blue, respectively. We use a parameter $\alpha \in (1/5, 1/4)$ to denote the fraction of type 2a items that are colored red. The choice of the exact value of $\alpha$ is also given in the full version.

Items of types 1, 2, 3, and 4 are packed in bins that only contain items of one type. Full bins contain 1, 4, 9, and 16 items, respectively. By the proof of Claim 3, full bins containing items of type 5 have occupied area of at least $(M^d - 1)/(M + 1)^d = 24/36 = 2/3$.

We give an overview of the types, weights and expansions in Table 1.

<table>
<thead>
<tr>
<th>Type</th>
<th>Maximum size</th>
<th>$W_1$</th>
<th>$W_2$</th>
<th>$E_1$</th>
<th>$E_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1/(1 - $\Delta$)^2</td>
<td>1/(1 - $\Delta$)^2</td>
</tr>
<tr>
<td>1a</td>
<td>1 - $\Delta$</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1/2</td>
<td>1/4</td>
<td>1/4</td>
<td>1/(4$\Delta$)^2</td>
<td>1/(4$\Delta$)^2</td>
</tr>
<tr>
<td>2a</td>
<td>$\Delta$</td>
<td>$\frac{1-\alpha}{4}$</td>
<td>$\frac{3+\alpha}{4}$</td>
<td>$\frac{9-9\alpha}{4}$</td>
<td>$\frac{9+3\alpha}{4}$</td>
</tr>
<tr>
<td>3</td>
<td>1/3</td>
<td>1/9</td>
<td>1/9</td>
<td>16/9</td>
<td>16/9</td>
</tr>
<tr>
<td>4</td>
<td>1/4</td>
<td>1/16</td>
<td>1/16</td>
<td>25/16</td>
<td>25/16</td>
</tr>
<tr>
<td>5</td>
<td>1/5</td>
<td>$\frac{3}{2}x$</td>
<td>$\frac{3}{2}x$</td>
<td>3/2</td>
<td>3/2</td>
</tr>
</tbody>
</table>

It is well known that the asymptotic performance ratio is upper bounded by the maximum amount of weight that can be packed into a single bin, in this case the maximum of the two maximums.

The expansion of type 5 items (small items) is 3/2. To simplify the calculations, we will assume that it is instead 25/16. This can only make the asymptotic performance ratio worse, so we will calculate an upper bound for the asymptotic performance ratio. Using this value enables us to ignore the items of type 4, since they also have expansion 25/16: we will assume that after taking some items from types 1, 1a, 2, 2a, and 3 we can fill up the rest of the bin entirely with items of expansion 25/16 (this is the worst case).

To find a bin with maximal weight, we need to try all possible combinations of items of types 1, 1a, 2, 2a, and 3 and fill up the rest with “sand” (small items). The weight is maximized by minimizing the size of all the large items that we use (since the weight they contribute does not depend on their size, and it maximizes the area available for other large items and for small items). We take $\alpha = \frac{25}{36}(9\Delta^2 - 1)$. This choice of $\alpha$ ensures that if we have a bin with a type 2 item (of minimal size), and we replace it with a type 2a item (of minimal size) and fill the remaining area with sand, the total weight is unchanged: we have $1/4 = \frac{1-\alpha}{4} + \frac{25}{36}(\Delta^2 - 1/9)$.

We use the following Lemma from [25].

**Lemma 4.1** If a square of size strictly greater than 1/2 is packed in the unit square then at most 5 squares of size strictly greater than 1/4 can be packed with it.

**Theorem 4.1** MH$^2$ maintains a asymptotic performance ratio of at most 2.270876.

**Proof.** We look for a bin with maximal weight.
Case 1. First of all, suppose that there is no item of type 1 or 1a in the bin. For the remaining items, $W_1(p) \leq W_2(p)$ for all items $p$. Thus we only need to consider $W_2$. The type with the highest expansion is type 2a, which fits at most four times in a bin. All other types have expansion at most $16/9$ by our choice of $\Delta$, so the total weight of the bin in this case is at most $(3 + \alpha)/3 + (1 - 4/9)16/9 < 2.06$.

Suppose there is an item of type 1 or 1a. By Lemma 4, at most 5 items of type 2, 2a, or 3 can be packed with them. As usual we assume that the rest of the bin is filled with items of expansion $25/16$. Since the items of type 2, 2a and 3 have expansion greater than $25/16$, the weight is maximized by taking 5 of them.

Case 2. Suppose there is an item of type 1. Then there is no item of type 1a; for all other items, $W_2(p) \geq W_1(p)$, so we only need to consider $W_2(p)$. In this case items of type 2 do not fit in the bin. If we place $i$ items of type 2a in the bin, this leaves room for at most $5 - i$ items of type 3. We assume that $5 - i$ such items can always be placed. (This is a worst-case assumption.) Since the weight of type 2a items is higher than that of type 3 items, and the total number of type 2a items and type 3 items is assumed to be independent of the number of type 2a items, we maximize the number of type 2a items. However, at most 4 items of size strictly greater than $1/3$ fit in one bin, so at most 3 items of type 2a can be placed in this bin together with the item of type 1. This leaves two items of type 3.

The total weight is at most $1 + 3/4 + \alpha/4 + 2/9 + 25/16(1 - (1 - \Delta)^2 - 1/3 - 1/8)$.

Case 3. Now suppose there is an item of type 1a. Then the weight of the bin is maximal if we use $W_1$ (using $W_2$, the total weight is now lower than in Case 1).

There are at most 5 items of type 2, 2a, or 3. By the remarks above Lemma 4, we do not need to distinguish between bins that only differ in that one of them has a type 2 item where the other has a type 2a item and more sand. Since type 2 and 2a items have higher weight than items of type 5 (because $\Delta < 2/5$), we take 3 of them, and 2 of type 5 (here we ignore that items of type 5 do not necessarily fit in a bin that already contains 1 item of size greater than $1/2$ and three items of size greater than $\Delta$, just like in Case 2).

The total weight is at most $1 + 3/4 + 2/9 + 25/16(1 - 1/4 - 3\Delta^2 - 2/16)$.

We take $\Delta$ to be the solution of $27\Delta^2 + 18\Delta - 43/4 = 0$ that is in the interval $(1/3, 2/5)$.

Then the weights in Cases 2 and 3 above are the same, and they are 2.270876. This is an upper bound for the asymptotic performance ratio of MH². □

5. A 16/11 approximation for offline square packing

We present an approximation algorithm for the packing of squares in two-dimensional bins which improves upon all known approximation algorithms [23, 25, 3].

The basic idea is as follows: we classify items as either small or large. Large items are further classified according to their size. For the large items, we create an optimal solution using packing patterns derived from an integer program. Small items are then packed first into bins with certain large items, and then, if necessary, into bins by themselves.

We pack small items only into bins that contain a single large item of size at least $1/2$, and into bins that contain exactly four items (in such bins, the smallest two items have total size at least $2/3$). In this way, we ensure that such bins (if any exist) contain an amount of items of total area nearly 1, i.e. little space is wasted (unused) in such bins. The key to bounding the approximation ratio is to show that the remaining bins cannot hold too many
small items in the optimal offline solution.

**Lemma 5.1 (Meir & Moser)** Let $\varsigma$ be a list of squares, the largest of which is of size $b$. $\varsigma$ can be packed in a rectangle of height $c \geq b$ and width $d \geq b$ using Next Fit Decreasing if the total area of items in $\varsigma$ is at most $b^2 + (c-b)(d-b)$.

Let $A$ be a set of item sizes. A pattern over $A$ is a finite multiset $P$ of squares with sizes in $A$ that fit (in some way) into a unit square. For a pattern $P$, for $1 \leq j \leq m$, define $P_j$ to be the number of items of size $a_j$ in $P$. A pattern of order $j$ is dominant if when we increase the number of items of size $a_j$, the resulting multi-set of items no longer fits in a unit square. The waste of pattern $P$ is defined to be $1 - \sum_{i} P_i a_i^2$.

We now consider the construction of a solution for the unrestricted square packing problem, called SQUARE SCHEME. We use a parameter $\Delta$, the exact value of which shall be determined later in our exposition. Let $\sigma$ be the input. From $\sigma$, we create two new lists of squares. The first, $\sigma_>$ contains all squares of size greater than $\Delta$. The second, $\sigma_\leq$ contains the remaining squares.

We sort the squares in $\sigma_>$, and then divide them into $m$ groups of approximately the same size. More precisely, we sort $\sigma_>$ to get squares $x_1 \geq x_2 \geq \cdots \geq x_{|\sigma_>|}$. We also use $x_i$ to denote the size of the $i$th square in this sorted list. Define $k = \lceil |\sigma_>| / m \rceil$. We use the algorithm from [25] to pack the large items in at most $L + k$ bins, where $L$ is the number of bins in the optimal packing for the large items.

Then we use some of the singleton bins and the 4-item bins to pack the small items, and finally we use new empty bins for the remaining small items.

We choose

$$\Delta = \frac{\varepsilon^2}{4(4 + \varepsilon)^2}, \quad m = \left\lceil \frac{32(4 + \varepsilon)^4}{\varepsilon^5} \right\rceil.$$ 

These choices guarantee that $\Delta < 1/4$ and

$$\frac{4\sqrt{\Delta}}{1 - 2\sqrt{\Delta}} \leq \frac{\varepsilon}{2}, \quad \frac{1}{\Delta^2 m} \leq \frac{\varepsilon}{2}.$$ 

If all the small items fit in the already existing bins, we are done as in [25] (approximation ratio $1 + \varepsilon/2$). Otherwise, we use the following lemma.

**Lemma 5.2** The waste of any dominant pattern which contains at least five items is at most $5/11 \approx 0.4545$.

**Proof.** We use a case analysis. We use always Lemma 5.1.

Twice in this proof we will use the following construction. We will have packed some items of the pattern, and have two remaining empty areas in the bin, $A_1$ and $A_2$, of which the smallest ($A_2$) can contain the largest remaining unpacked item, $z$, in the pattern. Then we will pack items into $A_1$ using Next Fit Decreasing. Some item will remain unpacked, since the pattern is dominant and we did not use the area $A_2$ yet. The largest remaining item, $u$, is placed in $A_2$. Denote the total area packed in $A_1$ by $f$, and the dimensions of $A_1$
two items can be packed in $A - most 1$, must add up to at most 1: they fit next to each other. Moreover, all these items have size at

In the pattern, the sizes of the three smallest ones (the largest of which has size at most $z$, y, the top of the bin, and we can use the method from Case 2 again. Assume from now on that

This expression is at least $6/11$ on the domain $\{(x, y, z) \in \mathbb{R}^3 \mid y \geq z \geq 0\}$, which is a superset of the allowed domain $0 \leq z \leq y \leq x \leq 1$.

In the remaining cases, the three largest items (denoted by $x, y$ and $z$) do not fit together in one row: we have $x + y + z > 1$. Then we pack the second and third on top of each other at the bottom, aligned with the right side of the bin, and the first one next to it, aligned with the bottom of the bin. This leaves a rectangular area $A$ of size $1 - x$ by $1 - z$ in the upper left corner which we can use to pack the next items.

In the special case where $y + z \leq x$, there is a free rectangular area of size $1 - x$ by 1 at the top of the bin, and we can use the method from Case 2 again. Assume from now on that $y + z > x$. Then $x \leq 2/3$.

Case 3. No other item in the pattern fits above $y + z$. Since there are at least five items in the pattern, the sizes of the three smallest ones (the largest of which has size at most $z$) must add up to at most 1: they fit next to each other. Moreover, all these items have size at most $1 - x$, otherwise they could not be packed at all in this bin. This shows that at least two items can be packed in $A$. Both have size at least $1 - y - z$.

In total we pack at least

This expression is at least $6/11$ on the domain $\{(x, y, z) \in \mathbb{R}^3 \mid 0 \leq z \leq y \leq x \leq 2/3\}$.

Case 4. At least one small item can be packed above $y + z$.

Then we will again use the construction described at the start of this proof. We take $A_1 = A$, and $A_2$ is the area of $y$ by $1 - y - z$ above the items $y$ and $z$.

Denote the first four sizes (in order) by $x, y, z, u$. Then in total we pack at least

This expression is at least $35/64 > 6/11$ on the domain $\{(x, y, z, u) \in \mathbb{R}^4 \mid y \geq (1 - x)/2, z \geq 0, u \geq 0, x \leq 2/3\}$, which is a superset of the allowed domain $0 \leq u \leq z \leq y \leq x \leq 2/3, y + x + z > 1$.

We now bound the amount of usable area in singleton bins and bins containing 4 items:
Lemma 5.3 For $0 \leq \Delta \leq 1/4$, Next Fit Decreasing can pack any set of items having total area at most 

$$1 - 2\sqrt{\Delta}(1 - y^2)$$

in a singleton bin containing an item of size $y \leq 1 - \sqrt{\Delta}$, or in a bin with 4 items where the two largest have total size $y \leq 1 - \sqrt{\Delta}$.

Proof For the singleton bins, we refer to [25].

For bins with 4 items, we denote the four items and also their sizes by $y_1, \ldots, y_4$ in order of decreasing size. We place $y_1$ in the lower left corner, $y_2$ adjacent to it and aligned with the bottom of the bin, $y_3$ also adjacent to $y_1$ and aligned with the left of the bin, and $y_4$ to the right of $y_3$ and adjacent to $y_3$ and $y_1$ (and/or $y_2$).

Then by writing $y = y_1 + y_2$, we see that a strip of $1 - y^2$ by $1$ at the top of the bin and a strip of $y$ by $1 - y$ at the right of the bin can be used to pack small items. More area might be available, but we ignore this and the Lemma now immediately follows from [25], since we have at least the same amount of available area as in the case that there is a singleton item of size $y$, instead of the four items. \qed

Define $\psi(y)$ to be the number of singleton bins containing an item of size $y$ in the solution produced by Big Squares and $\Psi = \sum_{1/2 < y \leq 1} \psi(y)$. Define $\phi(y)$ to be the number of 4-item bins where the two largest items have total size $y$, and $\Phi = \sum_{2/3 < y \leq 1} \psi(y)$. Further define $S$ to be the total area of items in $\sigma \leq$, and denote the optimal cost to pack only the large items by $L$. OPT can pack at most $1 - y^2$ extra in a singleton bin containing an item of size $y$, and at most $1 - y^2/2 - 2/9$ in bins with 4 items. This follows because the area of the two largest items is at least $y^2/2$ (the minimum is attained if their sizes are the same), and the area of the two smallest items is at least $2/9$ since otherwise at least one more item would fit into the bin.

We therefore have

$$\text{cost}_{OPT}(\sigma) \geq L + S - \sum_{1/2 < y \leq 1} (1 - y^2)\psi(y) - \sum_{2/3 < y \leq 1} (7/9 - y^2/2)\phi(y) - \frac{5}{11}(L - \Psi - \Phi),$$

where the fraction $5/11$ in this expression follows from Lemma 5.2. Therefore

$$- \sum_{1/2 < y \leq 1} (1 - y^2)\psi(y) - \sum_{2/3 < y \leq 1} \frac{14 - 9y^2}{18}\phi(y) \leq \text{cost}_{OPT}(\sigma) - S - \frac{6}{11}L - \frac{5}{11}(\Psi + \Phi).$$

Consider the cost to Square Scheme. We need to determine the total number of bins allocated to hold only small items. The total area that we would use (according to our algorithm) for small items in singleton bins containing an item of size greater than $1 - \sqrt{\Delta}$, or 4-item bins containing two items of total size more than $1 - \sqrt{\Delta}$, is at most $2\sqrt{\Delta}(\Psi + \Phi)$. Therefore, into the remaining singleton and 4-item bins, the algorithm can pack items with total area at least

$$T = (1 - 2\sqrt{\Delta}) \left( \sum_{1/2 < y \leq 1} (1 - y^2)\psi(y) + \sum_{2/3 < y \leq 1} (1 - y^2)\phi(y) - 2\sqrt{\Delta}(\Psi + \Phi) \right).$$
Each of the bins which is allocated to only small items, except for the last, holds items of total area at least $2\Delta^2 + 1 - 2\Delta > 1 - 2\Delta > 1 - 2\sqrt{\Delta}$.

For the small items, we therefore need the following number of extra bins:

$$\frac{1}{1 - 2\sqrt{\Delta}}(S - T) + 1$$

$$= \frac{1}{1 - 2\sqrt{\Delta}}S - \sum_{1/2 < y \leq 1} (1 - y^2)\psi(y) - \sum_{2/3 < y \leq 1} (1 - y^2)\phi(y) + 2\sqrt{\Delta}(\Psi + \Phi) + 1$$

$$\leq \frac{1}{1 - 2\sqrt{\Delta}}S + \text{cost}_{\text{OPT}}(\sigma) - S - \frac{6}{\Pi}L + (2\sqrt{\Delta} - \frac{5}{\Pi})(\Psi + \Phi) + \sum_{2/3 < y \leq 1} (\frac{y^2}{2} - \frac{2}{3})\phi(y) + 2$$

$$\leq \left(1 + \frac{2\sqrt{\Delta}}{1 - 2\sqrt{\Delta}}\right)\text{cost}_{\text{OPT}}(\sigma) - \left(\frac{6}{\Pi} - 2\sqrt{\Delta}\right)L + 2.$$

Here we have used $\sum_{2/3 < y \leq 1}(\frac{y^2}{2} - \frac{2}{3})\phi(y) \leq \sum_{2/3 < y \leq 1}(\frac{1}{2} - \frac{2}{3})\phi(y) = \frac{5}{18}\Phi \leq \frac{5}{11}\Phi$ and $S \leq \text{cost}_{\text{OPT}}(\sigma)$.

For the large items we need at most $L + k$ bins as in [25], where $k = \lceil |\sigma_\geq|\rceil/m$. We have $L \geq |\sigma_\geq|/\Delta^2$, so we need at most $(1 + 1/(\Delta^2m))L$ bins for the large items. Then the total number of bins is at most

$$\left(1 + \frac{1}{\Delta^2m}\right)L + \left(1 + \frac{2\sqrt{\Delta}}{1 - 2\sqrt{\Delta}}\right)\text{cost}_{\text{OPT}}(\sigma) - \left(\frac{6}{\Pi} - 2\sqrt{\Delta}\right)L + 2$$

$$\leq \frac{5}{\Pi} + \frac{1}{\Delta^2m} + 2\sqrt{\Delta})L + \left(1 + \frac{2\sqrt{\Delta}}{1 - 2\sqrt{\Delta}}\right)\text{cost}_{\text{OPT}}(\sigma) + 2$$

$$\leq \left(\frac{16}{\Pi} + \frac{\varepsilon}{2} + \frac{\varepsilon}{2}\right)\text{cost}_{\text{OPT}}(\sigma) + 2.$$

6. **Conclusions**

An open question left by this paper is what the asymptotic performance ratio of the bounded space hypercube packing problem is. We can show that it is $\Omega(\log d)$, and we conjecture that it is $\Theta(\log d)$.

It should be possible to improve upon the algorithms in sections 4 and 5. However, in the first case we lack a good way of enumerating all (dominant) patterns in a two-dimensional bin if there are many item types, and in the second case we lack a general bound for the waste of dominant patterns with at least $k$ items as a function of $k$. These are interesting open problems.
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