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Abstract

Large language models (LLMs) are increas-
ingly used as evaluators for natural language
generation, applying human-defined rubrics to
assess system outputs. However, human rubrics
are often static and misaligned with how mod-
els internally represent language quality. We
introduce GER-Eval (Generating Evaluation
Rubrics for Evaluation) to investigate whether
LLMs can design and apply their own evalua-
tion rubrics. We evaluate the semantic coher-
ence and scoring reliability of LLM-defined
criteria and their alignment with human crite-
ria. LLMs reliably generate interpretable and
task-aware evaluation dimensions and apply
them within models, but their scoring reliabil-
ity degrades in factual and knowledge-intensive
settings. Closed-source models such as GPT-
40 achieve higher agreement and cross-model
generalization than open-weight models such
as Llama. Our findings position evaluation as a
learned linguistic capability of LLMs, consis-
tent within models but fragmented across them,
and call for new methods that jointly model hu-
man and LLM evaluative language to improve
reliability and interpretability.

1 Introduction

Recent advances in large language models (LLMs)
have shifted evaluation of generated text in various
NLP and IR tasks beyond traditional surface met-
rics like BLEU and ROUGE toward model-based
judgments that better capture fluency, coherence,
and informativeness (Dubois et al., 2023; Zheng
etal., 2023). LLMs are increasingly used as evalua-
tors by applying natural language rubrics or prefer-
ence prompts to approximate human judgments
across diverse NLG tasks (Chiang et al., 2024;
Dubois et al., 2023; Zheng et al., 2023). However,
this raises important questions about the reliability,
consistency, and linguistic biases of model judg-
ments. In particular, it remains unclear whether
LLMs evaluate text using the same dimensions and

cues intended by humans when defining evaluation
rubrics, or whether their assessments are shaped by
internal representational biases.

Recent studies show that “LLM-as-judge” suf-
fers from both systemic biases and limited adapt-
ability. LLM-based evaluations are sensitive to
prompt phrasing (Zhou et al., 2023), label or-
der (Wang et al., 2023), response length (Sture-
borg et al., 2024), and position (Shi et al., 2024;
Kudugunta et al., 2023). Studies have also shown
that LLMs favor their own generations (Koo et al.,
2023), or fail to produce stable preferences across
reruns (Stureborg et al., 2024). While prompting
tweaks and calibration strategies have been pro-
posed (Jang et al., 2023; Kudugunta et al., 2023),
these methods often address superficial variances
rather than the deeper challenge, i.e., LLMs are
instructed to interpret static human-defined rubrics
that may not align with their internal language qual-
ity representation.

A growing body of work explores whether LLMs
can take a more active role in the evaluation pro-
cess, moving beyond simply applying predefined
rubrics. Prior work explores LLMs producing re-
ward signals during training (Yuan et al., 2024),
decomposing evaluation into human-aligned fine-
grained criteria (Liu et al., 2024b), and collabo-
rating interactively to define evaluation functions
(Shankar et al., 2024). The BSM framework
(Saha et al., 2024) prompts LLMs to generate task-
specific criteria, applies them, and aggregates judg-
ments for output comparison. Existing research
builds on the assumption that the LLMs’ self-
defined rubrics are reliable and lead to improved
and consistent scores, as opposed to human-defined
rubrics. However, this assumption has not yet been
systematically tested and verified in the literature.

To investigate this alignment between model-
and human-defined evaluation rubrics, we pro-
pose GER-Eval (Generating Evaluation Rubrics
for Evaluation), a unified framework for studying



whether LLMs can autonomously generate and ap-
ply their own evaluation rubrics. Importantly, GER-
Eval is designed as a diagnostic framework. Rather
than introducing a new rubric generation method,
our goal is to systematically test a core assump-
tion underlying recent LLM-as-judge approaches:
that rubrics generated by LLMs are reliable and
can be applied consistently. By decoupling rubric
generation from rubric application, we enable con-
trolled analyses of where this assumption holds and
where it fails across tasks, prompt conditions, and
model families. GER-Eval is a two-stage evalua-
tion framework that decouples rubric design and
generation from rubric application. During gener-
ation, LLMs generate task-specific evaluation crite-
ria, including rubric names, definitions, and scoring
scales. In the subsequent application stage, these
self-generated rubrics are used by LLMs to score
candidate outputs, either in a zero-shot setting or
augmented with few-shot demonstrations.

Our experiments across four datasets on NLG

tasks show that LLLMs can generate coherent and in-
terpretable rubrics that capture task-relevant quality
dimensions such as coherence, fluency, and infor-
mativeness, showing consistency across prompting
conditions. These rubrics enable consistent scor-
ing within models but exhibit limited cross-model
agreement and weaker alignment with human judg-
ments, suggesting that evaluation rubrics are model-
dependent. Closed-source models like GPT-40
achieve higher internal consistency and stronger
alignment with human judgments than open-weight
models such as Llama. In contrast, all models per-
form less reliably in factual or knowledge-intensive
settings.
Contributions. We introduce GER-Eval, a uni-
fied framework for analyzing how LLMs generate,
apply, and generalize their own evaluation rubrics.
Through large-scale experiments across multiple
NLG tasks and models, we assess rubric coherence,
scoring reliability, and human alignment. Our find-
ings reveal systematic differences between closed-
source and open-weight models, advancing our un-
derstanding of LLMs as autonomous evaluators.

2 Related Work

Evaluation in NLP has traditionally relied on
human-annotated benchmarks and predefined
rubrics tailored to specific tasks. For example,
SummEval (Fabbri et al., 2021) and QAGS (Zhong
et al., 2020) use human-authored criteria such as co-

herence, relevance, and factuality to assess the qual-
ity of summarization outputs. While these methods
offer reliable gold standards, they are expensive
to scale and often lack flexibility across domains
and tasks. With the rise of LLMs, recent work
has explored using LLMs as automated evaluators.
Benchmarks such as AlpacaEval (Dubois et al.,
2023), MT-Bench (Zheng et al., 2023), and Help-
Steer (Xu et al., 2023) prompt LLMs to rate or
rank responses according to human-defined rubrics.
These approaches enable scalable evaluation, but
inherit the limitations of the rubrics they rely on
and are prone to systemic biases. G-Eval (Liu et al.,
2023) improves the robustness of LLM-based eval-
uation through prompt refinement, while Fu et al.
(Fu et al., 2023) focus on mitigating common bi-
ases such as verbosity and position effects. PAIRS
(Liu et al., 2024a) reframes evaluation as a rank-
ing task and proposes an uncertainty-guided pair-
wise comparison method that achieves more sta-
ble and human-aligned output rankings. A com-
plementary line of work considers whether LLMs
can take a more active role in the evaluation pro-
cess. HD-Eval (Liu et al., 2024b) introduces a
hierarchical decomposition framework that itera-
tively generates and refines fine-grained criteria
aligned with human preferences using attribution-
based pruning and aggregation. EvalGen (Shankar
et al., 2024) presents a mixed-initiative interface
in which LLMs and users co-construct evaluation
functions. Their study reveals that evaluation cri-
teria often emerge through interaction with model
outputs, a phenomenon they describe as “criteria
drift”. The BSM framework (Saha et al., 2024)
advances this direction by prompting LLMs to gen-
erate task-specific evaluation criteria, apply them
to paired outputs, and aggregate the results through
a modular evaluation pipeline.

Existing research builds on the assumption that
the LLMs’ self-defined rubrics are reliable and lead
to improved and consistent scores, as opposed to
human-defined rubrics. This assumption has not
yet been systematically tested and verified in the lit-
erature. It remains unclear how reliably LLMs can
generate and apply self-defined rubrics in ways that
lead to consistent scoring behavior and meaningful
alignment with human evaluation criteria. There-
fore, we propose GER-Eval to investigate whether
LLMs can generate and apply their self-defined
rubric and do they align with human rubric.



3 GER-Eval: A Framework for
LLM-Generated Evaluation Rubrics

We propose GER-Eval (Generating Evaluation
Rubrics for Evaluation), a framework to investigate
whether LLMs can generate and apply their self-
defined rubrics. GER-Eval is a two-stage frame-
work that decouples rubric generation from rubric
application, enabling us to analyze two comple-
mentary questions: (i) How LLMs conceptualize
evaluation rubrics?; and (ii) How consistently do
LLMs apply their own evaluation rubrics?

3.1 Notation

Let py denote an LLM with parameters 6. Given
a task description ¢, and prompting condition T,
the model generates an evaluation criterion M =
{mi, ..., my}, where each criterion is represented
as a triple m; = (n;, d;, s;) with a name, descrip-
tion, and scale (numeric or categorical). Each
criterion also includes a short instruction I(m;).
Candidate outputs to be evaluated are denoted by

Y ={y1,..-,yn}.

3.2 Rubric Generation

The evaluation rubric generation stage conditions
the model on a prompt prompt ge,, (t, ), where
specifies the prompting condition. The model
then generates a set of criteria:

M ~ pg(M | promptgen(t> 7-‘—)) .

We experimented with three prompting conditions:
Task-only, Task + Contexts, and Task + Contrastive
Examples. We include these three conditions to
examine two aspects: (i) whether LLMs gener-
ate consistent rubrics across prompt variations,
which reflects the stability of their task understand-
ing; and (ii) whether additional grounding through
demonstrations leads to more specific and domain-
sensitive criteria.

For each criterion m;, the model also generates
a short instruction I (m;) describing how the crite-
rion should be scored:

I(m;) ~ po(I | my,t) .

3.3 Rubric Application

In the application stage, the generated criteria are
used to assess candidate outputs. Given a criterion
m; with instruction /(m;) and an output y; € Y,
the model is conditioned on a scoring prompt

Algorithm 1: GER-Eval Framework
Input: Task description ¢, prompting
condition 7, outputs Y
Output: Structured evaluation results
M ~ pg(M | promptgen(t,m))
foreach m; € M do
I(mi) ~ po(I | my,t)
foreach y; € Y do
L (rig» Sij) ~ po(r,s |

prompteval (t7 mg, I(mz)a Yjs W))

return {(m;, I(m;), {(vj,7ij,5i5)})}

prompteyal(t, mi, 1(m;), y;,m). Promptey, in-
cludes the task description, the criterion (name/de-
scription/scale), its instruction, and the candidate
output, with 7 controlling whether demonstrations
are included, to generate both reasoning r; ; and a
score s; j:

777?,\381 = prompteval(ta my, ](ml)7 Yj> 7T)7

(rigssig) ~ po(r,s | m5™).

Scores may be numerical (e.g., 1-5) or categori-
cal (e.g., high/medium/low), depending on the scale
S;.

We test two prompting conditions 7: Rubric-
only (zero-shot) and Rubric + Demonstrations (few-
shot) to evaluate whether LLMs can reliably apply
their own rubrics with or without demonstrations,
and compare their alignment with human rubrics

Algorithm 1 summarizes the GER-Eval process.
GER-Eval is positioned as a framework for study-
ing LLMs as both designers and users of evalu-
ation criteria and can be broadly applied across
tasks and models, and is directly comparable to
human-defined evaluation rubrics.

3.4 Experimental Setup

To assess GER-Eval across diverse tasks and model
families, we design experiments that vary along
three dimensions: the datasets under evaluation,
the prompting method used in rubric generation
and application, and the LLMs employed.

3.4.1 Tasks and datasets

We evaluate GER-Eval on three NLG tasks: conver-
sational, summarization, and instruction-following,
across four established benchmarks: USR (Mehri
and Eskenazi, 2020), SummEval (Fabbri et al.,



2021), SumPubMed (Gupta et al., 2021), and Help-
Steer2 (Wang et al., 2024). Each dataset provides
human scores on multiple quality attributes, en-
abling direct validity analysis via correlation be-
tween LLM-based scores and human judgments.
Together, they span diverse domains and varying
dependence on factual correctness, allowing us to
test both generality and failure modes of rubric gen-
eration and application. Detailed dataset specifics
in Appendix A.2.

For each dataset, we extracted the core task de-
scription from its corresponding official paper and
used it to construct the generation description for
the rubric generation stage and the scoring descrip-
tion for the scoring stage.

3.4.2 Generation prompts

For rubric generation, we experimented with three
prompting conditions. We consider three types:
(i) Task-only, where the model sees only the task
description; (ii) Task + Contexts, where represen-
tative input contexts (e.g., a news article or dialogue
history) are added; and (iii) Task + Contrastive
Examples, where contexts are paired with one posi-
tive and one negative output. We treat high-scoring
outputs as positives and low-scoring outputs as neg-
atives using human ratings.

3.4.3 Scoring conditions

For evaluation rubric application, we compare two
scoring setups: (i) Rubric-only (zero-shot), where
the model applies the rubric without demonstra-
tions; and (ii) Rubric + Demonstrations (few-
shot), where the rubric is presented together with
sample outputs and scores.

3.4.4 Rubric source

We evaluate two types of rubrics, both applied by
LLMs. In the first case, we use human-defined
rubrics, taken directly from the human rubric items
and instructions specified in each dataset. In the
second, we use LLM-generated rubrics, gener-
ated in the evaluation rubric generation stage of
GER-Eval. Comparing these two conditions allows
us to assess how LLMs apply evaluation criteria
originating from humans versus self-defined.

3.4.5 Models

We evaluate both closed- and open-source LLMs to
capture a range of capabilities: GPT-40 (OpenAl,
2023) and GPT-40-mini (OpenAl, 2023), Mixtral-
8x22B (Jiang et al., 2024), Llama-3.3-70B (Tou-
vron et al., 2023), and Qwen2.5-72B (Yang et al.,
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Figure 1: Task-specific counts by model across datasets.
Each color represents a model; lighter bars denote Total
counts, and darker hatched bars denote Task-specific
rubrics.
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Figure 2: Percentage of task-specific rubrics identified
by each model under three prompting conditions.

2024). This selection reflects models widely
adopted in evaluation research and spans different
architectures and parameter scales. Details of exact
models, model configurations, and implementation
details are in Appendix A.3.

4 Results

In this section, we report our empirical analysis of
GER-Eval.

4.1 Rubric Generation

How effectively can LLMs generate explicit, task-
specific evaluation rubrics that reflect human-
defined quality dimensions?

Table 1 and Table 2 summarize how LLMs
generate evaluation rubrics across datasets and
prompting conditions. Overall, the models gen-
erated five to eight rubrics per dataset, showing
an ability to construct structured rubrics. Few-
shot prompting generally increases the number
of rubrics, while GPT-40 and GPT-40-mini gen-
erate more unique rubrics (around 90%), indicat-
ing broader yet non-redundant coverage. The high
uniqueness is matched by strong alignment with



Dataset Model Zero-shot Few-shot
Breadth  Unique (%) Align. (%) Breadth Unique (%) Align. (%)
GPT-40 6 100 83 8 88 100
GPT-40-mini 6 100 67 7 86 67
HelpSteer2 Llama 5 80 100 6 83 100
Mixtral 6 83 100 7 57 75
Qwen 6 100 83 7 86 100
GPT-40 6 83 80 5 80 75
GPT-40-mini 6 83 40 7 71 20
SummEval Llama 5 60 67 5 60 67
Mixtral 5 60 67 5 60 33
Qwen 5 80 50 5 80 50
GPT-40 6 83 100 7 71 60
GPT-40-mini 7 86 83 6 100 67
SumPubMed Llama 6 33 50 7 86 33
Mixtral 5 80 100 6 67 75
Qwen 6 50 33 7 57 75
GPT-40 5 100 80 7 86 83
GPT-40-mini 6 100 100 6 100 83
USR Llama 5 80 75 5 80 100
Mixtral 5 80 100 6 83 60
Qwen 5 100 100 6 100 83

Table 1: Rubric generation results by model and prompting condition. Breadth = raw number of generated rubrics,
Unique = percent not repeated, Align. = percentage of unique criteria that map to human rubric criteria.

human rubrics, where Align. (%) measures the pro-
portion of generated criteria that can be mapped to
a human-defined rubric (Table 1), exceeding 80%
across most datasets.

Variation across datasets reflects differences in
the focus of the task. On HelpSteer2, where quality
involves tone and empathy, several models reach
full alignment (i.e., Align. (%) = 100 in Ta-
ble 1) in few-shot settings, suggesting that interper-
sonal aspects are easier to internalize. In contrast,
SumPubMed shows the lowest alignment (often
below 60%), as reproducing biomedical terminol-
ogy and coverage requires specialized knowledge.
SummEval and USR yield moderate to high align-
ment: SummEval yields moderate alignment due
to its abstract linguistic rubrics. USR achieves
both high uniqueness and agreement, indicating
that conversational settings are easier for models to
approximate the human rubric.

Prompting conditions further influence rubric
quality. As shown in Table 2, contextual and con-
trastive examples lead to richer and more varied
rubrics but affect alignment differently across mod-
els. Mixtral attains the highest alignment under
task-only prompting (92%), while Llama improves
most with contrastive examples (94%). GPT-4o0
remains robust across all setups, showing stable
alignment and low rubrics redundancy.

Figures 1 and 2 show that prompting and task do-

main influence task-specificity of LLM-generated
rubrics. With demonstrations, models gener-
ate more task-grounded criteria that reflect do-
main goals, suggesting that examples help cali-
brate models’ internal quality judgment. This ef-
fect is stronger in conversational and instruction-
following datasets, where models express socially
oriented dimensions such as empathy and polite-
ness, but weaker in summarization tasks, where
models generate more generic rubrics. Across
models, GPT-4o0 and Mixtral generate more task-
specific rubrics compared to Llama or Qwen, in-
dicating that both prompt design and model priors
influence how evaluation criteria are generated and
their alignment with human-defined dimensions.

4.2 Rubric Application

How reliably can LLMs apply self- and human-
defined evaluation rubrics when scoring system
outputs?

Models show strong internal consistency when
applying their own rubrics. Agreement between
zero-shot and few-shot settings (Table 3) typically
falls between 70-90%, with correlations above 0.8
for most configurations. GPT-40 and Mixtral are
the most robust, maintaining stable rankings across
prompts. However, consistency varies by dataset.
Scores on HelpSteer2 and USR remain highly cor-
related, reflecting that conversational tasks with
stylistic or pragmatic dimensions are easier to eval-



Task-only | Contexts | Good/Bad
Model Breadth Unique Align. | Breadth Unique Align. | Breadth Unique Align.
GPT-40 23(5.8) 92 86 27(6.8) 81 80 27(6.8) 81 68
GPT-40-mini  25(6.2) 92 72 26(6.5) 89 59 25(6.2) 82 76
Llama 21(5.2) 63 73 23(5.8) 77 75 18(4.5) 89 94
Mixtral 21(5.2) 76 92 24(6.0) 67 61 26(6.5) 62 82
Qwen 22(5.5) 82 67 25(6.2) 81 77 23(5.8) 86 65

Table 2: Rubric generation results by model and prompting condition. Breadth = total number of rubrics across
datasets with average per dataset in parentheses (e.g., 23(5.8)), Unique = average % not repeated rubrics, Align. =

average % overlapping with human rubrics.
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Figure 3: Agreement with 95% confidence intervals across datasets: (a) USR, (b) HelpSteer2, (¢) SummEval, and
(d) SumPubMed, between human and LLLM scores when using human-defined rubrics.

uate consistently. In contrast, agreement drops
on SummEval and especially SumPubMed, where
tasks require factual reasoning or domain knowl-
edge. Lower stability in these datasets indicates
that LLMs find it harder to preserve evaluation be-
havior when rubrics involve technical accuracy or
content coverage rather than surface quality.
When using human rubrics, model-human align-
ment decreases, and variation across domains be-
comes more pronounced. As shown in Tables 4, 5,
and 13, correlations with human scores reach p ~
0.8-0.9 for HelpSteer2 and USR, but fall to around
0.5 for SummEval and below 0.3 for SumPubMed.
Models capture human preferences for clarity, flu-
ency, and engagement, but struggle with rubrics
linked to factuality. Few-shot prompting slightly
improves reliability in dialogue-oriented datasets,
but has limited or inconsistent benefit for summa-
rization. Figures 3, 6, 7, and 8 show that agreement

variance is largest in the biomedical domain, sug-
gesting that rubric application remains sensitive to
task complexity and domain shift.

Comparing across setups, models are far more
consistent in reproducing their own scoring pat-
terns than in matching human evaluations. Figure 6
examines the Coherence rubric, which appears in
all datasets, as a common reference. Model and
human scores are closely aligned in dialogue data,
where coherence reflects local flow and response
relevance, but diverge in summarization, where co-
herence requires document-level structure and logi-
cal progression. Wider score dispersion on SUM-
MEVAL and SUMPUBMED confirms that LLMs’
interpretation of coherence differs across prompt-
ing conditions and that of humans.

Overall, LLMs apply rubrics consistently across
prompting conditions, as reflected by the zero-shot
vs. few-shot agreement and correlations reported



Model HelpSteer2 SummEval SumPubMed USR
Agreement (%) Corr. Agreement (%) Corr. Agreement (%) Corr. Agreement (%) Corr.
GPT-40 85 0.82 59 0.82 92 0.53 86 0.89
GPT-40-mini 71 0.83 67 0.83 41 0.25 69 0.57
Llama 63 0.62 53 0.70 58 0.68 72 0.58
Mixtral 79 0.95 66 0.90 57 0.71 74 0.62
Qwen 76 0.68 72 0.82 70 0.62 79 0.76

Table 3: Agreement percentage and correlation between zero-shot and few-shot scores per model and dataset (using

LLM-generated rubrics).

Model HelpSteer2 SummEval SumPubMed USR
Agreement (%) Corr. Agreement (%) Corr. Agreement (%) Corr. Agreement (%) Corr.
GPT-40 81 0.82 68 0.80 69 0.73 87 0.95
GPT-40-mini 81 0.83 68 0.82 32 0.24 86 0.93
Llama 76 0.72 56 0.63 61 0.54 86 0.93
Mixtral 75 0.81 37 0.53 64 0.76 80 0.89
Qwen 76 0.88 73 0.77 72 0.61 86 0.94

Table 4: Agreement percentage and correlation between zero-shot and few-shot scores per model and dataset (using

human rubrics).

in Tables 3-4, but align less closely with human
judgments in tasks that demand domain reasoning
or factual consistency. These findings highlight
that robustness in rubric use does not yet imply
human-level reliability.

4.3 Rubric Transfer

Do evaluation rubrics generated by one LLM gen-
eralize effectively when applied by other models?
We investigate whether evaluation rubrics de-
fined by one model can be meaningfully inter-
preted and applied by others to score the same
system outputs. This setting captures the extent
to which evaluation rubrics are model-specific or
reflect shared semantic representations across ar-
chitectures. We analyze two contrasting datasets:
USR, an open-domain dialogue benchmark where
rubrics emphasize coherence, engagement, and nat-
uralness, and SUMPUBMED, a biomedical sum-
marization task where scoring depends on factual
grounding and terminology precision. Rubrics
are drawn from GPT-40 and Llama, representing
two complementary model families: GPT-40 as a
closed, instruction-tuned system and Llama as a
widely used open-weight model-allowing us to test
cross-family transfer of rubric understanding.
Results across Tables 6—8 and Figure 4 reveal
clear task-dependent patterns. For USR, rubrics
generated by both GPT-40 and Llama achieve
strong inter-model reliability (ICC ~ 0.7-0.8, o =
0.74-0.81) and high cross-model correlations (p ~
0.7-0.9). These results indicate that conversational

rubrics generalize robustly across models: the rela-
tive scoring of system outputs remains consistent
even when the rubric originates from a different
model. Interestingly, while GPT-40 rubrics empha-
size dimensions such as Depth and Creativity and
Llama focuses more on Fluency and Contextual Un-
derstanding, both produce comparable consistency
across models, suggesting a shared semantic space
for dialogue evaluation grounded in pragmatic and
linguistic features. The strong correlation trends in
Figure 6 mirror the high reliability observed in the
tables, showing that conversational attributes like
coherence and engagement are interpreted similarly
across models.

In contrast, rubric transfer is substantially
weaker for SUMPUBMED. Here, reliability and
correlation values fall sharply (ICC < 0.2, p < 0.3),
and even general rubrics such as Coherence and
Relevance show limited agreement. Rubrics tied
to factual correctness and terminology—Accuracy,
Coverage, and Terminology Use—exhibit near-zero
or negative correlations, implying that domain-
specific rubrics are not consistently understood
across model families. The drop in both relia-
bility and correlation highlights that factual rea-
soning and biomedical knowledge remain model-
dependent, and that domain-grounded evaluation
rubrics are harder to generalize without shared
knowledge representations.

In general, rubric transfer is robust in conversa-
tional domains, where evaluation relies on broadly
shared linguistic features, but unstable in special-



Model HelpSteer2 SummEval SumPubMed USR
Zero-shot  Few-shot Zero-shot Few-shot Zero-shot Few-shot Zero-shot Few-shot
GPT-40 0.49 0.56 0.55 0.58 0.14 0.30 0.81 0.82
GPT-40-mini 0.47 0.58 0.24 0.28 -0.09 0.06 0.79 0.78
Llama 0.31 0.43 0.25 0.32 0.24 0.20 0.77 0.79
Mixtral 0.50 0.61 0.38 0.40 0.30 0.28 0.79 0.79
Qwen 0.65 0.63 0.46 0.45 0.19 0.28 0.81 0.80

Table 5: Spearman correlation of zero-shot and few-shot LLM scores with human scores across datasets (using

human rubrics).
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Figure 4: Spearman correlations for two datasets (USR and SumPubMed) and two rubric sources (GPT-40 and

Llama).
Rubric ICC « Fleiss’
Coherence 0.7906  0.7880 0.3727
Relevance 0.7343  0.7311 0.3859
Engagement 0.7903 0.7872  0.3858
Contextual Und. 0.7446  0.7415 0.3287
Fluency 0.8138 0.8108 0.4005

Table 6: Inter-rater reliability for USR scored with the
Llama rubric. Values reported are ICC, Krippendorff’s
a, and Fleiss’ x across models.

ized domains, where scoring depends on factual
and terminological accuracy. This difference shows
that while LLMs converge on surface-level qual-
ity judgments, rubric generalization across models
still breaks down when evaluation requires domain-
specific reasoning or structured content understand-
ing.

5 Discussion

The results collectively provide two central insights
into the capabilities and limits of LLMs as evalua-
tors. First, LLMs can reliably generate and apply

Rubric 1CC « Fleiss’ x
Relevance 0.5431 0.5332 0.4290
Engagement 0.6392 0.6322  0.4513
Coherence 0.7305 0.7256 0.5763
Creativity 0.3979  0.3931 0.3856
Depth 0.7810 0.7771 0.5889
Politeness 0.5963 0.5847 0.3925
Humor 0.4929 0.4853 0.4014

Table 7: Inter-rater reliability for USR scored with the
GPT-40 rubric. Values reported are ICC, Krippen-
dorff’s «, and Fleiss’ k across models.

coherent evaluation rubrics, though their reliability
and validity depend on the task domain and model
family. Second, models interpret their own evalu-
ation rubrics more effectively than they interpret
human rubrics or each other’s rubrics, revealing in-
sights into how evaluative meaning is represented
across systems.

Across tasks, models demonstrate strong inter-
nal calibration: they can generate structured rubrics
and apply them across prompting conditions. Con-



Rubric ICC « Fleiss’ «
Relevance 0.0312  -0.0379  -0.0090
Accuracy 0.0723 0.0007 -0.0781
Completeness 0.1854  0.1570 0.0113
Clarity -0.0192  -0.0352  -0.0226
Coherence 0.0535 0.0270 -0.0007
Depth 0.1323 0.0454 -0.0224
Contextual Und. 0.0171  -0.0163  -0.0635

Table 8: Inter-rater reliability for SumPubMed scored
with the Llama rubric. Values reported are ICC, Krip-
pendorff’s o, and Fleiss’ x across models.

Rubric ICcC o Fleiss’
Relevance 0.1942  0.1811 0.1306
Clarity 0.0433  0.0432 0.0383
Conciseness 0.0197 -0.0296 -0.0561
Accuracy 0.1600  0.1125 0.0665
Coverage 0.0578  0.0051 0.0122
Terminology Use  0.0000 -0.1054  -0.1173
Engagement 0.1349  0.0654  -0.0534

Table 9: Inter-rater reliability for SumPubMed scored
with the GPT-40 rubric. Values reported are ICC, Krip-
pendorff’s «, and Fleiss’ x across models.

versational and instruction-following datasets show
the highest stability and agreement with human
judgments, suggesting that LLMs encode robust
linguistic cues for discourse-level quality. By con-
trast, reliability decreases in factual or domain-
specific tasks like SUMPUBMED, where evalua-
tion depends on factual knowledge and terminolog-
ical precision. In these settings, models prioritize
fluency and surface coherence over factual correct-
ness, producing scores that are internally consistent
but misaligned with human intent. This distinc-
tion reflects a broader reliability—validity trade-off:
LLMs are procedurally stable but semantically lim-
ited. They capture consistent cues embedded in
linguistic form and usage, yet their assessments
remain shallow when reasoning about facts or con-
tent coverage.

Across all analyses, models interpret their own
evaluation rubrics most effectively, human rubrics
moderately well, and other models’ rubrics least
consistently. When applying self-generated rubrics,
they show high cross-prompt agreement, suggest-
ing an internal understanding of their own evalua-
tive constructs. Human rubrics yield partial align-
ment, high for linguistic attributes such as fluency
or coherence, but weak for factual or knowledge-
oriented rubrics. Rubric transfer across models
shows the lowest consistency, even when similar
rubrics are used, implying that evaluative semantics
diverge across architectures. Each model therefore

develops a distinct “evaluation dialect,” shaped by
its alignment objectives and training data: inter-
nally coherent, yet externally misaligned (Jones
et al., 2025).

The results suggest that evaluation may itself be
a learned linguistic behavior: models can coher-
ently define and apply rubrics yet fail to generalize
across architectures, indicating that their notion of
quality arises from internal representations rather
than fixed external standards. In this view, LLMs
act not only as evaluators but as agents that help
construct the very concept of “quality” in generated
language. Their alignment in conversational set-
tings reflects shared communicative priors, whereas
their divergence in factual or domain-specific tasks
reveals the limits of this emergent consensus. Fu-
ture work should build on this capacity to design
collaborative evaluation frameworks where human
and model rubrics co-evolve, aligning linguistic cal-
ibration with factual grounding. Such approaches
would shift evaluation from static benchmarks to
dynamic, interpretable, and domain-adaptive prac-
tices that reflect both human judgment and model
reasoning.

6 Conclusion

This paper examined whether LLMs can act as re-
liable evaluators by generating and applying their
own rubrics. Using multiple datasets spanning con-
versational and domain-specific tasks, we analyzed
how models define, apply, and transfer evaluative
rubrics. The results show that LL.Ms generate co-
herent rubrics and apply them consistently in open-
domain evaluation but struggle with factual and
knowledge-intensive tasks. Closed-source mod-
els such as GPT-40 outperform open-weight mod-
els like Llama, generating rubrics that align more
closely with human judgments. However, mod-
els interpret their own evaluation language more
effectively than human or peer rubrics, revealing
internal coherence but limited shared understand-
ing. These findings position LLM-based evaluation
as reliable for assessing linguistic quality; however,
unreliable for factual reasoning. Progress will re-
quire shared evaluative representations and hybrid
human-LLM frameworks that combine linguistic
calibration with domain-specific grounding.

Limitations

Our study is limited to a subset of closed-source
and open-weight LLMs evaluated on English-



language datasets. While these models cover
diverse families, results may not generalize to
smaller, multilingual, or domain-specialized mod-
els. The analysis focuses on textual outputs and
rubric-based evaluations, without examining how
multimodal inputs or interactive feedback might
alter model behavior. Although we include factual
and knowledge-intensive tasks, we do not inde-
pendently verify factual accuracy beyond human
reference scores. Finally, our work treats LLMs as
static evaluators, without modeling temporal drift
or adaptation over time. Future work should ex-
pand to multilingual, multimodal, and dynamic
evaluation settings, and investigate how model-
specific evaluation dialects evolve with new align-
ment and fine-tuning strategies.

Ethical Considerations

This work uses publicly available datasets and com-
mercially released and open-source models under
their respective licenses. No personal or sensitive
information is introduced, and all evaluations are
conducted on benchmarked text. We acknowledge
potential risks in using LL.Ms as evaluators, includ-
ing automation bias, overreliance on model judg-
ments, and reinforcement of model-specific biases.
By systematically analyzing where such evalua-
tion is reliable and where it remains limited, this
study seeks to promote transparency rather than
the replacement of human oversight. We advocate
for hybrid evaluation pipelines in which human
judgment remains central, particularly for factual,
safety-critical, or socially sensitive domains. All
data and analysis scripts will be released to support
reproducibility and responsible extension of this
research.
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A Additional methodology Details

A.1 Process Overview

The GER-Eval process consists of three steps:

1. Generate a set of rubrics M from py given
promptgen (t, 7):

M ~ po(M | promptgen(t,m)).

2. Generate instructions I(m;) for each rubric
m; € M:

I(m;) ~ po(I | my, t).

3. Apply each rubric with instructions I(m;)
to outputs Y, producing reasoning and
ratings where: (75;,;;) ~ pe(r,s |
prompteval(ty myg, I(mz)7 y]))

The final output is a structured representation of
rubrics and their associated scores:

{(ma, 1(ma), {(y), igs 5i.3) o)

A.2 Datasets

1. SummEval (Fabbri et al., 2021) is a news
domain dataset, where the task is abstrac-
tive summarization. The outputs are system-
generated summaries of CNN/Daily Mail ar-
ticles, with human ratings provided on coher-
ence, consistency, fluency, and relevance.

2. HelpSteer2 (Wang et al., 2024) represents
the instruction-following domain, where the
task is to generate helpful responses to user
prompts. The outputs are model-generated
chat responses, annotated by humans on five
attributes of helpfulness.

3. USR (Mehri and Eskenazi, 2020) is an open-
domain dialogue dataset, where the task is
dialogue response generation. The outputs
are continuations of dialogue contexts, and
expert evaluators provide ratings across six
dimensions of dialogue quality.

4. SumPubMed (Gupta et al., 2021) is situated
in the biomedical research domain, where the
task is long-form scientific summarization.
The outputs are system-generated summaries
of PubMed articles, with expert judgments on
readability, coherence, redundancy, and infor-
mativeness.

Together, these datasets cover news, conversa-
tional, instructional, and scientific domains, offer-
ing a broad set of text generation tasks on which to
test the generalizability of GER-Eval.

A.3 Models

We evaluate a set of closed- and open-source
LLMs commonly used in recent LL.M-as-judge
and automated evaluation studies, covering differ-
ent model scales and training regimes. Our selec-
tion includes GPT-40 and GPT-40-mini (OpenAl),
Mixtral-8 x22B, Llama-3.3-70B, and Qwen2.5-
72B, enabling analysis across proprietary and open-
weight model families.

* GPT-40 (OpenAl, 2023) serves as a high-
capacity proprietary judge model, frequently
adopted as a reference in evaluation pipelines,
with a 128K context window.

* GPT-40-mini (OpenAl, 2023) is a lower-
cost, reduced-capacity variant used to study
how evaluation reliability changes under con-
strained model capacity.

* Mixtral 8 x22B (Jiang et al., 2024) represents
open-weight mixture-of-experts models, al-
lowing us to examine rubric generation and
application under sparse activation settings
(64K context).

* Qwen 2.5-72B-Instruct (Yang et al., 2024) is
a strong open-weight dense model with long-
context support (128K), commonly used in
recent evaluation and benchmarking work.

e Llama 3.3-70B-Instruct (Touvron et al.,
2023) serves as a widely adopted open-weight
baseline for instruction-following and judg-
ment tasks, supporting long-context evalua-
tion.

A3.1

All models were run with temperature set to O for
scoring tasks to ensure determinism, using greedy
decoding. For rubric generation, we used temper-
ature = 0.7 with nucleus sampling (p = 0.9) to
encourage diversity in rubric generation. The maxi-
mum output length was set to 512 tokens for rubric
generation and 256 tokens for scoring.

For GPT-40 and GPT-40-mini, prompts were
formatted using the system—user message struc-
ture provided by the OpenAl API. For Mixtral-
8x22B, prompts were serialized as plain text and

Model Configurations



accessed via the Mistral API. For Llama-3.3-70B
and Qwen2.5-72B, prompts were likewise serial-
ized into plain text and accessed through the Deep-
Infra API. In all cases, we normalized the prompt
content to ensure consistency across APIs. Role de-
scriptions, when included, were applied uniformly
across models.

Outputs were requested in structured JSON con-
taining fields for rubric name, description, scale,
instruction, reasoning, and score. All outputs were
automatically validated; malformed responses were
re-prompted up to three times before being dis-
carded. Random seeds were fixed across runs for
reproducibility. All experiments were conducted
via API inference only, and no local GPU compute
was used.

A.3.2 Implementation details

We experimented with 50 data points from each
dataset across all the conditions. For each dataset,
we randomly sampled three contexts per task de-
scription. In the contrastive condition, each context
was paired with one positive and one negative re-
sponse based on dataset-specific quality signals
(e.g., overall scores in USR, helpfulness in Help-
Steer2, relevance in SummEval, and informative-
ness/overlap/focus in SumPubMed).

During scoring, when categorical labels were
available in the dataset (e.g., Helpsteer), the model
was prompted to produce categorical judgments;
otherwise, ratings were mapped to a continuous
1-5 scale.

A.3.3 Rubric Statistics: Breadth, Unique, and
Alignment

Breadth. We define Breadth as the total num-
ber of criteria produced by the model for a given
setting.

Unique. To account for redundant or paraphrased
criteria, we compute Unique by de-duplicating the
generated set using semantic similarity over crite-
rion descriptions. We embed each description with
jinaai/jina-embeddings-v3 and merge criteria
whose cosine similarity exceeds a fixed threshold
(7 = 0.82), yielding a de-duplicated set of criteria.
We manually inspected a set of merged and non-
merged pairs to verify that high-similarity pairs
correspond to genuine semantic duplicates (e.g.,
Brevity vs. Conciseness), and used the embedding-
based merging thereafter.

Alignment (Align.%). We estimate overlap with
the dataset’s human rubric via LLM-based tagging.
We use GPT-4o (temperature 0) as a tagger condi-
tioned on the task description, the human rubric
items (teacher), and the generated criteria (student).
For each generated criterion, the tagger assigns one
or more human rubric item labels when the teacher
description is substantially covered; otherwise it
assigns a novel “other aspect” label. A criterion is
counted as unseen if none of its tags correspond to
a human rubric item. We report:

Align.(%) = 100 x <1 - #Unseen> .

#Unique

A.3.4 Prompts used for generation and
scoring

Below we show sample prompts used in rubric gen-
eration 1, rubric scoring instructions 2, and rubric
scoring 3.

Listing 1: Rubric Generation Prompt

METRIC_GENERATION_PROMPT = ~°°

{Task description}

{samples_prompt}

Based on this information, define a set of
metrics that should be used to assess the
quality of this task.

For each metric, only include: Name,
Description, Scale

[N}

Listing 2: Instruction Prompt

INSTRUCTION_PROMPT = ~°° Please generate
scoring instruction for this {Metric} and
{Description}.

Evaluation Criteria: {Metric} Evaluation Steps:

[N}

Listing 3: Scoring Prompt

SCORING_PROMPT = ~°*

{Description} Please score the following
output based on the:

Evaluation Criteria: {Metric}

Evaluation Steps: {Steps}
{Additional_info}

Sample of Evaluation: {Sample}
Evaluation of {Metric_name}:

[N}

B End-to-End Example of GER-Eval

Table 10 provides an end-to-end example of rubric
generation and application for HelpSteer2. We
show excerpts for one generated criterion for
brevity.




Stage

Excerpt (HelpSteer2, GPT-40, Task-only)

Rubric generation
prompt

“Define clear and independent metrics to evaluate the quality of assistant responses. For each
metric, output only: Name, Description, Scale.”

Generated rubric

Name: Creativity. Description: Assesses the originality of the response and whether it introduces
novel ideas or perspectives. Scale: 1-5 (1 = not creative, 5 = highly creative).

Generated scoring in-
struction

“Read the user prompt and the response. Judge whether the response contributes unique or inventive
ideas. Assign a score from I to 5. Provide one sentence explaining the score.”

Scoring prompt (con-
structed by GER-Eval)

“Using the rubric Creativity with the instruction above, evaluate the following response on a 1-5
scale and provide a brief justification.”

Model output

Score: 4. Justification: “The response introduces several novel narrative elements that originally
extend beyond the prompt.”

Table 10: End-to-end example of GER-Eval for one generated rubric (excerpts shown for brevity).

C Supplemental Results

This appendix provides additional analyses that
complement the main results in the paper. We first
report model- and dataset-specific task-sensitive
rubric names generated under the few-shot setting
(Table 11), alongside the corresponding human-
defined task-specific rubrics for each dataset (Ta-
ble 12). We then present the global frequency of
generated rubrics across all models, datasets, and
prompting conditions, including overlap with hu-
man rubrics (Figure 5).

To further characterize evaluation behavior, we
report inter-rater reliability statistics under both
zero-shot and few-shot conditions using human-
defined rubrics (Table 13). We additionally visu-
alize score distributions for the Coherence rubric
across datasets in the zero-shot setting (Figure 6).
Finally, we include correlation analyses between
LLM and human scores under zero-shot and few-
shot conditions (Figures 7 and 8), as well as dataset-
level analyses of strictness versus leniency in LLM
scoring behavior (Figure 9).



Dataset Model Task-specific rubrics

HelpSteer2 GPT-40 Tone

HelpSteer2 GPT-40-mini Depth of Knowledge, Error Handling

HelpSteer2 Mixtral Engagement, Originality

HelpSteer2 Qwen Clarity and Coherence, Consistency, Depth of Information, Engagement and Responsiveness, Relevance to Context, Technical Accuracy, User-Friendliness
HelpSteer2 Llama Conversational Flow, Empathy

SummEval GPT-40 Clarity and Coherence, Content Coverage, Language Quality

SummEval GPT-40-mini Accuracy, Completeness, Objectivity

SummEval Mixtral -

SummEval Qwen -

SummEval Llama Readability

SumPubMed GPT-40 Coverage, Terminology Use

SumPubMed ~ GPT-40-mini Clarity and Coherence, Content Coverage, Engagement and Readability, Technical Accuracy

SumPubMed  Mixtral Clarity, Objectivity

SumPubMed Qwen Comprehensiveness, Objectivity

SumPubMed Llama Clarity, Depth

USR GPT-40 Creativity, Humor, Politeness

USR GPT-40-mini Coherence, Grammar and Syntax

USR Mixtral Character Consistency, Coherence and Cohesion, Contextual Relevance, Engagement and Interest, Grammatical Accuracy, Interesting Fact Integration
USR Qwen Creativity, Empathy, Knowledge

USR Llama Engagement

Table 11: Task sensitivity: rubrics names per model and dataset (With Examples Setting (Few-shot)).

Table 12: Ground-truth(Human) task-specific rubrics.

Dataset Task-specific rubrics
HelpSteer2 Clarity, Completeness, Complex Language, Correctness, Helpfulness, Safe, Simple, Succinct, Under-
standing, Unsafe, Verbose Language
SummEval Consistency, Fluency, Relevance
SumPubMed Informativeness, Overlap and Focus, Non-Repetition and no factual Redundancy, Readability
USR Interesting, Maintains Context, Natural, Understandable, Uses Knowledge
Dataset Rubric Zero-shot Few-shot
ICC(2) Krippendorff « Fleiss « ICC(2) Krippendorff o«  Fleiss
Helpfulness 0.683 0.679 0.347 0.526 0.521 0.352
Correctness 0.452 0.448 0.299 0.366 0.362 0.224
HelpSteer2 Coherence 0.311 0.297 0.293 0.209 0.180 0.163
Complexity 0.609 0.598 0.256 0.585 0.574 0.219
Verbosity 0.688 0.680 0.330 0.646 0.637 0.282
Relevance 0.463 0.440 0.172 0.390 0.377 0.244
SummEval Consistency 0.616 0.603 0.166 0.537 0.521 0.148
Fluency 0.328 0.279 0.084 0.309 0.280 0.068
Coherence 0.527 0.509 0.181 0.446 0.434 0.175
Non-Re 0.123 0.014 -0.011 0.164 0.130 0.060
SumPubMed Coh 0.156 0.130 0.052 -0.010 -0.034 -0.076
Read 0.095 -0.002 0.021 0.028 -0.105 -0.071
IOF 0.312 0.263 0.038 0.134 0.075 0.006
Understandable 0.637 0.630 0.629 0.608 0.599 0.597
Natural 0.554 0.547 0.404 0.666 0.660 0.473
USR Maintains Context  0.652 0.646 0.475 0.577 0.566 0.373
Engaging 0.657 0.651 0.539 0.637 0.631 0.448
Uses Knowledge 0.747 0.743 0.742 0.754 0.749 0.748
Overall 0.717 0.712 0.236 0.759 0.754 0.314

Table 13: Inter-rater reliability across LLMs under Zero-shot and Few-shot conditions. Values show ICC(2),
Krippendorff’s «, and Fleiss’s « for each evaluation rubric across all four datasets using human rubric.
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Figure 5: Rubric Frequencies from all datasets and con-
ditions and all models, also overlapping with human
rubrics.
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Figure 6: Score distributions for the Coherence rubric
under the Zero-shot setting across datasets. Each violin
shows the score distribution, with a box inside indicating
the median and quartiles.
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Figure 7: Spearman correlation (p) between LLM and human scores under the Zero-shot condition across four

datasets.
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Figure 8: Spearman correlation (p) between LLM and human scores under the Few-shot condition across four

datasets.
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Figure 9: Strictness versus leniency of LLM scoring behavior across datasets under the zero-shot setting.
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