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Abstract

Large language models (LLMs) have demonstrated increasing task-
solving abilities not present in smaller models. Utilizing the ca-
pabilities and responsibilities of LLMs for automated evaluation
(LLM4Eval) has recently attracted considerable attention in mul-
tiple research communities. Building on the success of previous
workshops, which established foundations in automated judgments
and RAG evaluation, this third iteration aims to address emerging
challenges as IR systems become increasingly personalized and in-
teractive. The main goal of the third LLM4Eval workshop is to bring
together researchers from industry and academia to explore three
critical areas: the evaluation of personalized IR systems while main-
taining fairness, the boundaries between automated and human
assessment in subjective scenarios, and evaluation methodologies
for systems that combine multiple IR paradigms (search, recom-
mendations, and dialogue). By examining these challenges, we seek
to understand how evaluation approaches can evolve to match
the sophistication of modern IR applications. The format of the
workshop is interactive, including roundtable discussion sessions,
fostering dialogue about the future of IR evaluation while avoiding
one-sided discussions. This is the third iteration of the workshop
series, following successful events at SIGIR 2024 and WSDM 2025,
with the first iteration attracting over 50 participants.
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1 Title & Motivation

Title. LLM4Eval @ SIGIR ’25: The Third Workshop on Large Lan-
guage Models (LLMs) for Evaluation in Information Retrieval.!

Motivation. The first LLM4Eval workshop at SIGIR 2024 [11] pro-
vided critical insights into the potential of LLMs for evaluation, par-
ticularly in search relevance assessment. With 22 accepted papers,
over 50 participants, and the LLMJudge challenge [12], the work-
shop demonstrated that LLMs can generate relevance judgments
closely aligned with human assessments, though their effectiveness
depends on careful prompt design and systematic validation. It also
highlighted challenges in evaluating retrieval-augmented genera-
tion (RAG) systems, including balancing retrieval accuracy with the
quality and factuality of generated responses. Four major research
priorities emerged: ensuring validity in LLM-based evaluations,
addressing randomness from prompt and parameter variation, en-
hancing replicability and reproducibility, and understanding the
interplay between human and LLM assessments. These findings
highlight the need for further workshops to foster discussion and
develop solutions to these pressing challenges.

Building on these findings, the second edition of LLM4Eval work-
shop [10] colocated with WSDM 2025 focused on addressing fun-
damental methodological questions raised during the first iteration,
particularly in automated judgments and RAG evaluation. However,
as information retrieval (IR) systems evolve, the scope of evaluation
challenges extends far beyond basic relevance assessment.

!https://llm4eval github.io/
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Modern IR applications increasingly integrate elements of search,
recommendations, and conversational interfaces while incorporat-
ing personalization. This evolution introduces fundamental evalua-
tion challenges that traditional methodologies struggle to address.
Search and recommendation systems now dynamically adapt to
individual user characteristics, preferences, and interaction histo-
ries, creating multiple dimensions of personalization [1]. Systems
modify rankings based on user context, tailor result presentations,
and generate dynamic, personalized explanations [4, 15]. Each of
these dimensions requires new approaches to evaluation: assessing
the quality of personalized rankings, determining whether explana-
tions align with user needs, and measuring the system’s ability to
adapt appropriately to evolving user preferences over time. These
challenges underscore the need to rethink evaluation frameworks
in ways that account for fairness, adaptability, and the diversity of
user experiences.

While LLMs have proven effective at generating relevance judg-
ments and correlating well with human assessments [7], recent
studies reveal important limitations in their ability to evaluate sub-
jective aspects of IR systems [3, 14]. For example, conversational
interfaces require evaluation of subtle interaction qualities such as
coherence, naturalness, and contextual relevance, often demand-
ing nuanced human judgment. Similarly, recommender systems
necessitate assessments of explanation quality, long-term engage-
ment, and trustworthiness - factors that are subjective [5, 9]. This
raises critical questions about the boundaries between human and
automated evaluation. Identifying where LLMs excels and where
human insight is indispensable will be key to designing hybrid
evaluation frameworks that combine the strengths of both.

Additionally, modern applications no longer operate within iso-
lated domains; instead, they blend traditional search capabilities
with conversational interfaces, personalized recommendations, and
RAG [6, 13]. This integration creates complex user interaction pat-
terns where a single session might involve initiating a search query,
refining it through dialogue, receiving personalized recommen-
dations, and consuming generated explanations. Evaluating such
systems requires a holistic approach that not only measures the
effectiveness of individual components but also assesses how these
components interact and contribute to overall user satisfaction
and task completion. Beyond relevance, evaluation must account
for inter-component synergy, user engagement across different in-
teraction modes, and the system’s ability to deliver coherent and
meaningful experiences.

The third iteration of LLM4Eval aims to foster critical dialogue
about the future of IR evaluation in an era of increasingly sophis-
ticated systems. By bringing together researchers working across
different domains - from search to recommendations to conversa-
tional systems - we seek to explore challenges, share insights, and
identify promising directions for evaluation methodology. Our goal
is to advance the conversation about how evaluation approaches
can evolve alongside the systems they assess, helping the commu-
nity chart a course for future research in this rapidly developing

field.
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2 Theme and Purpose

The third iteration of LLM4Eval focuses on “IR Evaluation for Com-
plex, Personalized, and Interactive Systems with LLMs.” Building
upon the success of previous LLM4Eval workshops, we aim to
deepen understanding of core IR evaluation challenges and expand
into emerging directions.

2.1 Areas of Particular Interest
We especially encourage discussions that:

e Bridge traditional IR evaluation with emerging approaches

e Examine the interplay between search, recommendations, and
dialogue

Address challenges in evaluating complex, multi-component IR
systems

Consider user diversity and fairness in evaluation methodology
Investigate trade-offs between automation and human judgment
Study evaluation approaches for novel IR applications

Focus on risks related to using personalized LLMs as assessors,
such as privacy concerns and biases that they might induce or
reinforce.

2.2 Distinction from Main Conference Topics

While the main SIGIR conference typically focuses on IR algorithms,
systems, and their evaluation, this workshop specifically addresses
the evolving nature of evaluation methodology itself. We examine
emerging challenges that arise from:

o The intersection of automated and human evaluation approaches

o The need for personalized evaluation frameworks

o Cross-system evaluation challenges spanning search, recommen-
dations, and dialogue

o The evolution of evaluation metrics for complex IR systems

These topics complement the main conference by focusing on
methodological challenges that arise as IR systems become more
complex and personalized, providing fresh perspectives on how we
assess the next generation of IR systems.

3 Format and Planned Activities

3.1 Format and Schedule

We will organize a full-day physical workshop, following the tenta-
tive schedule in Table 1.

3.2 Planned Interaction and Engagement

The workshop combines various formats to encourage active par-
ticipation:

e Lightning talks: Brief presentations highlighting key ideas and
challenges

o Interactive poster session: Extended discussions of presented
work

¢ Roundtable discussions: Focused small-group exploration of
specific themes

Each session is designed to maximize participant interaction and
idea exchange, moving beyond traditional presentation formats to
foster genuine dialogue and collaboration.
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Table 1: Tentative Schedule for the LLMEval Workshop at SIGIR 2025.

Time Agenda Description
9:00 - 9:15 Opening Remarks Workshop themes and goals
9:15-10:00  Keynote Talk Invited keynote (speaker and topic to be confirmed)

10:00 - 10:30  Paper Presentations (Short Session) Short session with a few paper presentations

10:30 - 11:00  Coffee break + Poster Presentations
11:00 - 12:30  Paper Presentations (Long Session)
12:30 - 13:30  Lunch break + Poster Presentations
13:30 - 14:00 Poster Session (continued)

14:00 - 15:30  Breakout Discussion

15:30 - 16:00  Coffee break

16:00 - 16:45 Breakout Discussion Reports

16:45 - 17:00 Closing Remarks

Informal poster viewing and discussions

Longer session with multiple paper presentations

Networking over lunch and posters

Final opportunity to view posters

Small group discussions on topics decided during the workshop

Synthesis and sharing of group outcomes
Summary and next steps

4 Special Requirements

Three or more of the organizers will organize the workshop in
person. The only requirement is poster stands during the second
half of the workshop.

5 Organizers

The organization team consists of active IR and NLP researchers
from both academia and industry.

Clemencia Siro is a fourth-year PhD Student at the University of
Amsterdam. Her research focuses on the evaluation of conversa-
tional systems from user interactions and user-centric evaluation
of and with LLMs. She has previously co-organized workshops at
ICLR (2023, 2024) and SIGIR 2024.

Hossein A. Rahmani is a second-year PhD student at the Univer-
sity College London (UCL) advised by Prof. Emine Yilmaz and Nick
Craswell. His PhD research focuses on utilizing LLMs to generate
synthetic data and labels in information retrieval. He previously
co-organised the TREC Deep Learning Track (2023), LLM4Eval, and
LLMJudge.

Mohammad Aliannejadi is an Assistant Professor at the Univer-
sity of Amsterdam, the Netherlands. His main research interests
are conversational information seeking and recommendation, user
simulation, and data augmentation using large language models.
Mohammad has organized several workshops and data challenges
on various topics, including conversational search and cross-market
recommendation at NeurIPS, EMNLP, TREC, WSDM, and ECIR.

Nick Craswell is a Principal Applied Scientist at Microsoft in Red-
mond Washington, working on enhancing search, recommendation,
and other information access methods, for personal and enterprise
data such as email, chat, and shared files. This includes work on
developing and evaluating generative Al solutions to such prob-
lems. He has coordinated multiple past TREC tracks including Web
Track, Enterprise Track, Tasks Track, and Deep Learning Track.

Charles Clarke is a Professor in the School of Computer Science
at the University of Waterloo, Canada. His research focuses on data-
intensive tasks and efficiency, including search, ranking, question
answering, and other problems involving human language data at
scale. He has previously co-organized workshops at ECIR (2024,

2014, 2011), SIGIR (2016, 2015, 2013, 2012), WSDM (2012), and CHIIR
(2023, 2020).

Guglielmo Faggioli is a Post-Doc researcher at the University
of Padua (UNIPD), Italy. His main research interests regard Infor-
mation Retrieval focusing on evaluation, performance modeling,
query performance prediction, conversational search systems, and
privacy-preserving IR. He contributed as co-editor to the Proceed-
ings of CLEF (2021, 2022, 2023, 2024).

Bhaskar Mitra is a Principal Researcher at Microsoft Research.
His research focuses on Al-mediated information and knowledge
access and questions of fairness and ethics in the context of these
sociotechnical systems. He co-organized several workshops (Neu-
IR @ SIGIR 2016-2017, HIPstIR 2019, and Search Futures @ ECIR
2024), shared evaluation tasks (TREC Deep Learning Track 2019-
2023, TREC Tip-of-the-Tongue Track 2023-2024, and MS MARCO
ranking leaderboards), and tutorials (WSDM 2017-2018, SIGIR 2017,
ECIR 2018, and AFIRM 2019-2020).

Paul Thomas is a Senior Applied Scientist at Microsoft. His re-
search is in information retrieval: particularly in how people use
web search systems and how we should evaluate these systems,
including evaluation with and of large language models. He has
previously co-organized the CHIIR and ADCS conferences, various
tracks at SIGIR, and TREC tracks.

Emine Yilmaz is a Professor and Turing Fellow at University Col-
lege London, Department of Computer Science. She also works as
an Amazon Scholar as part of the Amazon Alexa team. Her research
mainly focuses on retrieval evaluation, task-based information re-
trieval, misinformation detection, and fairness in machine learning.
She has previously organized workshops at various conferences,
including ECIR, CIKM, CSCW, WSDM, and NeurIPS. She also co-
organized the TREC Tasks Track (2015-2017) and the TREC Deep
Learning Track (2019-2023).

6 Program Committee
Below is the list of current PC members:
e Amit Jaspal, Meta
e Hossein A. Rahmani, University College London

e James Mayfield, Johns Hopkins University
e Marwah Alaofi, RMIT University
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Paul Thomas, Microsoft

Ipsita Mohanty, Carnegie Mellon University

Zackary Rackauckas, Columbia University

Yiqun Liu, Tsinghua University

Senjuti Dutta, Self

Haolun Wu, Stanford University, Mila - Quebec Al Institute
Eugene Yang, Johns Hopkins University

Mahdi Dehghan, Shahid Beheshti University

Bhashithe Abeysinghe, American Institutes for Research
Guglielmo Faggioli, University of Padua

Sean MacAvaney, University of Glasgow

Karin Sevegnani, Heriot-Watt University

Yue Feng, University of Birmingham

Arthur Camara, Zeta Alpha Vector

e Xi Wang, University of Sheffield

7 Selection Process

We invited submission of papers up to nine pages plus additional
space for the references and appendices. Each submission was re-
viewed by at least three reviewers, evaluating their originality,
presentation, clarity, relevance to workshop scopes, and techni-
cal soundness. We anticipate a variety of submissions, such as
early research findings, reports on original research, resources or
toolkits for evaluation, and position papers. The most compelling
papers will be selected for oral presentation, while the remaining
papers will be presented in a poster session or through brief spot-
light presentations. The proceedings of the LLM4Eval workshop
are non-archival, and authors can resubmit their work to other
peer-reviewed venues.

8 Target Audience

With the growing interest in LLMs, especially retrieval-augmented
models, we anticipate a diverse audience comprising researchers
from both industry and academia engaged in information retrieval
and natural language processing research and engineering. We in-
tend to advertise the workshop across various platforms, including
social media platforms used by the IR community and Slack (e.g.,
SIGIR and TREC channels), direct outreach to participants from
previous LLM4Eval workshop, as well as through mailing lists like
SIGIR-List and CorporaList, in addition to a dedicated website.

9 Related Workshop

The most indirectly relevant workshop to LLM4Eval is the recent
Information Retrieval Meets Large Language Models (IRLLM)
[8] at TheWebConf 2024 and SIGIR 2024 Workshop on Generative
Information Retrieval (Gen-IR) [2]. Unlike IRLLM and Gen-IR,
LLM4Eval offers a venue for discussing and exploring how LLMs
can be applied for evaluation in information retrieval systems.
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