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INTRODUCTION

File formats have evolved alongside computing, progressing from early text-based and
proprietary formats to highly efficient big data formats such as Apache Parquet [1], which
builds on decades of research in database storage and file format design. This evolution has
been driven by critical and evolving needs across different eras and use cases, including
compatibility with heterogeneous systems, human readability, support for hierarchical data,
efficient compression of large volumes of data, and adaptability to modern hardware,
including GPUs.

Early Computer Systems and Proprietary Formats (1950s-1960s). In the early days of
computing, each computer manufacturer developed proprietary file formats tailored to
specific hardware and software [2]. These formats were often undocumented and
incompatible across different systems [3].

Emergence of Standardized File Formats (1970s-1980s). As computing expanded into
business, academia, and government applications, the need for standardization became
evident, as organizations required efficient ways to exchange data between different
systems—something proprietary formats could not provide. One widely adopted solution
was ASCII text files, originally standardized in the 1960s, which became a common format
for storing and exchanging textual data across platforms in the following decades [4].
Building on this, Comma-Separated Values (CSV) gained popularity as a simple and
effective format for tabular data, particularly with the rise of database management systems
and early spreadsheet software.

PC Era (1980-1995) As personal computers became general-purpose tools for business and
administrative tasks, tabular file formats emerged as a foundation for everyday data
management. With affordable microcomputers such as the IBM PC becoming available to
businesses and individuals [5], computing power moved out of centralized IT departments
and into everyday workplaces. This shift empowered non-technical users—such as
accountants, office clerks, and small business owners—to perform tasks that had previously
required manual processing or specialized systems [6]. Common activities like inventory
tracking, payroll management, customer databases, and budgeting demanded reliable
mechanisms for storing and manipulating structured, tabular data [7]. This created a
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growing need for file formats capable of representing tabular information in a consistent and
accessible way.

To meet this demand, software developers created file formats specifically designed for
tabular data. Formats like dBASE’s .dbf and Microsoft Excel’s .x1s offered compact,
portable representations of tabular data that could be easily created, saved, edited, and
exchanged across applications [8, 9]. These formats stored data in a way that mirrored how
real-world information was organized—using rows and columns to represent entries and
attributes.

Internet Era and Hierarchical Formats (1995-2010) The rapid expansion of the internet
in the 1990s revolutionized how data was created, stored, and shared. Many applications,
such as e-commerce platforms, required nested data structures to efficiently manage
customer details, order histories, and product listings. However, existing formats like CSV,
plain text, dBASE’s .dbf, and Microsoft Excel’s .x1s files proved inadequate, as they
lacked features, like support for hierarchical relationships; or were not open standards.

To address these limitations, XML (Extensible Markup Language) and JSON (JavaScript
Object Notation) emerged as dominant solutions [10, 11]. XML, introduced in the late
1990s, provided a self-descriptive, hierarchical format for encoding data, but it was often
criticized for its verbosity and parsing complexity, leading to performance issues in
large-scale applications [12]. JSON, introduced in the early 2000s, became the preferred
alternative due to its lightweight, human-readable structure and seamless integration with
JavaScript-based environments. Unlike XML, JSON’s simplicity and efficiency made it
ideal for modern web applications [13].

By the early 2000s, data processing needs continued to evolve as organizations embraced
web-scale applications, cluster technologies, and early cloud-based services. This big data
era marked a transitional period that introduced new challenges in interoperability, schema
evolution, and binary data serialization across distributed systems. To meet these demands,
new formats emerged—bridging the gap between human-readable formats and scalable,
machine-friendly storage solutions.

Two early technologies from this era were Apache Avro [14] and RCFile (Record
Columnar File) [15]. Avro provided row-based serialization with built-in support for
schemas, schema evolution, and compact binary representation, making it a strong fit for
messaging and archival use cases within the Hadoop ecosystem. RCFile, on the other hand,
pioneered columnar storage within row groups, introducing performance optimizations
tailored for analytical workloads and influencing future formats such as ORC and

Parquet [15]. These innovations laid the foundation for scalable data infrastructure in the big
data and cloud computing era.

Cloud Computing Era (2010s-2020s) With the rise of big data and cloud computing,
specialized file formats such as Parquet [1] and ORC [16] have emerged to efficiently
manage massive datasets by optimizing storage, retrieval, and processing [17]. Parquet has
become the standard and offers a range of features missing in traditional formats like CSV,
JSON, and XML—namely, columnar storage, high compression ratios enabled by
heavyweight algorithms such as ZSTD, and row group skipping. A row group is a partition
of tabular data, and skipping enables filtering of unrelated data at the row group level using



min/max statistics.

Al + the End of Moore’s Law (2020s—Present) Over the past 25 years, hardware evolution
has slowed at the transistor level, marking the gradual end of Moore’s Law [18]. In response,
Compute architecture has become more diverse due to hardware specialization to support
specific workloads. CPUs have adopted increasingly wide SIMD instruction sets—from
128-bit SSE to 256-bit AVX, AVX?2, and eventually 512-bit AVX-512. Meanwhile, GPUs
have become central to modern computing—not only due to the rise of machine learning and
Al but also because of their suitability for accelerating OLAP workloads, real-time
analytics, and large-scale query processing [19, 20]. GPUs offer massive parallelism, high
memory bandwidth, and the ability to process large volumes of data concurrently [21].

Despite these advances, Parquet, the state of the art, remains rooted in design decisions from
an earlier era. Influenced by the Java Virtual Machine (JVM)—which historically lacked
native SIMD support! —Parquet cannot fully exploit SIMD acceleration [24]. Moreover, the
evolution of Parquet through versions 2 [25], 2.4.0 [26], and now early proposals for 3.0 [27]
has not—and does not plan to—incorporate optimizations for modern hardware. Even
variants like Grafana Tempo’s vParquet3 prioritize traceability and integration with
distributed tracing tools over hardware-level performance tuning [28]. Parquet remains
poorly suited to GPUs [29]. Its complex, branch-heavy decoding logic and layered
encodings—such as dictionary encoding combined with run-length encoding (RLE),
followed by general-purpose compression—introduce performance bottlenecks, including
warp divergence on GPUs and branch mispredictions on CPUs [24, 29]. Additionally, it
lacks support for fine-grained, vector-at-a-time decoding—essential for modern CPU
vectorized compressed execution [30]—as well as tile-based execution, the dominant model
in GPU-optimized academic systems [31].

These pressures—namely, better utilization of existing compute power in modern CPUs,
SIMD instructions, adaptation to the rise of Al and GPUs, and the need for a file format that
aligns with current execution models—create a design opportunity for a new file format. In
our view next-generation formats must be architected to align with modern CPU and GPU
capabilities, leveraging the parallelism of today’s hardware. They should incorporate
research advances like Multi-Column Compression (MCC) [32], which enables efficient
compression across multiple columns by exploiting inter-column relationships to further
compress data—overcoming historic weaknesses of columnar storage compared to
row-based formats. It should also adopt approaches like the Whitebox Compression

Model [33], that can address storage and processing issues by poor data design. For example,
it can split a column with values such as FastLanes25071994 into two columns—one with
FastLanes and one with 25071994—separating the string and numeric parts. This allows
the numeric portion to be fed into an integer compressor, improving compression efficiency,
and reducing entropy in the string part, e.g. enabling dictionary compression. Finally, they
should natively support novel compression schemes developed over the past decade,
enabling efficient encoding, decoding, and execution in the heterogeneous, Al-driven
workloads of today.

IThe Vector APIL, offering an almost-explicit SIMD interface, was only introduced in 2016 [22], and stable
auto-vectorization did not appear until 2012 [23].



4 1 INTRODUCTION

1.1 RESEARCH QUESTIONS AND CONTRIBUTIONS

FastLanes is a project initiated at CWI, intended as a foundation for the next generation of
big data file formats. In this thesis, we explore the design of this new file format, with a
particular focus on addressing the limitations of Parquet in the context of modern
hardware—not just by proposing new solutions, but by thoroughly investigating their
practical implications, including aspects such as code maintainability, which is often
overlooked in research. To achieve this, we implement all our algorithms in multiple
ways—purely from an engineering perspective—measuring the trade-offs between
performance and maintainability. Furthermore, we provide high-quality implementations
and open-source our entire codebase, making the results fully reproducible and accessible to
the community.

Arguably, the most important component of Parquet—and indeed any modern big data file
format—is the set of compression schemes used to compress the data, as they directly
impact both read (decompression) speed and storage size (compression ratio). Any
compressed data that is relevant to a query (i.e., not filtered out) must be
decompressed—either fully or partially, in the case of compressed execution—before it can
be processed, making decompression (almost?) an unavoidable step in query execution.
Therefore, our first objective is to investigate how the decompression speed of compression
schemes can be improved.

There are two broad categories of encodings to consider: lightweight compression (LWC)
schemes [34] and heavyweight compression (HWC) schemes. While HWCs are effective at
improving I/O throughput through high compression ratios, they are not well-optimized for
modern CPUs [35]. This is due to their block-based nature—these schemes often require
decoding large blocks at once, resulting in repeated movement of data between cache and
RAM: data is brought into cache, decoded, and then written back to RAM. In contrast, LWC
schemes can be decoded at a much finer granularity, following a decompression model
known as vectorized decoding [34]. Inspired by vectorized processing, this model operates
on small batches of data that are loaded into cache, decoded, and immediately processed
without unnecessary memory traffic.

Consequently, our focus is on LWCs. On CPUs, these schemes can be accelerated by
designing decoders that are SIMD-friendly, capable of decoding many values at once. Given
the importance of achieving fast decoding using SIMD instructions, we posed our first
research question:

Research Question 1: How can SIMD instructions be leveraged to accelerate the
decompression of lightweight compression schemes (LWCs)?

2Systems such as DuckDB, Procella, and Velox do not always decompress data in the scan operator. They support
compressed execution, where decompression is delayed until necessary. This is achieved using compressed vectors,
which, unlike regular vectors that hold batches of decoded data, store values in compressed form. For example, a
dictionary-compressed vector holds a pointer to the dictionary and a sequence of codes referencing its entries. The
dictionary indexes themselves are typically encoded and must be decoded, but full materialization of values is
avoided for as long as possible by pushing compressed vectors through the pipeline and operating directly on the
indexes.
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Research Question 1 is investigated in Chapter 2.

Chapter 2 investigates how lightweight encodings—such as bit-packing, run-length encoding
(RLE), frame-of-reference (FOR), and delta encoding—can be accelerated using SIMD
instructions. It explores key challenges, including the dependency chains inherent in delta
encoding and the heterogeneity of SIMD instruction sets across different architectures. To
address these challenges, the encodings are redesigned to be fully data-parallel, enabling
efficient use of SIMD instructions and significantly improving decompression performance.
Fully data-parallel encodings can be implemented in four different ways: (1) scalar code with
auto-vectorization, (2) compiler intrinsics, (3) explicit SIMD instructions, and (4) third-party
libraries such as XSIMD [36]. Scalar code relies on simple loops and readable constructs,
delegating vectorization to the compiler’s auto-vectorization mechanisms. While this
approach is the most portable, it heavily depends on compiler heuristics and may not always
yield optimal performance [37, 38]. Compiler intrinsics expose low-level SIMD instructions
through C/C++ functions that map directly to hardware operations (e.g., AVX or NEON),
offering more control than scalar code while maintaining some degree of portability [39].
Explicit SIMD programming involves writing platform-specific instructions—often through
intrinsics or even assembly—enabling maximum performance at the expense of portability
and maintainability [40]. Finally, third-party libraries such as XSIMD abstract away
low-level complexities while still leveraging SIMD optimizations under the hood, providing
a balanced trade-off between performance, readability, and cross-platform support [36].
Having considered these SIMD programming paradigms, we now pose the next question:
Research Question 2: Can data-parallel encodings be implemented in the most
maintainable way—namely, scalar code with auto-vectorization—Dby relying on compilers to
generate SIMD instructions, while still achieving maximum performance?

Research Question 2 is investigated in Chapter 2.

Chapter 2 investigates how our data-parallel layouts can be implemented. This chapter
demonstrates that it is entirely possible to implement fully data-parallel encodings using
scalar code with the auto-vectorization paradigm and still achieve the performance of
explicit SIMD, by redesigning the encodings to be extremely simple—consisting only of
straightforward instructions with no control flow or data dependencies. To validate this
claim, the chapter also presents an implementation of the same encodings using explicit
SIMD instructions and compares the two approaches. The results show that there is no
performance gap between scalar code with auto-vectorization and explicit SIMD. This
highlights that we can achieve the best of both worlds: maximum performance and high
maintainability using only scalar code.

There has been significant focus on data-parallelizing and implementing encoding schemes
such as Run-Length Encoding (RLE), Frame-of-Reference (FOR), Bit-Packing, Dictionary
Encoding, and Delta Coding for integer data types. However, floating-point data is also
becoming increasingly important in modern workloads [41]. Despite this, encoding schemes
tailored specifically for floating-point data have only recently begun to receive serious
attention. Existing techniques—starting with Gorilla [42] and continuing with the more
recent ELF [43]—have shown promising compression ratios on certain datasets. However,
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they fall significantly short in performance when compared to the lightweight schemes
integrated into FastLanes. Motivated by this gap, we decided to design a new compression
scheme for floating-point data from the ground up. We began by analyzing the properties of
real-world floating-point datasets, with the goal of identifying patterns in their complex
binary structure that could be exploited for both compression and high-performance,
data-parallel decoding. This leads us to our next research question:

Research Question 3: Is it possible to design a data-parallel encoding for floating-point
numbers that uses SIMD instructions to decode many values in parallel while achieving a
compression ratio comparable to heavyweight compressors (HWCs)?

Research Question 3 is addressed in Chapter 3.

Chapter 3 investigates the bit-level properties of floating-point values in real-world datasets
and how these properties can inform the design of a new SIMD-friendly encoding scheme
for floats. The chapter explores how vectorized decoding can be utilized to accelerate
decompression. It introduces a novel encoding format, ALP, which delivers superior
performance across all three key metrics of a compression scheme: encoding speed,
decoding speed, and compression ratio.

With a complete pool of data-parallelized lightweight compression schemes (LWCs)
implemented on the CPU, it becomes compelling to evaluate their performance on GPUs
and explore how they can be further optimized—especially given the fundamentally different
nature of GPU architectures. GPUs offer significantly higher parallelism but are constrained
by much smaller fast scratchpad memory (including registers and shared memory), in
contrast to the large caches available on CPUs. These architectural differences necessitate
rethinking how compression schemes are designed and executed. Given that one of the
primary goals of FastLanes is to support Al workloads—where GPU execution is
essential—this evaluation becomes even more critical. Therefore, we pose our next research
question:

Research Question 4: Do data-parallelized encodings, originally tailored for CPUs,
remain efficient on GPUs? What is their impact when integrated into query execution
engines on GPUs, and can they be further optimized?

Research Question 4 is addressed in Chapter 4.

Chapter 4 investigates how the data-parallel encodings proposed in Chapter 2 perform on
GPUs, leveraging warp-level parallelism. The chapter evaluates their performance both
when used solely for decoding and when integrated into a full query engine. It explores how
this baseline GPU implementation can be further optimized, particularly to address
bottlenecks unique to GPUs—most notably, limited local memory. To mitigate this, the
FastLanes API is redesigned to support more fine-grained decoding, enabling query engines
to maintain higher occupancy, even when executing multi-column queries that exert
significant pressure on local memory.

From our initial work on GPU, described in Chapter 4, we learned two key lessons. First,
data-parallel layouts that expose at least 32 independent tasks align well with the GPU’s
warp-based execution model, where each warp consists of 32 threads. Second, the original
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FastLanes API, which delivers 1024 values at a time, becomes a bottleneck on GPUs and
must be redesigned for finer granularity. With these insights, we extended our evaluation of

lightweight encodings on GPUs, focusing particularly on ALP. Our goal was to completely

rethink how such encodings should be optimized for GPU execution and investigate whether

the same encoding could be made performant on both CPU and GPU. This led us to pose the

following research question:

Research Question 5: How should LWCs be implemented on GPUs? What should their API
look like?

Research Question 5 is addressed in Chapter 5.

Chapter 5 builds upon the insights presented in Chapter 4 and explores the GPU
performance of ALP. After identifying its limitations, the chapter proposes two core
principles for GPU optimization: (1) all parts of the decoding process must be fully
data-parallelized, and (2) the decoding API should deliver one value at a time per thread to
minimize local memory pressure. The benefits of these ideas are demonstrated through
multi-column queries, where increased memory pressure on GPUs highlights the importance
of fine-grained and efficient decoding. These optimizations are presented as guidelines for
designing future GPU-friendly file formats.

While LWCs are highly efficient in terms of decompression speed they fall significantly
behind heavyweight compression schemes (HWCs) when it comes to compression ratio [44].
This observation motivates our next research question:

Research Question 6: Can data-parallel lightweight encodings be used to achieve better
compression ratios than heavyweight compressors (HWCs) while maintaining the key
advantages of lightweight encodings, such as support for compressed execution, fast
decoding, and vectorized processing?

Research Question 6 is addressed in Chapter 6.

Chapter 6 explores how the data-parallel LWCs proposed in Chapter 2 can be composed to
outperform heavyweight compression schemes (HWCs) in terms of compression ratio. To
achieve this, the chapter redesigns the overall compression model by introducing Expression
Encoding, which uses a small interpreted expression language to represent arbitrary
combinations of encodings. It further examines which combinations are necessary to
surpass HWCs in compression ratio on the PUBLIC_BI dataset.

With Expression Encoding established as the dominant compression model, the next natural
question is how to design a file format around it. This leads us to our final research
question—the last piece of the puzzle in building the file formats of the future:

Research Question 7: What could a file format built on the ideas from this thesis look
like?

Research Question 7 is addressed in Chapter 6.

Chapter 6 explores how a new compression model, expression encoding, can serve as the
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foundation for designing a future-ready file format that incorporates a wide range of
advanced, research-driven features such as MCC [32] into a single, cohesive file format.

1.2 TuEsis OUTLINE & PUBLICATIONS

Chapter 2 investigates how lightweight compression schemes (LWCs) can be fully
SIMDized through the careful design of data-parallelized layouts. This chapter is based on
the work presented in the following paper:

The FastLanes Compression Layout: Decoding 100 Billion Integers per
Second with Scalar Code

Azim Afroozeh and Peter Boncz

Published in the Proceedings of the VLDB Endowment, Vol. 16, No. 9,

pp. 2132-2144, 2023.

Presented at the International Conference on Very Large Data Bases (VLDB),
2023.

Chapter 3 investigates the design of a novel lightweight compression scheme (LWC) for
floating-point numbers that is fully data-parallelized and achieves a high compression ratio.
This chapter is based on the work presented in the following paper:

ALP: Adaptive Lossless Floating-Point Compression

Azim Afroozeh, Leonardo Kuffo, Peter Boncz

Published in the Proceedings of the ACM on Management of Data, Vol. 1,
No. 4, pp. 1-26.

Presented at the 2024 ACM SIGMOD/PODS Conference, Santiago, Chile

Chapter 4 investigates the performance of FastLanes data-parallel LWCs on GPUs and their
integration into Crystal [31], the state-of-the-art academic GPU database system. This
chapter is based on the work presented in the following paper:

Accelerating GPU Data Processing using FastLanes Compression

Azim Afroozeh, Charlotte Felius, Peter Boncz

Presented at ACM SIGMOD/PODS 2024, Santiago, Chile — Monday, June 10,
2024.

Published in the Proceedings of the 20th International Workshop on Data
Management on New Hardware (DaMoN), 2024.

Chapter 5 investigates the performance of FastLanes ALP on GPUs and how it can be
optimized, establishing guidelines for the design of other LWCs on GPU. This chapter is
based on the work presented in the following paper:

G-ALP: Rethinking Lightweight Encodings for GPUs

Sven Hepkema, Azim Afroozeh, Charlotte Felius, Peter Boncz, Stefan
Manegold

Submitted to the 21*" International Workshop on Data Management on New
Hardware (DaMoN), ACM SIGMOD/PODS 2025, Berlin, Germany — June 23,
2025.
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Chapter 6 investigates how lightweight compression schemes (LWCs) can be combined to
achieve higher compression ratios while preserving their performance benefits through a

novel compression model called expression encoding. It further presents the design and

implementation of the FastLanes File Format, which is built around this model and serves as

a foundation for the next generation of efficient and extensible big data file formats.

The FastLanes File Format

Azim Afroozeh, Peter Boncz

Submitted to the 571* International Conference on Very Large Data Bases
(VLDB), London, United Kingdom — September 1-5, 2025.

Chapter 7 concludes the thesis and shares our vision for the future of the FastLanes file
format.
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DATA PARALLELIZED ENCODINGS

The open-source FastLanes project aims to improve big data formats, such as Parquet, ORC
and columnar database formats, in multiple ways. In this chapter, we significantly
accelerate decoding of all common Light-Weight Compression (LWC) schemes: DICT, FOR,
DELTA and RLE through better data-parallelism. We do so by re-designing the compression
layout using two main ideas: (i) generalizing the value interleaving technique in the basic
operation of bit-(un)packing by targeting a virtual 1024-bits SIMD register, (ii) reordering
the tuples in all columns of a table in the same Unified Transposed Layout that puts tuple
chunks in a common “04261537” order (explained in the chapter); allowing for maximum
independent work for all possible basic SIMD lane widths: 8, 16, 32, and 64 bits.

We address the software development, maintenance and future-proofness challenges of
increasing hardware diversity, by defining a virtual 1024-bits instruction set that consists of
simple operators supported by all SIMD dialects; and also, importantly, by scalar code. The
interleaved and tuple-reordered layout actually makes scalar decoding faster, extracting
more data-parallelism from today’s wide-issue CPUs. Importantly, the scalar version can be
fully auto-vectorized by modern compilers, eliminating technical debt in software caused by
platform-specific SIMD intrinsics.

Micro-benchmarks on Intel, AMD, Apple and AWS CPUs show that FastLanes accelerates
decoding by factors (decoding 40 values per CPU cycle). FastLanes can make queries faster,
as compressing the data reduces bandwidth needs, while decoding is almost free.

2.1 INTRODUCTION

Analytical data systems routinely employ columnar storage. This allows queries to skip
columns that they do not need, saving network, disk and memory bandwidth. Further,
columnar storage tends to be more compact than row storage, thanks to compression.

Vectorized execution is a broadly adopted design for query execution where computational
work in query expressions is performed on chunks of e.g., 1024 values called “vectors”, by
an expression interpreter that invokes pre-compiled functions that perform simple actions in
loops over these vectors (arrays), thus amortizing function call overhead over 1024 tuples
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and allowing compilers to optimize these functions using techniques like loop-pipelining,
code motion and auto-vectorization: generation of SIMD instructions [45].

Vectorized decoding carries over these efficient properties when applied to decoding
compressed data. We focus on FOR, DICT, DELTA and RLE (resp. the Frame Of
Reference [46], Dictionary, Delta and Run Length encodings). Also, when a vectorized table
scan decompresses a vector, (compact) compressed data in RAM gets decompressed into an
uncompressed vector, which is a small array of 1024 values, that fits the CPU L1/L2 caches
and is immediately processed by the query pipeline, so it typically does not spill to RAM. As
such, decompression happens between RAM and CPU, reducing memory, network and disk
bandwidth consumption [47].

Parquet [1] also uses columnar encodings, albeit using a scheme that always applies DICT
and represents the dictionary codes in variable-sized runs using bit-packing or RLE. Such
variable-sized adaptivity hinders fast vectorized decoding [48], and the non-interleaved
bit-packing and classic RLE it uses do not expose the opportunities for data-parallelism
introduced by our techniques.

Compressed execution. We think scans in next-gen database systems should not
decompress columns eagerly to their SQL type, which often is a wide integer (e.g., a decimal
stored in 64-bits), but rather to the smallest type that makes the values processable by query
operators. Modern systems like Procella [49], Velox [50] and DuckDB [51] support
compressed vectors, where data is both randomly accessible yet still partially compressed:
e.g., a FOR-vector or a DICT-vector, where 1024 values are represented as uint8[1624],
accompanied by one uint64 base (FOR), resp. a pointer to a Dictionary. Such tight
representations unlock optimizations (e.g., SIMD) for operators higher in a pipeline, and
reduce the size of data structures, lessening (cache) memory pressure. It also causes best
case scan decoding performance, where one decompresses a vector to its smallest possible
lane-width, to become the common case.

FastLanes is a project initiated at CWI, intended as a foundation for next-generation big
data formats. It introduces a new layout for compressed columnar data that increases the
opportunities for data-parallel decoding, improving performance by factors. It does so in a
way that works across the heterogeneous and evolving Instruction Set Architectures (ISAs)
landscape, is future-proof, and minimizes technical debt by relying on scalar-only code.

2.1.1 CHALLENGES AND CONTRIBUTIONS

In the FastLanes project we are re-designing columnar storage to expose more independence
in data decoding, to make future query engines better at exploiting data-parallelism present
in modern hardware. We contribute solutions to six challenges in Table 1:

Many SIMD widths. In the course of 25 years, SIMD ISAs have widened by a factor 8.
Rather than taking the current widest SIMD ISA and proposing a data layout optimized for it,
we preempt further widening of SIMD registers and propose a layout optimized for a virtual
1024-bits register FLMM1024 that gets the best performance out of any existing ISA, and even
from scalar code. At the lowest level of bits, this means FastLanes applies an interleaved
bit-packed layout to 1024 bits; which distributes all logically subsequent e.g., 3-bit values
round-robin over 128 separate 8-bit lanes. On the implementation level, it leads to
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vectorized decoding functions that deliver a vector of 1024 tuples at-a-time, in sometimes as
little as 17 CPU cycles (an astonishing 70 values per CPU core cycle).

Heterogeneous ISAs. In order to deal with concurrently existing generations of x86 SIMD
hardware, as well as ARM, where AWS Gravitonl-3 and Apple M1-2 support 128-bits
NEON, and Graviton3 also supports SVE; and other ISAs for POWER and RISC-V, we
define a simple instruction set' on FLMM1024 that is easily supported by the common
denominator of all SIMD instruction sets. While it is out of scope in this chapter, we think
FLMM1024 instructions on the FastLanes layout can also map efficiently to GPUs and other
future data-parallel hardware (such as TPUs).

Decoding dependencies. Decoding RLE has an intrinsic control-dependency, as it needs a
loop for emitting repeated values; but SIMD does not support control-instructions. DELTA
decoding has an intrinsic data-dependency between subsequent values, which in SIMD are
located in adjacent lanes; yet instructions with lane-dependencies are much slower. We
tackle the latter problem by reordering the column using a technique we call "transposing”,
such that all lanes handle completely independent DELTA sequences. We then remap RLE
to a combination of DELTA and DICT encoding, that leverages this very efficient DELTA
decoding kernel.

Layouts that depend on lane-width. Previous work [53-60] studied data encodings in
isolation, but here we also look at the system context, i.e. table scans of multiple columns.
When the optimal layout depends on a specific lane-width (8, 16, 32, 64 bits), this is
problematic in that context. In table formats, different columns will store different value
distributions which get bit-packed using different bit-widths and get decoded into types that
fit different lane-widths. Our idea of transposing also runs into problems in this regard.
Naively applied, it would lead to different column reorderings inside the same table.
Therefore, we invented a very specific reordering of 1024 tuples that suits all possible
lane-widths. This we call the Unified Transposed Layout. The gist of this reordering is to
organize 1024 values in eight 8x16 transposed blocks, and to put these eight blocks in the
order “04261537”. We will explain why this order works well with any column-width.

Table 2.1: Challenges to efficient data-parallel decompression in big data formats, and how FastLanes tackles them.

Challenge ‘ FastLanes Solution
many SIMD widths target a virtual FastLanes FLMM1024 SIMD register
heterogenous ISAs FLMM1024 uses simple operators, present in all ISAs

decoding dependencies | reorder (transpose) columns to break dependencies

1 layout per lane-width | same Unified Transposed Layout for all lane-widths

keeping code portable | no intrinsics: use scalar code & auto-vectorization

LOAD/STORE-bound | vectorized execution & fused unpacking+decoding

Keeping code portable. The simple design of the FLMM1024 Fastlanes 1024-bits instruction

IThe idea is similar to [52] but as SIMD width interacts with data layout, we design for a concrete 1024-bits width.
Rather than trying to cover all ISAs in intrinsics, our simple FLMM1024 instruction set has a scalar implementation
that gets auto-vectorized.




14 2 DaTA PARALLELIZED ENCODINGS

set allows to implement it in scalar code that uses uint64 registers and operations. This
portability also allows low-end CPUs that do not support any SIMD and that may even have
32-bits registers and memory addressing (but where compilers emulate 64-bits arithmetic) to
also run FastLanes rather efficiently to their standard. On 64-bits CPUs, scalar FastLanes
code achieves SIMD-like acceleration when handling small lane-widths (i.e. 8-bits gets 8x
faster using 64-bits scalar). We find it remarkable that SIMD-friendly ideas like interleaving
and transposing accelerate our scalar code, rather than slow it down. Last but not least,
modern compilers can auto-vectorize our scalar code-path without loss of performance,
avoiding the need for SIMD intrinsics, thus reducing technical debt and further making
FastLanes future-proof.

Avoid getting LOAD/STORE-bound. We propose to use FastLanes decoding in vectorized
execution, where the compressed data is read from RAM and gets decoded into 1024-value
arrays, which are then processed from the CPU caches by the query pipeline. This reduces
memory traffic by the compression ratio (often 2-3x). Further, most CPU time will be spent
on the operators in the query pipeline, so scans run at much lower than the maximum
decoding speed, further reducing bandwidth pressure. Sequential scans will trigger memory
hardware prefetching, so good throughput can be reached. All this reduces the probability to
be LOAD bound.

However, as FastLanes decoding is much faster than previous LWC schemes, and can
achieve astonishing speeds, the decoding functions can become STORE bound, even when
storing just into L1 cache. We show that fusing our bit-unpacking kernels with the
decoding kernels for FOR/DELTA/RLE/DICT benefits performance, as this saves an
intermediate STORE+LOAD.

2.1.2 OUTLINE

The remainder of the chapter is organized as follows. In Section 2 we explain these
contributions in more detail, helped by a series of figures in visual language. First we
explain 1024-bits interleaved bit-unpacking. The Unified Transposed Layout of FastLanes is
motivated and explained around DELTA decoding. We further discuss efficient decoding of
RLE exploiting this foundation. We follow-up in Section 3 with an evaluation of
decompression performance of FastLanes bit-unpacking and DELTA and RLE decoding on
all major hardware platforms. We also perform an end-to-end query execution benchmark
based on Tectorwise [61] showing that using FastLanes decoding, instead of just an
uncompressed in-memory array scan, can make a query faster. In Section 4, we discuss
related work, covering the main differences between FastLanes and the state-of-the-art using
both explanatory figures and micro-benchmarks. We conclude the chapter and discuss future
work in Section 5.
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S: Number of SIMD lanes in a 1024 bit SIMD register = 1024/T
A

f Lane 127 ' e H Lane 1 ' Lane 0
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Figure 2.1: The 1024-bit interleaved layout. B 3 adjacent FLMM 1024 words (red boxes, shown top-down) store 1024 values. Black bars indicate bit-packed values with their
logical positions in the column: logically subsequent W 3-bit encoded values are round-robin spread into S 128 lanes of 7 8-bits. In the first word, only the first two bits
(yellow,pink) of the value at position 256 fit, so it is continued in the second word (blue bit). The value at position 640 is also split. This happens in all lanes.



16 2 DaTA PARALLELIZED ENCODINGS

VAL | an integer with a value VAL at position POS
POS
VAL . ) ) o
- A base containing an integer with a value VAL at position POS
VAL N/ VAL! A SIMD register with C SIMD lanes
| = S D
c-1] --- \_/é\_\_ 0 —>A SIMD lane with a value VAL at lane 0

An untilized SIMD Lane
--------------- Shows a broken data-dependency

ﬁ;» Shows a data-dependency at position POS within a data-dependency chain

POS A bit-packed value at position POS with 3-bit bit-pattern

—*VAL, Shows an add operation with a value VAL

Figure 2.2: Legenda for our visual explanations.

2.2 FAsTLANES

In order to explain the FastLanes compressed data layout, we make extensive use of
drawings in the visual language introduced in Figure 2.2. We now explain the main
FastLanes features in detail.

2.2.1 Many SIMD wipTHS

Over the past three decades, SIMD register widths in x86 CPUs have doubled three times
from MMX (64-bits) to SSE1-4 (128-bits 1999), AVX/AVX?2 (256-bits, 2008) and AVX512
(512-bits, 2015). A next doubling is not imminent, but we do see GPUs - and Apple CPUs -
adopting a 1024-bit cache-line, which facilitates such a move.

Existing SIMD decoding algorithms and their data layouts typically target a specific register
width. Consider the 4-way interleaved layout [54], which distributes bit-packed tuples
among 4 SIMD lanes. This layout avoids expensive cross-lane PERMUTE or BITSHUFFLE
instructions, needed if bits would be packed consecutively. While being efficient for
unpacking four 32-bits values CPUs on 128-bit SIMD registers, this layout does not have
enough parallelism for 256-bits or 512-bits registers. In response, the 8-way and 16-way
interleaved formats were proposed [62], which are all different.

To preempt changing data formats when some ISA starts to support a wider SIMD register,
FastLanes targets a still-not-existent register width, concretely 1024-bits.”> One should note
that as long as — expensive — lane-crossing operations are avoided, it is trivial to support data
layouts designed for a wider register without performance penalty on a thinner SIMD
register; just by using multiple identical thinner instructions working on adjacent data. The

2We could have picked 2048 or 4096 as well; we chose to be conservative as the layout chunk-size grows with
it: a chunk of 1024 W (bit-width) encoded values fit in exactly W FLMM1024 registers. Larger chunk-sizes
lead to worse compression ratios since the bit-width for bit-packing depends on the value-domain of a chunk
(an exception mechanism to remove outliers can help to contain this problem). They also lead to an increased
minimum vector-size, i.e. access granularity, imposed to the scan subsystem.



2.2 FasTLANES 17

reverse is not true: supporting thin layouts on wide registers typically leads to lack of parallel
work and unused lanes or expensive compensating actions such as PERMUTE and BITSHUFFLE.

Figure 2.1 shows the interleaved bit-packed layout in the example case of integers that can be
encoded in 3 bits (W=3). To maximize decoding performance we use the smallest
lane-width that fits that, i.e. 8-bits (7'=8), and therefore we have 128 ($=1024/T=128) lanes
in our FLMM1024 word. Note that bit-packing is a building block that is used in all encodings
and can optionally be combined with an exception-handling technique (such as

"Patching" [47]), to handle - in this case — infrequently occurring values that do not fit 3 bits.

FLMM1024* // A pointer to 1024-bit word memory.
FLMM1024 // A variable of size 1024-bit

// Load 1024 bits from memory address ADR
FLMM1024 LOAD<T>(FLMM1024* ADR);

// Store 1024 bits from REG into memory address ADR
void STORE<T>(FLMM1024* ADR, FLMM1024 REG);

// For all T-bit lanes i in REG, return (i & MASK) << N
FLMM1024 AND_LSHIFT<T>(FLMM1024 REG, uint<T> MASK, uint8 N);

// For all T-bit lanes i in REG, return (i & (MASK << N)) >> N
FLMM1024 AND_RSHIFT<T>(FLMM1024 REG, uint<T> MASK, uint8 N);

// For all T-bit lanes (a,b) in (A,B), return (a & b)
FLMM1024 AND<T>(FLMM1024 A, FLMM1024 B);

// For all T-bit lanes (a,b) in (A,B), return (a | b)
FLMM1024 OR<T>(FLMM1024 A, FLMM1024 B);

// For all T-bit lanes (a,b) in (A,B), return (a * b)
FLMM1024 XOR<T>(FLMM1024 A, FLMM1024 B);

// For all T-bit lanes (a,b) in (A,B), return (a + b)
FLMM1024 ADD<T>(FLMM1024 A, FLMM1024 B);

// For all T-bit lanes, return VAL
FLMM1024 SET<T>(uint<T> VAL);

Listing 1: FastLanes simple SIMD instruction set, with FLMM1024 1024-bit registers and T-bit lanes; T € {8,
16, 32, 64}. It can be trivially mapped onto any existing SIMD ISA, or to scalar code using uint64. ISAs with
narrower registers use multiple identical instructions over multiple registers and adjacent memory to simulate
1024-bit width.

2.2.2 HETEROGENEOUS ISAs

When new SIMD ISAs are introduced, we often see two kinds of asymmetries: (i) new
operators that did not exist in a thinner ISA are introduced, or (ii) a wider register is
introduced, but not all operators existing on thinner registers are (initially) supported on the
wider register. Data layouts that depend on these operators are then problematic to support
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efficiently on all plausibly in-use hardware platforms, certainly for data systems that are
distributed as binaries (pre-compiled).

Recently, ISA heterogeneity has significantly increased as ARM CPUs have become popular
both on servers (AWS Graviton2,3) and with end-users such as data scientists (Apple M1,2);
which bring their own subsets of NEON as well as SVE.

In order to support heterogeneous ISAs, FastLanes only uses simple operators, such as
load/store, left/right-shift, and/or/xor, addition and set instructions; supported for all
lane-widths, T € {8, 16, 32, 64} as shown in Listing 1. This instruction set can be trivially
mapped to intrinsics in all previously mentioned thinner ISAs, just by using multiple
identical instructions on independent registers or adjacent memory locations, to reach the
1024-bit width of our virtual FLMM1024 register. The extreme example of this is our
Scalar_T64 code-path, which relies on 64-bits integers (uint64):

struct { uint64 val[16]; } FLMM1024; // 16*uint64 = FLMM1024

FLMM1024 AND<8>(FLMM1024 A, FLMM1024 B) {
FLMM1024 R;
for (int i = 0; i < 16; i++) R.val[i] = A.val[i] & B.val[i];
return R;

}

Listing 2: Example of a vectorized AND operation using FLMM1024. Each of the 16 uint64 values is processed
independently, modeling a 1024-bit SIMD register.

As a detail, we note that we combined the shift instructions with AND functionality. In
bit-packing, these two operations are typically followed by each other anyway, so in those
cases, the combined instruction is a shorthand. Another reason to introduce this shorthand is
our Scalar_T64 code-path that manipulates uint64 values. As shown above, we can support
for instance eight 8-bits lanes using instructions on uint64. However, shift instructions on
uint64 could transport bits from one lane into another, something that is guaranteed not to
happen in SIMD instructions. But, by performing the AND before shifting in such a way
that bits that would cross a lane are masked out, this problem can be prevented by
manipulating the (constant) mask value, at no additional cost.>

Figure 2.3 shows the implementation for unpacking 3-bit (W=3) codes into 8-bit (T'=8)
integers. Rather than writing such code by hand, we generate it statically for all | <W < 64,
T €{8,16,32,64} where W T (116 pre-compiled functions that each deliver a vector of 1024
values). Figure 2.4 shows the algorithm in action: in 10 instructions, 384 values are
unpacked. On this unpack kernel, Intel AVX512 CPUs get to the astonishing speed of 70
values per cycle = 140 billion values per second on one 2GHz core. Given 3-bits per value
this requires 52GB/s - close to RAM bandwidth limit. In reality, however, a query pipeline
spends at least a few cycles per value in its operators, so the pipeline runs 100x slower; but

3Note that cross-lane bit-spilling is also a risk in the ADD operator. However, as SIMD ISAs do not support
overflow detection, usage of SIMD ISAs for summations already requires the use of overflow prevention techniques
in order to ensure correctness. Hence for ADD we can assume that overflow does not happen.
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uint<8> MASK1 = (l1<<1)-1, MASK2 = (1<<2)-1, MASK3 = (1<<3)-1;
FLMM1024 rl, rO;

r® = LOAD<8>(in+0);

rl = AND_RSHIFT<8>(r®,0,MASK3); STORE<8>(out+0®,rl);

rl = AND_RSHIFT<8>(r0,3,MASK3); STORE<8>(out+l,rl);

rl = AND_RSHIFT<8>(r0®,6,MASK2);

r® = LOAD<8>(in+1); STORE (out+2,0R<8>(r1,
AND_LSHIFT<8>(r®,2,MASK1)));

rl = AND_RSHIFT<8>(r®,1,MASK3); STORE<8>(out+3,rl);

rl = AND_RSHIFT<8>(r0,4,MASK3); STORE<8>(out+4,rl);

rl = AND_RSHIFT<8>(r0®,7,MASK1);

r® = LOAD<8>(in+2); STORE (out+5,0R<8>(rl,
AND_LSHIFT<8>(r®,1,MASK2)));

rl = AND_RSHIFT<8>(r®,2,MASK3); STORE<8>(out+6,rl);

rl = AND_RSHIFT<8>(r0®,5,MASK3); STORE<8>(out+7,rl);

Figure 2.3: Interleaved bit-unpacking kernel in FLMM1024 SIMD for 78 and W3. We use code-generation to create
such implementations for all combinations of 7 and W (W T).

with this unpacking speed the decompressing scan is practically free.

2.2.3 DEALING WITH SEQUENTIAL DATA DEPENDENCIES

Dependencies between subsequent values are SIMD-unfriendly since adjacent values end up
in adjacent lanes. Figure 2.5a shows that the default layout (one value after the other) has this
problem. The additions needed for DELTA decoding are lane-crossing operators: suppose
the values in in Figure 2.5b are 32-bits, then adding the values at position 0 and position 1
correspond to different lanes (if e.g., positions 0-3 were loaded in a 128-bit SIMD register).
In these figures, the yellow boxes indicate base values. These bases provide entry-points to
start DELTA decoding. In FastLanes, we allow to start decoding with a granularity of 1024
tuples. Base values would be found in the header of a compressed columnar block. But,
rather than having one base per vector, Figure 2.5¢ shows the idea of having four bases. This
allows to start decoding at positions 0,4,8 and 12. It still does not solve the lane-crossing
problem, though. Figure 2.5d shows the "transposed" layout, that stores the values
out-of-order. The order for the first 16 values here is 0, 4, 8, 12, 1, 5,9, 13, 2, 6, 10, 14, 3, 7,
11, 15. Figure 2.5e show this leads to optimal 128-bits SIMD processing: only 4 additions
are needed.

We call this re-ordering a transposition because the idea is to cut up the value column in
SIMD register-sized chunks and put these chunks vertically under each other, as shown in
Figure 2.5f. In case of our 1024-bits FLMM1024 register, this means that this matrix has
exactly T rows and S columns; where T is the value (=lane) bit-width and S is the amount of
such values in a register.

We argue that changing the tuple order is not problematic in the database scan context.
Relational algebra is set-based and query operator semantics typically do not depend on
order, so if the tuples arrive perturbed from insertion order, they can usually be processed in
whatever order they arrive. Even if the order matters for the query result or operator
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Figure 2.4: Lines 3-8 of Listing 2 in action: ten FLMM1024 instructions bit-unpack the first 384 3-bits codes into
8-bit integers. The investment in interleaving of bits leads to perfectly sequential unpacked integers using few simple

instructions.
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(a) Default DELTA layout with data dependencies on arrows.
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(b) The process of decoding DELTA-encoded data (green arrows).
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(c) Example DELTA layout with multiple bases.
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(d) Transposed data layout.

Figure 2.5: (a)—(d): Part 1 of the Transposed Data Layout illustrations.
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(e) SIMD-friendly DELTA decoding on the transposed layout.
N: Number of tuples in a vector, N=1024
A
1023 | ... T(S-1)| ... 2T |2T-1| ... | T-1 | ... 2 1 0

T: BitWidth of a physical type, T = {8,16,32,64}

T(S-1)| ... 2T T 0

T(s-1)+1| .., | 2T+1 | T+1 1
T<

1023 ... | 3T-1|2T7-1| T-1

Y
S: Number of SIMD lanes in a 1024 bit SIMD register = 1024/T
(f) Transposed Layout: value order depends on widths S & 7.

Figure 2.5: (e)—(f): Remaining Transposed Data Layout illustrations. Idea: reorder column values to make data
dependencies SIMD-friendly.
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semantics, the original order could be restored or encoded in a selection vector. While the
presence of a selection vector can slow down operations, it can often be avoided: vectorized
query executors typically have an optimization where simple arithmetic operators (that
cannot raise errors) will ignore (identical) selection vectors on all parameters, if many tuples
are still in play, executing the operation on all values, at much lower per-value cost thanks to
full sequential access (and SIMD).

9. 12 8[4[0
2120, 0000
1
v Vv l v |2.| * * * *
15|11\ 731410 6(213/9|5(112/8|4|0
A A A | J A A A | J
3+ 1
3- 1-
(a) Reordering from Figurefigure 2.5d applied to a half-width column.
32|10
0
2
v | ¥
312|110 3/2|1|0 312/1|0 32|10
t I i I
3 1

(b) Eight independent operations are needed, but this layout provides only four—resulting in underutilized SIMD lanes.

Figure 2.6: The transposed layout and resulting value reordering, while effective for one data type, are not suited for
narrower types.

2.2.4 THE Un1F1ED TRANSPOSED LAYOUT

In our Transposed Layout, the order of the tuples depends on 7. This creates a problem for
database scans: relational tables consist of multiple columns and different columns will have
different widths. However, when we reorder tuples, we should use the same order for all
columns, because a scan needs to create a consistent stream of tuples.* Figure 2.6 shows that
when we apply the reordering from Figure 2.5d to a data type of half the width, there is not
enough independent work for the thinner type. In our example, the wide data-type was

4Even if a query processor would be able to work with column vectors that each have a different value order, e.g.,
by accompanying each with their own selection vector that restores order; this would likely carry performance
penalties due to the indirect memory access needed and reduce the applicability of our format to systems that
could do this. Therefore we enforce the ability to retrieve all column data in the same order.
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(d) From the 64-bits transposed layout with 8x1 tiles of 8x16 values (upper right), we unify to 4x2 tiles for 32-bits types, then
to 2x4 for 16-bits and 1x8 for 8-bits, in 04261537 tile order. The final value order is 0,64...,960,32,96,..,992...,..,63,127,..,1023
(top-to-bottom, repeated right-to-left)

Base Vector

[ ]
= 1 0
T=64 I I . ¥ 3 v ’
[ 7 I 3 I 5 I 1 I 6 I 2 I 4 I 0 ]
1 1 [ T 1 I T
1 J [
L 1
T
T=8
[ Base vector | [ Base vector |
T=32 —— [ T=16 9 [
[ 7,3 | B | 6,2 | 4,0 | [ 7,3,5,1 | 6,2,4,0 | [7.3,5,1,6,2,4,0]
: ' —

(e) The 04261537 tile order is SIMD-friendly for all lane-widths. Note: the numbered blue-red boxes here are abbreviations for a
8x16 tile, and imply 8 SIMD ADD operations each during DELTA decoding. This layout benefits all encodings with dependencies
(i.e., also RLE).

Figure 2.7: Unified Transposed Layout: (a)-(c) idea of order unification, (d) how our unified approach arrives at the
04261537 order (blue) of 8x16 tiles (green) and the final value order (green), (e) how it provides data-parallelism
for all possible lane-widths. Notably, FastLanes does not only store each sequence of 1024 tuples permuted in this
reordering, but the individual columns are usually also encoded with some LWC scheme (DELTA, FOR, DICT,
RLE), which involves bit-packing using 1024-bit interleaving (Figure 1). So the eventual bit-sequences stored are
humanly hard to grasp. However, decoding the values requires only regular and astonishingly fast calculations that
are completely data-parallel.



2.2 FASTLANES 25

32-bits such that 4 values fit a 128-bits SIMD register. So when putting a column of 16-bits
integers in that order, we see that we only can take advantage of four lanes, instead of 8. In
this case, the problem can be solved by just using a different ordering, shown in

Figure 2.7a-c, that works well with columns of both widths.

Our Unified Transposed Layout provides a generic solution to this problem for all
lane-widths. The basic building block are transposed tiles of 8x16 values. We have eight
such tiles for each vector of 1024 tuples. For the widest 64-bits type, each row in the tile is
one FLMM1024 register, making it a suitable format to process one tile-at-a-time: for DELTA
decoding, the 8 rows are processed using 8 FLMM1024 ADD64. In case of 32-bits values,
however, one row occupies half a register, so we need to group two independently
processable tiles together in one register. This is done by taking the lower half of tiles 0-7
and placing them to the left, arriving at 4 rows of 2 tiles. This process repeats for 16-bits and
8-bits, arriving at a single row of 8 tiles in the 04261357 ordering (blue). The complete
value ordering for all 1024 tuples is shown in green.

One can ask if 04261357 is the only ordering (starting at 0) that is suitable for DELTA
decoding. We want to start at 0, because for 64-bits values we compute on data from one tile
at-a-time, starting at tile O; and for 64-bits data, the header thus holds bases for tile O only
(see Figure 2.7a-b with base values in yellow). Beyond starting at O, the second desirable
property is that for processing tiles in SIMD operations, we need the subsequent operations
to touch directly subsequent tile numbers in the same SIMD lane position.

Now the proof. Considering 16-bits values, where four tiles fit the SIMD register width, and
given that 0 is first; we see that 1 must be in fourth position (as it must be subsequent in
Oxxx— 1xxx). In fact, the only way to get subsequent numbers in the two halves of the
ordering is to have all even numbers first, and the odd numbers later. Now, considering
32-bits data types, where data from two tiles is processed at-a-time, the ordering should start
with 04. Because, if we would start with 02, then after 02— 13, the next SIMD operation
should be on 24, but tile 2 was already processed. The other even choice 06 runs out of
work, as after 06— 17 there is no tile 8. As the first pair is 04, the third pair must be 15, and
this fixes the second pair to 26 and the final pair to 37; so we arrive at 04261537 as the only
ordering with the desired properties. Figure 2.7e shows that for 8-bits types, DELTA
decoding processes: bases — 04261537 (drawn, as all layouts, right-to-left in our Figures).
For 16-bits types the processing order is: bases — 0426 — 1537. For 32-bits it is: bases —
04 — 15 — 26 — 37. For 64-bits: bases -0 —1— .. = 7.

FastLanes-RLE. Value sequences get Run Length Encoded in classic RLE as (value,length)
tuples. Decoding requires two nested loops: one that iterates over the tuples, and inside, one
that iterates over length; while writing out the value-s. A loop is by definition scalar, and the
inner loop will suffer from branch mispredictions on short lengths. The best SIMD
acceleration so far for RLE works when run-lengths are large, such that the uncompressed
run is very significantly larger than the SIMD register. In this case, one can set all lanes of a
SIMD register to the constant value, and reduce the amount of STORE instructions by the
amount of lanes [63].

We propose a new scheme called Fastlanes-RLE, that maps RLE to DELTA and supports
storage reordered in the Unified Transposed Layout. It targets systems like Velox [50] and
DuckDB [51], that prefer to represent decoded RLE as compact in-flight Dictionary vectors;
rather than full/eager decompressed vectors. The twist here is that the Dictionary is the Run
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Value vector from RLE, and hence may contain duplicates. The Index Vector monotonically
increases by one, whenever a new run starts. FastLanes-RLE uses 16-bit indexes for vectors
with many short runs and 8-bits otherwise. These Index Vectors are DELTA encoded using
only 1-bit per value. Base storage in the 8-bit case can use 3-bit bit-packing, adding .375 bits
of storage per value, making the compression ratio better than classic RLE, up to average
run-lengths of 12. For longer average run-lengths, we should use 0-bit DELTA encoding,
that memsets the Index Vector to 0, and where the 1-s are inserted by an exception
mechanism (we will cover such mechanisms in follow-up work).
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(a) A decompressed vector and its classic RLE representation as two vectors: Run Values and Run Lengths.

Run Values
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Delta Encoded Vector

(b) FastLanes-RLE, and how its Index Vector is DELTA encoded.
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(c) FastLanes-RLE reorders the Index Vector in Unified Transposed Layout: compatible with other columns and enabling fast
decoding.

Figure 2.8: FastLanes-RLE: a fast and compact encoding scheme targeting in-flight partially compressed vectors [50,
64]
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Figure 2.9: Bit-unpacking performance of the 1024-bit interleaved layout. (1) Scalar_T64 uses 64-bit scalar registers as quasi-SIMD and beats naive Scalar up to 8x. (2)
clang++ auto-vectorizes Scalar perfectly, matching performance of explicit SIMD intrinsics. (3) Decoding can reach 70 tuples/cycle (T=8, W=1). Except in the leftmost
box here (tuples/cycle), lower is better in all Figures (cycles/tuple).
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2.3 EVALUATION

The C++ FastLanes library is released under a MIT license in open source and will be put in
github.com/cwida/FastLanes on Jan 7.
We now experimentally evaluate the following questions:

(Q1) What is the absolute speed of the proposed FastLanes 1024-bit interleaved
bit-unpacking?

(Q2) Does decoding performance scale with SIMD width, and how does it vary between
the platforms listed in Table 2.2?

(Q3) Can scalar code profit from 1024-bits interleaving and the Unified Transposed Layout?

(Q4) What is the performance of the scalar implementation, and how well does compiler
auto-vectorization compare with the use of explicit SIMD intrinsics?

(Q5) How does the proposed Unified Transposed Layout influence decoding performance,
specifically for LWC schemes with sequential dependencies, such as DELTA?

(Q6) What effect on end-to-end query performance could the adoption of FastLanes have?

We also investigate the performance benefits of potentially fusing the implementations of
bit-unpacking and decoding kernels. Note that in Section 2.4, we present additional
micro-benchmarks while comparing FastLanes with related work.

2.3.1 MICRO-BENCHMARKS

We implemented bit-unpacking and decoding into 7' {8,16,32,64} result columns in 4
different ways: Scalar, Scalar_T64, SIMD, and Auto-vectorized. The Scalar code
unpacks/decodes one uint7 value at-a-time. The Scalar_T64 implementation treats a
uint64 variable as a quasi-SIMD register consisting of 64/T lanes of T-bits.

Table 2.2: Hardware Platforms Used

Architecture [Scalar ISA |Best SIMD ISA CPU Model |Frequency

Intel Ice Lake |x86_64 AVX512 8375C 3.5GHz
AMD Zen3 x86_64 AVX2 (256-bits) [EPYC 7R13  |3.6 GHz
AMD Zen4 x86_64 AVX512 Ryzen9 7950X4.5 GHz

Apple M1 ARM64  |NEON (128-bits)|Apple M1 3.2 GHz
AWS Graviton2 | ARM64 NEON (128-bits)|Neoverse-N1 |2.5 GHz
AWS Graviton3|ARM64  INEON (128-bits)|modified 2.6 GHz
SVE (variable) |Neoverse-V1

We used clang++ for our experiments. To make sure that our scalar code is not
auto-vectorized, we explicitly disabled the auto-vectorizer for the Scalar and Scalar_T
implementations by using: -03 -mno-sse -fno-slp-vectorize -fno-vectorize.

The SIMD implementations use explicit SIMD intrinsics. Note that for ARM64, all SIMD
implementations are based on NEON instructions. This is because our experiments on
Graviton3 showed that SVE [65] is slower than NEON. Finally, the Auto-vectorized
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implementation is the Scalar implementation, with the difference that auto-vectorization is
not disabled.

These micro-benchmarks aim to characterize pure CPU cost and decompress a single vector
30M times; hence all data is L1 resident. We report CPU cycles per value (lower is better!),
but for 7=8 bit-unpacking also the reverse: values per cycle (cycles per value there get close
to 0 and hard to discern). These measures make the results more meaningful to compare
across platforms than elapsed time, as our hardware comes from different frequency classes
(hi/mid/low end, consumer vs. server). We disabled CPU turbo scaling features where
present to make clock normalization stable.

Bit-unpacking. Figure 2.10 we see that the 1024-bits interleaving of packed data does not
even hinder Scalar decoding: performance is equal to the naive "horizontal"
(non-interleaved) bit-packed layout. But, only the interleaved layout provides the opportunity
of decoding multiple lanes in parallel seized by Scalar_T64, making it 8x faster than Scalar
on 8-bits values. As for (Q1), Figure 2.9 shows the high speed of FastLanes decoding:
thanks to SIMD it significantly outperforms Scalar across all platforms: 40x-70x for §8-bits,
to 3x-4x for 64-bits types. Regarding (Q2): we do see that Gravitons have weaker SIMD;
which especially shows for 64-bits types. Apple M1 also has just 128-bit NEON, but clearly
has more instruction level paralellism (ILP). Wider SIMD does not always equate more
performance: despite supporting AVX512, Zen4 is not faster than Zen3. This is expected if
the CPU executes one AVX512 instruction using two AVX2 (256-bits) units. The absence of
dependencies and the opportunities for data-parallelism that FastLanes code exposes, make
it profit from total CPU execution capability, which is the product of ILP and register width.
Figure 2.9 highlights that (1) Scalar_T64 is indeed % times faster than Scalar for different
T's (Q3); (2) clang++ can auto-vectorize our Scalar code, matching the performance of
explicit intrinsics — denoted SIMD (Q4); (3) FastLanes can decompress 70 tuples per cycle
for 8-bits types (Q1), where SIMD paralellism is maximal. Point (2) means that when
incorporating FastLanes in future systems, we recommend just using the Scalar code paths;
in fact for the kernels described in this chapter, just the Scalar_64 code is enough. This
result significantly enhances the future-proofness of FastLanes.

Unified Transposed Layout. We performed experiments for (Q5) regarding DELTA
decoding for all six hardware platforms. Figure 2.11 shows that the Unified Transposed
layout — the idea to reorder the tuples in order to break sequential dependencies — also
benefits our Scalar_T64 code-paths, that uses uint64 scalar registers as if they were
8x8-bits, 4x16-bits or 2x32-bits SIMD registers. In terms of scalar performance, M1 tops
Ice Lake clock-for-clock. Remarkably, Graviton and Zen3 are slower in scalar additions on 8-
and 16-bits numbers than on 32- and 64-bits. The Gravitons again show weak SIMD.
Performance can again be very high, like 40 tuples per cycle on the faster platforms for 8-bits
DELTA. Most DELTA decoding will be on the larger datatypes (32-, 64-bits), but
FastLanes-RLE (evaluated later) uses very fast on 1-bit decoding in a 16-bits lane.

As bit-unpacking and FastLanes decoding use dependency-free instructions, column
contents do not influence performance at all. Only the bit-width matters, hence we evaluate
all bit-widths.’

SRegarding (ordered) DELTA columns, we finally argue that subsequent query performance after decompression is
not likely to be affected even if the tuple order is left transposed, since the permutation caused by transposing is
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Fusing Bit-packing and Decoding. The 116 bit-unpacking kernels we generate for all
bit-packing widths W and unpacked type-widths 7 <W could possibly be fused with the
decoding kernel for DELTA, FOR, DICT and FastLanes-RLE in a single kernels that do both
unpacking and decoding. The benefit of fusing is that the STORE instructions that
bit-unpacking ends with, and the LOAD instructions that decoding starts with, are saved.
Figure 2.12 shows that fusing indeed improves the decompression speed.

In case of decoding into compressed vectors, fusing is not needed for DICT and FOR
(decoding is just bit-unpacking in that case — therefore we do not micro-benchmark these
schemes separately). For decoding DELTA into a compressed FOR vector, we can use
fusing; what is then needed is to keep MinMax stats per vector, and subtract Min from the
bases before decoding.

2.3.2 END-TO-END QUERY PERFORMANCE

We also ran a complete query pipeline, by integrating FastLanes in the experimental
Tectorwise [61] vectorized query processor. We created a table TAB with a single column
COL that has 10 %228 uint32 integer values (10GB), and benchmarked the query SELECT
SUM(COL) FROM TAB on our IceLake platform.

Figure 2.13 shows the performance of this query, depending on the domain of the values in
the column, which is uniform-randomly generated from the domain [0-2"). We run this
unmodified Tectorwise query, that reads COL from an uint32 array, and two modified
versions (FastLanes and Scalar) that scan a compressed COL — which gets bit-packed in W
bits per value. In all cases the data is RAM-resident. As for (Q6), we thus see that reading
from FastLanes typically makes a query faster, despite the decompression, because the
query needs less RAM-bandwidth. Parallel execution increases the RAM bottleneck: with 8
threads we see up to 7x end-to-end performance improvement vs. uncompressed (and 4x vs.
Scalar). FastLanes shifts the crossover point where queries get faster from data with a 4x
compression ratio (Scalar) to almost any data.

within a 1024-vector only, and hence localized, such that any column order is largely preserved.
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Figure 2.10: Horizontal vs. 1024-bit interleaved. Scalar bit-unpacking performance with 1024-bit interleaving is equal to the naive horizontal
layout (red = blue). The bit-interleaving approach allows Scalar_T64 (green) to get up to 8x faster (Ice Lake).
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Figure 2.11: FastLanes DELTA decoding, for all bit-widths & platforms: very high performance for Auto-vectorized. Also, Scalar_T64
profits from data-parallelism in the Unified Transposed Layout, whereas Scalar cannot and can be 40x slower than SIMD.
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Figure 2.12: Fusing 1024-bit interleaved bit-unpacking with decoding (FOR) improves performance (Ice Lake).
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Figure 2.13: SELECT SUM(COL) FROM TAB runtime for various COL bit-widths and threads (T) on Ice Lake. The crossover point where decompressing scans (plots)
outperform plain array scans (horizontal lines), moves from a minimal compression ratio of 4x (~8bits) with Scalar decoding to just 25% compression (x~24bits) with
FastLanes. Note that with higher thread counts, the crossover point (thick stripes) moves right a bit, as RAM bandwidth gets scarcer. FastLanes can then improve end-to-end

performance up to 7x vs. uncompressed and 4x vs. scalar.
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2.4 RELATED WORK

For more than two decades, researchers have been trying to use SIMD instructions to
improve the performance of database systems [66, 67]. Much of this effort has been made on
SIMDizing the compression and decompression of data [S3—-60]. Surveys of these
SIMDized compression schemes are [48, 63].

Bit-packing. Zukowski et al. propose to bit-pack 128 integers sequentially using the same
bit-width [47]. Schlegel et al. call this layout horizontal [57]. Willhalm et al. propose a
SIMDized bit-unpacking for the horizontal layout [68]. In addition to the horizontal layout,
Schlegel et al. propose the k-way vertical layout [57], where each of the k consecutive
bit-packed values are distributed among consecutive memory words. This vertical idea is
also called interleaved layout, and we use that terminology in this chapter. This distribution
allows to have bit-packed values in different SIMD lanes and avoids the extra PERMUTE
instruction, required in the horizontal layout. Lemire et al. use the 4-way vertical layout
(k=4) to SIMDize the bit-unpacking for 32-bit integers on CPUs with SSE registers [54].
Also, Habich ef al. use 8-way and 16-way vertical layouts for AVX?2 and AVX512
registers [62]. However, these layouts do not cover all challenges that have been discussed
earlier in Table 2.1: these layouts are tied to a specific SIMD-width, they do not address the
problem of sequential data dependencies in LWCs that work on the decoded data (such as
DELTA), and do not address the issue of different data type widths in relation to that.
Figure 2.14 shows that the 4-way layout becomes only slightly faster on AVX2 and AVX512
ISAs. On the other hand, the interleaved layout becomes respectively 2x and 4x faster on
AVX2 and AVXS512. This confirms that the 4-way layout cannot take advantage of wider
registers, while the 1024-bit interleaved layout can.

In addition to the bit-packed layouts that focus on decompression speed, there are other
bit-packed layouts that focus more on the filter scan. BitWeaving [69] and ByteSlice [70] are
two examples of such layouts. BitWeaving proposes two novel bit-packed data layouts: HBP
and VBP. These layouts allow using all the bit-parallelism of a SIMD register during the
filter scan. HBP is more focused on supporting efficient lookup operations, while VBP
provides a faster filter scan. ByteSlice tries to achieve both fast lookup and fast filter scan by
applying all the BitWeaving techniques in the byte-by-byte manner instead of bit-by-bit.
However, neither BitWeaving nor BitSlice provides a fast and efficient way to actually
decompress data. Polychroniou et al. propose a SIMDized bit-unpacking for the VBP
layout [71]. However, the reported performance of this layout is roughly 30x slower than our
1024-bit interleaved layout.

DELTA coding is an LWC that encodes a sequence of integers by replacing each integer
with its difference to its preceding integer [72]. DELTA is typically used on top of
bit-packing to reduce the number of bits required to represent values. While improving the
compression ratio, DELTA decoding becomes a bottleneck in combination with
bit-unpacking. Three approaches have been proposed to data-parallelize DELTA decoding:
vertical computation [73], horizontal computation [74] [75], and the SIMDized tree
computation [73]. Vertical computation is based on the SIMD SCATTER/GATHER instructions
with non-sequential access pattern. Unfortunately, these instructions are costly and do not
make decoding faster [73]. Horizontal computation reduces the complexity of DELTA
decoding from O(n) to log(n). This is achieved by using the SIMD SHIFT instructions.
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Figure 2.14: Bit-unpacking using the 4-way layout vs. 1024-bit interleaved layout, where 7' 32 (Ice Lake). The
4-way layout cannot take advantage of wide SIMD registers, with a performance penalty of 2x resp. 4x for AVX2
resp. AVX512.

However, these instructions do not exist in all ISAs, and it is costly to simulate them. Finally,
the tree approach is based on Guy et al.’s work [76] and also relies on SCATTER/GATHER
instructions [73].

The SIMD implementation of horizontal computation can be considered state-of-the-art [73].
This implementation depends on the SHIFT instruction that shifts bits together arbitrarily
times to the right. However, this instruction only exists for SSE registers. Zhang et

al. propose to extend this implementation to AVX-512 by simulating the SHIFT instruction
with two SET, and ALIGNR instructions [73]. This implementation needs 12 instructions for
every 16 integers. Compared to FastLanes, we can see that this SIMDization does not
address all the challenges mentioned earlier. First, data dependency still exists. Second,
these implementations are not designed to support all SIMD ISAs.

Rather than SIMDizing the decoding part of the naive DELTA layout, several studies have
focused on changing the data layout of DELTA. Lemire et al. [54] has proposed two
approaches: DM and D4. The key idea behind these two approaches is to keep deltas between
adjacent batches of values instead of adjacent values. As shown in Figure 2.15b, D4 subtracts
the values batch-wise, while DM (Figure 2.15c) subtracts the last value of the previous batch
with the next batch. Although D4 provides more data parallelization, the problem here is that
the DELTAs are bigger because they are the difference between more distant values. In D4,
the differences are 4x bigger, which reduces the compression factor typically by log,(4),
hence a factor 2. Unfortunately, to support ever wider SIMD registers, ever larger batches
are necessary, increasing this overhead.

Another layout proposed to mitigate the issue of data dependency is the four cursors
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Figure 2.15: The Unified Transposed layout needs fewer bits than D4 and DM as it keeps DELTAs between subsequent

values.
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Table 2.3: Summary of all proposed approaches for SIMD DELTA decoding. Decompression Cost is the number of
ADD instructions required to decode S values, while the Compression Overhead is the number of extra bits required.

Approach Decompression | Compression|Shortcoming
Cost Overhead

Scalar [72] S 0 Data dependent

Four Cursor [48]|S % Data dependent

Vertical [73] 2 0 Random access

Horizontal [74] |log$ 0 Not efficient

Tree [73] 2 0 Random access

D4 [54] 1 logS Compression ratio

DM [54] 2 log (SS=L-1) Compression ratio

Unified Trans- |1 % -

posed Layout

layout [48]. The key idea is to keep more base values, so we can decode more values in
parallel without dependencies. This layout was already shown in Figure 4c. Note that
although we cannot use SIMD instructions to decode these four values simultaneously, it
allows a wide-issue scalar CPU to achieve better ILP by working on four cursors inside one
same scalar loop.

Figure 2.16 shows the performance of the DELTA decoding methods summarized in

table 2.3. The performance of the horizontal methods is inconsistent, as important SIMD
instructions are not available for all register- and lane-width combinations. Four-cursor
improves Scalar a little. The Unified Transposed layout is by far fastest. It does increase the
amount of base values per vector: from 1 to S (the amount of lanes, 1024/T). The bit-packed
vector with deltas takes W*1024, and each base W bits, so the overhead is 1 bit per value.
But bases are ascending, so one could DELTA-encode all bases of consecutive vectors in a
row-group header. As each vector has T values per lane, and the sum of 7" W-bit values
needs W+log(T) bits, a DELTA-encoded base can be stored in W+log(T')+1 bits, where the
+1 is because these bases also need (uncompressed) bases. As 1024 main values need
1024/T bases, DELTA-encoding bases reduces base-overhead from 1 to (B+log(7")+1)/T bits
per value. For example, for the 7=64-bit data type, and DELTASs that fit W=7 bits, the extra
cost is:((7+log(64)+1)/64)=0.21 bit per value. So that turns W=7 bits per value into 7.21 bits
per value (3% overhead).

RLE has been shown to be useful in column-oriented databases [77]. Compared to other
LWCs, RLE is fundamentally different: While other LWCs represent the original data as a
sequence of small integers, RLE reduces the number of values required to represent the
original data. This makes it very challenging to data-parallelize RLE, as we are dealing with
a variable number of values. Nonetheless, there were several attempts to SIMDize RLE. The
encoding part of RLE has been SIMDized in [58-60]. For the decoding part of RLE,
Damme et al. propose a new implementation that could be considered the

state-of-the-art [63]. We discussed this scheme when we introduced FastLanes-RLE and call
it SIMDized RLE here.

Figure 2.17 shows that FastLanes-RLE is significantly faster than the other solutions, when
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Figure 2.16: DELTA decoding on the Unified Transposed layout is 3x-40x faster than the alternatives (Ice Lake). Note
the AVX512 horizontal computation falls back to scalar for T 8 and T 16 as it requires the _mm512_alignr_epi
instruction.

runs are shorter than 333 (i.e. more than 3 runs in the 1024-value vectors we test on). This is
because of two reasons. First, the SIMDized RLE and Scalar suffer from branch miss
predictions. This happens in case of storing a new run, as there is a need to take another path
to load the new value, and the branch happens more frequently as there are more runs.
Second, the SIMDized RLE approach does not profit from the full width of a SIMD register.
This is because the next STORE instruction may overwrite most of the values stored by the
previous STORE instruction.

When introducing FastLanes-RLE, we already mentioned its compression ratio is better for
runs with an average length <12 (in Figure 2.17, for more than 80 runs in a vector), but
starts suffering for longer runs, as its Run Lengths require 1.375 bits per value (W=1 +
(1+log(16)+1)/16 for bases, since FastLanes-RLE relies on W=1, T=16 FastLanes-DELTA).
However, RLE compression ratio typically does not depend so much on Run Lengths as on
Run Values, certainly if these are strings. Also, our future work on cascading encodings (i.e.
compressing Run Values, and DELTA-bases) and exception handling schemes, will improve
the compression ratio of FastLanes-RLE, by moving to 0-bit DELTA storage with the 1-bits
as exceptions, for vectors with long runs.
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Figure 2.17: RLE decoding: Scalar, vs SIMDized vs FastLanes-RLE (Ice Lake). FastLanes-RLE is much faster
except whith run lengths 333, i.e. at avg 3 runs in a 1024-value vector.

2.5 CONCLUSION AND FUTURE WORK

Current database systems only profit to a limited extent from what SIMD could

bring [67, 71, 78]. With stalling progress in CPU frequency and core counts, this is still an
opportunity for performance gains. In our vision, one needs to start by redesigning the basis
— data storage — to seize this opportunity. This is why FastLanes proposes a new data layout,
that creates opportunities for independent work on data-parallel hardware. Besides SIMD,
we remark that other popular data-parallel hardware includes GPUs and TPUs and that we
are in an age of further hardware innovation. The gist of FastLanes is that this age needs a
data format that takes away sequential decoding dependencies and that is why its key idea is
to reorder tuples in the special "04261357" 8x16 tiling order.

FastLanes can express all common LWC decoding methods in simple operations on a virtual
(and future-proof) 1024-bits register that can efficiently map to existing SIMD instruction
sets, as shown by our experiments on Intel, AMD, Apple and AWS hardware.

Rather than looking at value decoding in isolation, we look at it from a database systems
context, where decompression is part of a pipeline that should be in balance with hardware
resource limits, and where a column is not decoded fully in isolation, but incrementally
(vector-at-a-time), as the source of a query pipeline, that processes the data further, and
where the scan decodes multiple different columns. And, where decoding infrastructure is
part of a (vectorized) software subsystem [79], where code portability in an ever more
heterogeneous hardware environment is of paramount importance, to limit development
effort and technical debt.

FastLanes also has a scalar code-path, and the data-paralellism on compact data-types that it
exposes, even accelerates scalar decoding in comparison with naive bit-packed sequentially
stored data. A key result is that modern compilers can completely auto-vectorize this scalar
code-path, with no performance penalty compared to explicit SIMD intrinsics. This makes
FastLanes very portable.

The performance benefits of FastLanes start by providing much faster decompression: our
bit-unpacking followed by FOR and DELTA decompression improve over naive sequential
bit-packed layouts by often an order of magnitude (or more). We showed that RAM-resident
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queries can get even faster on FastLanes-compressed data, when compared with direct
in-memory array scans.

Future Work. Our proposed kernels, such as FastLanes-RLE are not targeting full/eager
decompression, but rather partial decompression into compressed vector representations.
Such vector representations, that represent vectors of data in tight arrays that fit in a
lane-width that is much smaller than the fully decompressed value, unlock opportunities for
relational operators higher up in the pipeline to exploit compressed

execution [49-51, 64, 77, 80].

Research could establish whether the data-parallelism that FastLanes creates makes it also
suitable to efficiently scan and process data on widely-parallel hardware such as TPUs and
GPUs [81].

In FastLanes we aim not only to improve the speed of LWC decoding, but also the
compression ratio. We are researching the idea of cascading LWCs [82], where compression
methods are stacked on top of each other, and combined with various exception handling
schemes; with the ultimate goal of making general-purpose compression methods such as
zstd, Snappy and (even) LZ4 less necessary in big data formats; as their decoding speeds are
orders of magnitude slower than FastLanes, and holding back performance.

We leave an evaluation in a complete system on end-to-end benchmarks for future work. We
intend to integrate FastLanes in a complete open source future-proof big data file format.
Cascading compression implies that each logical column chunk gets stored in potentially
multiple recursively compressed physical sub-column-chunks, and this involves making and
evaluating many design decisions in row-group, data-chunk and meta-data organization.
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ALP: ADAPTIVE LOSSLESS
FLOATING-POINT COMPRESSION

IEEE 754 doubles do not exactly represent most real values, introducing rounding errors in
computations and [de [serialization to text. These rounding errors inhibit the use of existing
lightweight compression schemes such as Delta and Frame Of Reference (FOR), but recently
new schemes were proposed: Gorilla, Chimp128, PseudoDecimals (PDE), Elf and Patas.
However, their compression ratios are not better than those of general-purpose compressors
such as Zstd; while [de ]Jcompression is much slower than Delta and FOR.

We propose and evaluate ALP, that significantly improves these previous schemes in both
speed and compression ratio (Figure 3.1). We created ALP after carefully studying the
datasets used to evaluate the previous schemes. To obtain speed, ALP is designed to fit
vectorized execution. This turned out to be key for also improving the compression ratio, as
we found in-vector commonalities to create compression opportunities. ALP is an adaptive
scheme that uses a strongly enhanced version of PseudoDecimals [83] to losslessly encode
doubles as integers if they originated as decimals, and otherwise uses vectorized
compression of the doubles’ front bits. Its high speeds stem from our implementation in
scalar code that auto-vectorizes, using building blocks provided by our FastLanes

library [84], and an efficient two-stage compression algorithm that first samples row-groups
and then vectors.
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Figure 3.1: Compression performance for all schemes (on Intel Ice Lake). Each dot is one dataset. ALP is 1-2 orders
of magnitude faster in [de]Jcompression than all competing schemes, while providing an excellent compression ratio.
The only one to achieve a compression ratio similar to ALP is Zstd, but it is slow and block-based (one cannot
skip through compressed data). EIf is inferior to Zstd on all performance metrics. The evaluation framework is
presented in Section 3.4.

3.1 INTRODUCTION

Data analytics pipelines manipulate floating-point numbers (64-bit doubles) more frequently
than classical enterprise database workloads, which typically rely on fixed-point decimals
(systems often store these as 64-bit integers). Floating-point data is also a natural fit in
scientific and sensor data; and can have a temporal component, yielding time series.
Analytical data systems and big data formats have adopted columnar compressed

storage [1, 49, 50, 85-87], where the compression in storage is either provided by
general-purpose or lightweight compression. Lightweight methods, also called "encodings",
exploit knowledge of the type and domain of a column. Examples are Frame Of Reference
(FOR), Delta-, Dictionary-, and Run Length Encoding (RLE) [88-90]. The first two are
used on high-cardinality columns and encode values as the addition of a small integer with
some fixed base value (FOR) or the previous value (Delta). These encodings also bit-pack
the small integers into just the necessary bits. However, with IEEE 754 doubles [91],
additions introduce rounding errors, making Delta and FOR unusable for raw floating-point
data. General-purpose methods used in big data formats are gzip, Zstd, Snappy and

LZA4 [92-94]. LZ4 and Snappy trade more compression ratio for speed, gzip the other way
round, with Zstd in the middle. The drawback of general-purpose methods is that they tend
to be slower than lightweight encodings in [de]compression; also, they force decompression
of large blocks for reading anything, preventing a scan from pushing down filters that could
skip compressed data.

Recently though, a flurry of new floating-point encodings were proposed: Gorilla [95],
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Chimp and Chimp128 [96], PseudoDecimals (PDE) [83], Patas [97] and Elf [43]. A
common idea in these is to use the XOR operator with a previous value in a stream of data;
as combining two floating-point values at the bit-pattern level using XOR provides
somewhat similar functionality to additions, without the problem of rounding errors. Chimp
does an XOR with the immediate previous value, whereas Chimp128 XORs with one value
that may be 128 places earlier in the stream — at the cost of storing a 7-bit offset to that value.
After the XOR, most bits are 0, and the Chimp variants only store the bit sequence that is
non-zero. Patas, introduced in DuckDB compression [97], is a version of Chimp128 that
stores non-zero byte-sequences rather than bit-sequences. Whereas Patas trades compression
ratio for faster decompression, Elf [43] does the opposite: it uses a mathematical formula to
zero more XOR bits and improve the compression ratio, at the cost of lower [deJcompression
speed. PDE is very different as it does not rely on XOR: it observes that many values that get
stored as floating-point were originally a decimal value and it endeavours to find that
original decimal value, and compress that.

While these floating-point encodings avoid the need to always decompress largish blocks, as
required by general-purpose compression, and thereby allow for predicate push-down in big
data formats [98], their [de]compression speed (as well as compression ratio) is not much
higher than that of general-purpose schemes [43]; in other words, these encodings are not
quite lightweight.

We introduce ALP, a lightweight floating-point encoding that is vectorized [30]: it encodes
and decodes arrays of 1024 values. It is implemented in dependency-free scalar code that
C++ compilers can auto-vectorize, such that ALP benefits from the high SIMD performance
of modern CPUs [99, 100]. In addition, ALP achieves much higher compression ratios than
the other encodings, thanks to the fact that vectorized compression does not work
value-at-a-time but can take advantage of commonalities among all values in one vector. Its
vectorized design also allows ALP to be adaptive without introducing space overhead:
information to base adaptive decisions on is stored once per vector rather than per value, and
thus amortized. While per-value adaptivity (e.g., Chimp[128] has four decoding modes)
needs control instructions (if-then-else) for every value, and can run into CPU branch
mispredictions, ALP’s per-vector adaptivity only needs control-instructions once per vector,
but vector [de]compression itself has very few data- or control dependencies, leading to
higher speeds.

Our main contributions are:

* astudy of the datasets that were used to motivate and evaluate the previous
floating-point encodings, leading to the new insights (e.g., many floating-point values
actually were originally generated as a decimal).

* the design of ALP, an adaptive scheme that either encodes a vector of values as
compressed decimals, or compresses only the front-part of the doubles, that holds the
sign, exponent, and highest bits of the fraction part of the double.

* an efficient two-level sampling scheme (happening respectively per row-group, and
per vector) to efficiently find the best method during compression.

* an open-source implementation of ALP in C++ that uses vectorized lightweight
compression that can cascade (e.g, use Dictionary-compression, but then also
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compress the dictionary and the code columns, with Delta, RLE, FOR — such as
provided by [83, 84, 101]).

* an evaluation versus the other encodings on the datasets that were used when these
were proposed, showing that ALP is faster and compresses better (as summarized in
Figure 1).

3.2 DATASETS ANALYSIS

Compression methods achieve their best performance when they are capable of exploiting
properties of the data. However, the same methods could fail to achieve any compression if
the data lacks these exploitable properties. In this section we analyze a number of
floating-point datasets, aiming to uncover properties relevant to compression performance.
Furthermore, we are interested in analyzing these datasets from the point of view of
vectorized query processing, since big data format readers and scan subsystems of database
systems by now standardize on this methodology [87, 102]: they deliver vector-sized chunks
of data, and use decompression kernels that decompress one vector (e.g., 1024 values)
at-a-time.

We start by explaining in detail the IEEE 754 doubles representation in subsection 3.2.1.
Then, we introduce the analyzed datasets in subsections 3.2.2 and 3.2.3. Next, in subsection
3.2.4 we analyze the data similarities at the vector level. In subsection 3.2.5 we revisit
decimal-based encoding approaches and perform further analysis of these methods from a
vectorized point of view. Finally, in subsection 3.2.6 we elaborate on the compression
opportunities we found.

3.2.1 IEEE 754 DOUBLES REPRESENTATION

IEEE 754 [91] represents 64-bit doubles in 3 segments of bits (Figure 3.2): 1 bit for sign (0
for positive, 1 for negative), 11 bits for an exponent e (represents an unsigned integer from 0
to 2047) and 52 bits for the fraction (represents a summation of inverse powers of two; also
known as mantissa or significand) — which together represent a real number defined as:
(—1)%i8m x 2671023 5 (1 Y22 bsy ;277). This definition allows for up to 17 significant decimal
places of precision. However, it introduces errors in arithmetic (e.g. addition, multiplication)
and limitations on the integer part of numbers which we will discuss later on in this section.
The same standard also defines 32-bit floats (8 bits for exponent and 23 for mantissa).

mantissa / fraction / significand (52 bits)

exponent (11 bits)

sign

front / leading / highest bits trailing bits

Figure 3.2: IEEE 754 doubles bitwise representation.
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3.2.2 DATASETS

Table 3.1 presents an overview of the 30 datasets that we analyzed in detail in order to design
ALP: 18 of these datasets were previously analyzed and evaluated to develop Elf [43] and
Chimp [96], the other 12 were used to evaluate PDE [83]. We consider these 30 datasets to
be relevant because they capture a variety of distributions, and because they played a role in
the analysis, design and evaluation of competing floating-point encodings. Identifying new
properties, we gained important clues guiding the design of ALP. Finally, by using these
datasets we are able to perform a fair comparison between these methods and our new ALP
compression.

3.2.3 DATASET SEMANTICS

The first 13 datasets presented in Table 3.1 contain time series data. On these datasets, each
double value v;; is recorded further in time than value v;. The next 17 datasets are more
representative of doubles stored in classical database workloads; 12 of these non-time series
datasets are part of the Public BI Benchmark [103] a collection of the biggest Tableau Public
workbooks [104]. Note that all datasets are user-contributed data (non-synthetic).

The datasets have significant variety in their semantics. As presented in Table 3.1, 14
datasets contain doubles that represent monetary values (i.e., Exchange rates, public funds,
product prices, stocks and crypto-currencies). 4 of them represent coordinates (i.e., latitude
and longitude), 2 contain discrete counts stored as doubles and 1 contains computer storage
capacities. Finally, the other 10 datasets contain a variety of scientific measures (i.e.,
temperature, pressure, concentration, speed, degrees and energy). Some datasets share a
common prefix in their name followed by a number. This number represents the index of the
analyzed column in a dataset.

3.2.4 DATA SIMILARITY

The underlying temporal property of time series data has been shown to result in similar
values stored close-by [95, 96]. We can analyze similarity of doubles from two different
points of view: (i) their bitwise representation (IEEE 754 [91]) and (ii) their human-readable
representation.

Bitwise similarity. From a bitwise point of view, two double floating-point values are
considered similar if their sign, exponent and fraction parts are similar. Table 3.2:C9 and
C10 show the double exponent average and deviation per vector. We define a vector as
1024 consecutive values [30]. In most of the datasets, the exponent deviation is small,
particularly in time series data. These small deviations are reflected by the number of
leading 0-bits resulting from XORing the doubles with their previous value. When similar

]https://www.meteoblue.com/en/weather/archive/export/basel_switzerland
2https://github.com/inﬂuxdata/influxdbz—sample—data
3https://www.kaggle.com/sudalairajkumar/daily—temperature—of—major—cities
4https://zenodo.org/record/3886895
Shttps://github.com/cwida/public_bi_benchmark
6https://gz.blockchair.com/bitcoin/transactions/
7https://data.humdata.org/dataset/wfp—food—prices
8https://www.kaggle.com/datasets/ehallmar/points—of—interest—poi—database
Shttps://www.kaggle.com/datasets/alanjo/ssd-and-hdd-benchmarks
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Table 3.1: Floating-Point Datasets

\ Name | \ Semantics | Source [ N°of Values |
Air-Pressure[105] Barometric Pressure (kPa) NEON 137,721,453
Basel—templ Temperature (C°) meteoblue 123,480
Basel-wind' Wind Speed (Km/h) meteoblue 123,480
Bird-migration2 Coordinates (lat, lon) InfluxDB 17,964

% Bitcoin—plrice2 Exchange Rate (BTC-USD) InfluxDB 2,686
5 City-Temp? Temperature (F°) Udayton 2,905,887
o | Dew-Point-Temp[106] | Temperature (C°) NEON 5,413,914
E IR-bio-temp[107] Temperature (C°) NEON 380,817,839
= PM10-dust[108] Dust content in air (mg/m3) NEON 221,568
Stocks-DE* Monetary (Stocks) INFORE 43,565,658
Stocks-UK* Monetary (Stocks) INFORE 59,305,326
Stocks-USA* Monetary (Stocks) INFORE 282,076,179
Wind-dir[109] Angle Degree (0°-360°) NEON 198,898,762
Arade/4® Energy PBI Bench. 9,888,775
Blockchain-tr® Monetary (BTC) Blockchain 231,031
CMS/1° Monetary Avg. (USD) PBI Bench. 18,575,752
CMS/25° Monetary Std. Dev. (USD) PBI Bench. 18,575,752
CMS/9° Discrete Count PBI Bench. 18,575,752
- Food-prices7 Monetary (USD) WEFP 2,050,638
2 | Gov/10° Monetary (USD) PBI Bench. | 141,123,827
% Gov/26° Monetary (USD) PBI Bench. | 141,123,827
E Gov/30° Monetary (USD) PBI Bench. | 141,123,827
z Gov/31° Monetary (USD) PBI Bench. | 141,123,827
£ Gov/40° Monetary (USD) PBI Bench. | 141,123,827
Medicare/1° Monetary Avg. (USD) PBI Bench. 9,287,876
Medicare/9° Discrete Count PBI Bench. 9,287,876
NYC/29° Coordinates (lon) PBI Bench. 17,446,346
POI-lat® Coordinates (lat, in radians) Kaggle 424,205
POI-lon® Coordinates (lon, in radians) Kaggle 424,205
SD-bench’ Storage Capacity (GB) Kaggle 8,927
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doubles are XORed, the result typically has a high number of leading- and trailing-zero
bits [95, 110, 111]. However, in Table 3.2:C14 and C15, we see that the average number of
leading and trailing zeros bits after XORing is comparable between time series and non-time
series data. Hence, this similarity of values stored close-by is also present on non-time series
data; which is also reflected by the fact that Chimp and Chimp128 do really well on this
data [96]. Regardless of semantics, leading and trailing zero bits go down with lower
percentages of duplicates (Table 3.2:C6 non-unique values) and higher decimal precision
(Table 3.2:C2). For instance, in both datasets in which decimal precision reaches 20 digits
(i.e., POI-lat and POI-lon), the leading and trailing 0-bit average of XORed values is the
lowest.

Human-readable similarity. From a human perspective, two doubles are similar if their
orders of magnitude (exponent) and their visible decimal precision are similar. On our time
series datasets, the standard deviation of the magnitudes (Table 3.2:C8) is relatively small
(e.g., Stocks-USA, Dew-Point-Temp, Air-Pressure). In contrast, on non-time series data, this
measure is elevated for some datasets (e.g., Food-Prices, Gov/40, CMS/9), though never
extremely high when compared to the average magnitude (Table 3.2:C7).

Decimal precision varies between datasets (Table 3.2:C2 and C3). For instance, datasets that
contain geographic coordinates such as POI-lat and POI-lon can vary between 0 and 20
decimals of precision. On the other hand, datasets such as Medicare/9, SD-bench and
City-Temp contain values with just 1 decimal of precision. Despite these differences inside a
dataset, the deviation of this property is usually small from a vector perspective

(Table 3.2:C5). In fact, for 25 out of 30 datasets, the decimal precision deviation inside
vectors is smaller than 1. That means that most of the values inside a vector share the same
decimal precision.

Decimal-based encoding approaches such as PDE exploit these human-readable similarities
of doubles by trying to represent them as integers [83]. The more similar the decimal
precision and the orders of magnitude of doubles inside a block of values, the better
compression ratio can be achieved.

3.2.5 REPRESENTING DOUBLES AS INTEGERS

Representing double-precision floating-point values as integers is non-trivial. Take for
instance the number n 8.0605. At first glance, to encode n as an integer we could be
tempted to move the decimal point e spaces to the right until there are no decimals left (i.e.,
4 spaces). The latter can be achieved with the following procedure: Py, round(n x 10°).
Since one of the multiplication operands of P, is a double, we need to round the result to
obtain an integer. Then, we could conclude that we have reduced our double-precision
floating-point number into a 32-bit integer d 80605 (i.e., the result of P,,.) and another
32-bit integer representing the number of spaces e we moved the decimal point (i.e., a factor
of 10). Hence, from the encoded integer d result of P,,., and the number of spaces e we
moved the decimal point, we should be able to recover the original double by performing the
following procedure: Py, d x 107¢.

Executing this in a programming language will visually yield on screen the original number
8.0605. However, the exact bitwise representation of the original double has been lost in the
process. The correctness of the procedures fails to hold due to our number 8.0605 not being
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areal double [112]. The real representation of the number 8.0605 as a double based on the
IEEE 754 definition is:  8.06049999999999933209 . To achieve lossless compression, this
has to be the exact result of our procedure P;... However, in our example Py, yields
8.0605000000000011084 . This is a consequence of the error introduced in the
multiplication by the inverse factor of 10 in P,,.. The latter turns out to be a double that does
not have an exact decimal representation either. Hence, 10~ is not 0.0001 but more
something like 0.000100000000000000002082. This error is introduced in the
multiplication, and reflected in the end result of the procedure Py,.. The P,,. procedure does
not suffer this problem since 10¢ has an exact double representation for e < 21.
Table 3.2:C11 depicts the percentage of doubles in each dataset that can be losslessly
represented by an integer d and an exponent e using the P,,. and P, procedures. But,
always using the visible precision of the doubles as the exponent e (e.g., for 0.0001, the
visible precision is 4; for 1.4297546, the visible precision is 7). This results in only 82.5%
of the values successfully encoded and decoded on average for all the datasets. However, in
some datasets, the success probability gets as low as 61.7%. We found the success of the
procedures P, and Py, to encode and decode the exact original doubles to depend on two
factors: (i) the real precision of the exponent e and (ii) the visible precision of the double n.

High exponents work for all values. Table 3.2:C12 shows the exponent e which leads to
the highest success-rate of P,,. and P;,. on each dataset. It is evident that higher exponents e
such as 14 and 16 are predominant, with an average of 95% successfully encoded values in
all of the datasets; and up to a rate of 99.9% in datasets such as SD-bench, Stocks-UK,
Medicare/9, Gov/31 and PM10-dust. The effectiveness of higher exponents stems from the
fact that the more we increase the exponent e the closer we can get to obtaining the real
double with the procedures. This is due to higher exponents e resulting in a more precise
inverse factor of 10 on P,.. For instance, 10~ represented as a double is equal to
1.00000000000000007771E~13. As a consequence, the result of P, is more accurate.
Furthermore, higher exponents are powerful because they are able to cover a wider range of
decimal precision. Moreover, as shown in Table 3.2:C13, when optimizing to use a different
exponent e per vector, we reach an average of 97.2% of successfully encoded values in all
the datasets. Based on these results, we question whether a different exponent e for each
value is needed — which is what PDE does.

However, by using higher exponents e the integers resulting from the procedure F,,. become
big (i.e., 64-bits). These high exponents that lead to big integers are not used by PDE since
they lead to a worse compression ratio than leaving the data uncompressed (because storing a
64-bit integer plus an exponent takes more space than a 64-bit double). Note that the doubles
in datasets such as NYC/29, POI-lat and POI-lon are only representable as big integers.

The 52-bit limit for integers. Exponent e 14 is the most successful in most of the datasets
to represent doubles as integers using P, and Py,.. This is due to the difference between the
exact value and the real value of 10~ !4 being too small to have an effect in Py, result.
However, there are two datasets in which even higher exponents e are needed (i.e., POI-lat,
POI-lon) because the visible precision of the double values inside those datasets on average
exceeds 14 (Table 3.2:C4). As we explain subsequently, when the order of magnitude of a
double n plus its visible decimal precision reaches 16, P, is prone to fail due to a limitation
of the IEEE 754 doubles.
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The multiplication inside P, yields a double due to having a double operand. Hence, before
rounding, our resulting integer d is a double. However, there is a known limitation to the
accuracy of the integer part of a double. Only the integers ranging from —233 to 2°3 can be
exactly represented in the integer part of a double number. Going beyond this threshold is
problematic. Between 2°3 and 2°*, only even integer numbers can be represented as doubles.
Similarly, between 234 and 2°3 only multiples of 4 can exist. Furthermore, doubles stop
having a decimal part after 23°. Hence, if a double multiplication yields a double higher than
233, results will be automatically rounded to the nearest existing double number. The latter
happens in P,,,. when the order of magnitude of the double plus the visible decimal precision
reaches 16. Hence, representing a number as an integer could be impossible in these cases
using Py, and Py,.. This is why POI-lat and POI-lon achieve a relatively low successful
encoding rate of 76.4% and 70.5% respectively. Also, this is why we stated earlier that 10¢
only has an exact double representation for e < 21.

3.2.6 UNEXPLOITED OPPORTUNITIES

All recently proposed competing floating-point encoding already exploit some of the
properties discussed in the previous subsections. However, there is room for substantial
improvement both in terms of compression ratio and [de]Jcompression speed.

Vectorizing Decimal Encoding. In subsection 3.2.5 we demonstrated that it is possible to
achieve near 100% success rate of our procedures P,,,. and Py, by using only one exponent
e for every vector. The current state-of-the-art Decimal-based approach PDE [83] embeds
the exponent e in every value. Hence, by exploiting this opportunity, compression ratio
could be improved.

Cutting trailing 0s with an extra multiplication. In subsection 3.2.5 we demonstrated that
high exponents e achieve the highest success rate on our procedures P, and Py, to store
doubles as integers. However, we also mentioned that using exponents such as 14 results in
64-bit integers being encoded. Despite this, we believe that using a unique exponent e per
vector opens the opportunity to encode big integers without instantly falling behind in
compression ratio against uncompressed values.

High exponents e in combination with low-precision decimals datasets (e.g., SD-bench,
City-Temp, Stocks-UK) result in 64-bit integers that contain tails of repeated trailing 0-digits
(e.g.,n~37.3 and e 14, yields P,,. 3730000000000000; n ~ 100.8333 and e 14, yields
P.ne 10083330000000000). These tails of repeated 0-digits will have the same length in
datasets with low magnitude variance and low decimal precision variance (e.g., SD-bench,
City-Temp, PM10-Dust). Cutting these tails with an extra multiplication with an inverse
factor of 10, namely f, results in a smaller integer that can be used to recover the 64-bit
integer with the inverse operation (i.e., a multiplication with a factor f of 10). Hence, we
can redefine P,,. and P, as follows:

ALP,,. round(n x 10¢ x 107/) 3.1)

ALPy,. dx 10/ x107¢ (3.2)

Based on the analysis done in subsection 3.2.5 one might fear that this new multiplication
with another inverse factor of 10 in ALP,,. could result in new rounding errors. However, the




50 3 ALP: ApApPTIVE LOsSLESS FLOATING-POINT COMPRESSION

error introduced by these inverse factors of 10 turns out to pose no problems. To illustrate,
with n =~ 8.0605, e 14 and f 10, ALP,,. and ALP,,. will execute as follows:

ALP,,,. round( 8.06049999999999933209 x 10'* x 10710)

ALP,,. round(806049999999999.875 x 10~ '9)
ALP,,. round(80604.999999999985448) 80605 — d

ALP;,. 80605 x 10'0 x 10714
ALP,,. 8.06049999999999933209 n

In the third step of ALP,,,, the error introduced by 10710 is negligible for the resulting
integer d. Using this reducing factor f in the procedures is a way of taking advantage of the
high coverage and success rates of large exponents, without having to encode big integers d.
Note that this example is the same n we used at the beginning of subsection 3.2.5, which
could not be encoded by simply using e 4. Also, note how a tail composed of 9-digits can
also be reduced without any side-effect.

Limited Search Space. Until now, we have ignored the process of finding the exponent e for
our decimal-based encoding procedures ALP,,. and ALP,,.. The current state-of-art on
decimal-based encoding (i.e., PDE) performs a brute-force search for each value in a dataset
in order to find the exponent e. For our ALP procedures, an additional nested brute-force
search needs to be performed in order to find the best combination of exponent e and factor
f- We define the best combination as the one in which ALP,,. yields the smallest integer d
with which ALP,,. succeeds in recovering the original double n. This translates into a search
space of 253 possible exponent e and factor f combinations (given that f < e and

0 > e < 21). However, we have already discussed that most values inside a vector can be
encoded by using one single exponent. Furthermore, we have also mentioned that vectors
exhibit a low variance in their decimal precision and in their magnitudes. Hence, our
intuition was that the search space for the combination of exponent e and factor f can be
greatly reduced and that it should be done on a per-vector basis. In order to confirm this, we
computed the best combination for each vector in each dataset. For this experiment, the
search was performed on all the possible search space of 253 combinations for every vector.
Figure 3.3 shows that for most datasets a search space of 5 combinations is enough to obtain
the best combination among all vectors in the dataset. For some datasets such as Basel-wind,
Bird-migration, City-Temp, Wind-dir and IR-bio-temp, the entire search space is just one
combination.

Front-Bits Similarity. When the magnitude plus decimal precision exceeds 16, it is often
impossible to encode a double as an integer with our procedure ALF,,.. On such data,
decimal-based encoding would have to deal with integers bit-packed to more than 52 bits
(and similarly, Chimp variants would have to deal with trailing bit-strings of more than 52
bits). A basic observation is that such data is not very compressible in the first place (64-bit
data takes at least 52 bits); but nevertheless, compression may still be worthwhile.

We believe that the approach of a decimal-based encoding is not appropriate for such
compression-unfriendly data; and thus when encountering such data, our approach could
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Air-Pressure - = CMS/1
Basel-temp - CMS/25
Basel-wind - CMS/9

Bird-migration - == - Food-prices

Bitcoin-price =~ Gov/10

City-Temp - - Gov/26

§ Dew-Point-Temp - - Gov/30
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Figure 3.3: Analysis of the best combinations of exponent e and factor f for each vector of 1024 values. For most
datasets, the best combination for any vector is found among a set of just 5 different combinations. For some
datasets, a single combination is always the best one.

adaptively switch to a different encoding strategy, that exploits regularities in the front-bits
in a vectorized manner. In Table 3.2:C10, even on these datasets (i.e., POI-lat, POI-lon) we
see that the exponent of the bitwise representation of a double exhibits a low variance. Data
with low variance can be compressed with lightweight integer encodings, such as RLE and
Dictionary — all building blocks provided by our FastLanes compression library [84].
Furthermore, based on the analysis of leading 0-bits from XOR-ing with the previous value
(Table 3.2:C14), on some of these datasets we should not limit this idea to just the exponent,
because the highest bits of the mantissa often are regular (if the data stems from a particular
value range).
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Table 3.2: Detailed metrics computed on the Datasets

Decimal Precision IEEE 754 Exponent Success of P,,. and P, Previous Value
. Values per Vector . .
Name | Max | Min | Non-Unique % | Avg. | Std. Dev. per Vector using one exponent ¢ per: XOR 0’s Bits
Avg. | Std. Dev. Avg. | Std. Dev. Value | Dataset | Vector Front | Trail.

Cl C2 | C3| C4 | CS5 c6 Cc7 Cc8 Cc9 Cl0 Cll Ci2 Ci3 Cil4 Cil5
Air-Pressure 5 0 49 | 03 | 74.7% 93.4 0.1 1021.5 0.0 63.2% | 14(99.4%) | 99.4% | 44.5 32.9
Basel-temp 11 5 6.3 | 04 | 26.2% 11.4 4.6 1025.5 1.0 64.3% | 14 (99.7%) | 99.7% | 14.0 2.6
Basel-wind 8 0 6.1 | 1.2 | 61.8% 7.1 4.1 1024.7 12.8 65.8% | 14(98.6%) | 98.6% | 14.2 3.1
Bird-migration 5 1 45 | 0.8 | 55.9% 26.6 6.0 1026.4 0.6 61.7% | 14 (93.8%) | 96.4% | 26.4 7.8
Bitcoin-price 4 1 39 | 04| 0.0% 19187.5 790.6 1037.0 0.0 84.2% | 14 (99.9%) | 99.9% | 20.6 1.0
City-Temp 1 0 0.9 | 0.3 | 60.3% 56.0 21.3 1028.3 1.6 67.3% | 14 (97.4%) | 97.4% | 15.8 11.0
Dew-Point-Temp | 3 0 2.8 1 03 | 19.3% 14.4 1.4 1026.0 1.1 80.2% | 14 (99.3%) | 99.3% | 16.8 1.5
IR-bio-temp 2 0 1.9 | 0.3 | 49.1% 12.7 4.2 1025.6 4.8 83.5% | 14 (99.3%) | 99.3% | 22.0 7.8
PM10-dust 3 0 2.8 1 0.2 | 93.7% 1.5 0.8 1016.1 1.2 88.8% | 14 (99.9%) | 99.9% | 40.5 38.3
Stocks-DE 3 0 24 105 | 89.2% 63.8 9.1 1027.8 0.3 84.2% | 14 (98.9%) | 99.1% | 24.9 5.8
Stocks-UK 2 0 1.2 | 0.6 | 88.1% 1593.7 317.1 1032.2 0.4 84.5% | 14 (99.9%) | 100.0% | 23.7 19.4
Stocks-USA 2 0 1.9 | 04 | 91.5% 146.1 11.7 1029.1 0.1 87.5% | 14 (98.6%) | 99.2% | 32.6 16.8
Wind-dir 2 0 19 [ 03| 3.9% 192.4 81.1 1029.8 1.2 90.0% | 14(99.5%) | 99.5% | 13.8 2.6
TS AVG. 39 | 05 0.5 | 54.9% 1646.7 96.3 1026.9 1.9 77.3% 94,8% 99.0% | 23.8 11.6
Arade/4 4 0 0.6 | 0.2% 738.4 389.8 1031.6 0.9 80.1% | 14 (99.5%) | 99.5% | 13.1 1.1
Blockchain-tr 4 0 0.6 | 0.6% | 638646.4 1.3E7 1031.8 12.5 76.3% | 14 (92.1%) | 92.3% 9.8 1.7
CMS/1 10 0 2.8 | 54.7% 97.0 110.0 1028.0 1.3 83.2% | 14 (98.5%) | 98.6% | 32.9 24.8
CMS/25 10 0 1.9 | 5.7% 12.6 19.2 984.1 179.1 68.0% | 14 (98.7%) | 98.7% 9.5 1.5
CMS/9 1 0 0.0 | 71.5% 235.7 908.5 1028.3 1.6 100.0% | 14 (99.9%) | 100.0% | 11.8 473
Food-prices 4 0 1.1 | 52.5% 6415.8 14656.8 1030.4 1.8 92.4% | 14 (99.2%) | 99.2% | 27.1 33.5
Gov/10 2 0 0.8 | 26.1% | 240153.6 1.6E7 873.5 298.8 90.5% | 14 (89.9%) | 95.9% | 13.8 18.8
Gov/26 2 0 0.0 | 99.5% 442.3 8036.8 4.6 11.9 100.0% | 14 (99.9%) | 100.0% | 63.7 63.8
Gov/30 2 0 0.3 | 89.7% | 10998.7 102748.6 115.6 170.6 98.6% | 14 (98.5%) | 99.4% | 56.6 57.1
Gov/31 2 0 0.1 | 96.0% 893.2 6288.2 69.9 57.4 99.1% | 14 (99.8%) | 99.9% | 60.6 60.9
Gov/40 2 0 0.0 | 99.1% 791.4 6650.9 12.1 18.7 99.9% | 14(99.8%) | 99.9% | 63.4 63.5
Medicare/1 10 0 2.9 | 41.3% 97.0 146.2 1028.0 1.6 83.2% | 14 (98.5%) | 98.6% | 25.2 16.6
Medicare/9 1 0 . 0.0 | 70.6% 235.7 1006.2 1028.3 1.7 100.0% | 14 (99.9%) | 100.0% | 11.3 47.1
NYC/29 13 0 | 129 | 03 | 51.0% -73.9 0.0 1029.0 0.0 93.7% | 14 (99.9%) | 100.0% | 38.9 23.2
POI-lat 20 0 | 159 |04 | 1.4% 0.6 0.4 1021.7 1.4 73.4% | 16 (74.1%) | 76.4% | 10.6 1.0
POI-lon 20 0 | 157 | 05| 0.8% -0.1 1.2 1022.0 4.0 64.6% | 16 (61.5%) | 70.5% 5.1 1.0
SD-bench 1 0 0.9 | 0.2 | 92.4% 446.0 521.5 1030.3 1.2 65.8% | 14(99.9%) | 100.0% | 17.4 15.8
NON-TS AVG. 64|00 | 42 | 0.7 | 50.2% | 52948.9 1745162.6 | 786.4 45.0 86.4% 95.1% 95.8% | 27.7 28.2
ALL AVG. 53,02 38 | 0.6 | 52.2% | 30717.9 988967.2 890.6 26.3 82.5% 95.0% 97.2% | 26.0 21.0
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3.3 ALP

ALP is an adaptive lossless encoding designed to compress double-precision floating-point
data. ALP takes advantage of the opportunities discussed in subsection 3.2.6. Compression
and decompression are built upon the ALP,,. and ALP,,. procedures described in

section 3.2.6. Furthermore, ALP is able to adapt its encoding/decoding scheme if it
encounters high precision doubles by taking advantage of the similarity in the front-bits
uncovered in section 3.2.6. in both compression and decompression. In the following
subsections, we describe the key design aspects of ALP and how it implements adaptivity.

3.3.1 COMPRESSION

ALP compression is built upon the ALP,,, procedure (Formula 3.1). ALP tries to encode all
doubles n inside a vector v with the same exponent e and factor f. Inside the encoding, ALP
must verify that the procedures ALP,,, and ALP,,, yield the original double n. If the
original double n cannot be recovered, we treat the double as an exception. Algorithm 3.1
shows the pseudo-code for ALP encoding.

Vectorized Compression. ALP introduces the use of one exponent e and factor f for all
doubles inside the same vector. Note that PDE needs to store one exponent per value —
taking more space. Based on our empirical investigation, in order for this approach to be
successful we need to be able to use high exponents e. Hence, ALP does not limit the
encoded integers to int32 representations, but int64. Furthermore, ALP incorporates the
new idea of the factor f for reducing the trailing 0-digits, explored in subsection 3.2.6. After
multiplying with the factor, the resulting integer is small again and is then bit-packed
compactly, using the same number of bits for all values inside the same vector. The
exponent, factor and bit-width parameters do not use much space, as these parameters are
stored only once per vector (1024 doubles). The fact that all three parameters are the same
per-vector also means that the [de]compression work is regular and thus has no
control-instructions inside the loops, making them suitable for auto-vectorization.

Fast Rounding. The round operation is not supported in SIMD instruction sets. However,
ALP replaces the round function with a procedure (i.e. fast_double_round) that takes
advantage of the limitation of doubles to store exact integers of up to 52 bits, discussed earlier.
An algorithmic trick resulting from this limitation is that one can round a double by adding
and subtracting the following number: sweet, 2°! 252, In other words, we take the doubles
to the range in which they are not allowed to have a decimal part (between 252 and 2°%) and
are "automatically" rounded. For instance, to round a double n, fast_double_round will
2o as follows: nypungeq cast int64 (n sweet, — sweet,). This procedure is SIMD-friendly
since it only consists of one addition and one subtraction; operations supported by SIMD.
This rounding trick is also implemented in the Lua programming language. The use of
fast_double_round can be seen in Algorithm 3.1: Line 10.

Handling Exceptions. Values which fail to be encoded as decimals become exceptions.
Exceptions are stored uncompressed in a separate segment (i.e., exc_vec in Algorithm 3.1).
However, since our approach is vectorized, we cannot simply skip the exceptions in the
resulting vector of encoded values (i.e., encoded_vec in Algorithm 3.1). Hence, when
exceptions occur we store an auxiliary value in the encoded_vec (i.e., first_encoded in
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Algorithm 3.1: ALP Compression.

double i_F10 = {1.0, 0.1, 0.01, 0.001, ...};
double F10 = {1.0, 10.0, 100.0, 1000.0, ...};

// Adaptive search of exponent e and factor f in a vector
int e, f = ALP::ADAPTIVE_SAMPLING(input_vec, BEST_COMBINATIONS);

encoded_vec, exc_vec, = ALP::ENCODE([]() {

for (i = 0; i < VECTOR_SIZE; ++i){ // Encode the vector
double n = input_vec[i];
int64 d = fast_double_round(n * F10[e] * i_F10[f1); // ALP,,
encoded_vec[i] = d;
decoded_vec[i] = d * F10[f] * i_FlO[el; // ALP,,,

}

int exc_count = 0;

for (i = 0; i < VECTOR_SIZE; ++i) { // Find Exceptions
bool neq = (decoded_vec[i] !'= input_vec[i]);

[exc_count] = i;

exc_count += neq; // predicated comparison

}
int64 first_encoded = FIND_FIRST_ENCODED ( );
for (i = 0; i < exc_count; ++i){ // Fetch Exceptions
encoded_vec| [i]] = first_encoded;
exc_vec| [i]] = input_vec[i];
}
3
FFOR (encoded_vec) ;

Algorithm 3.1 Line 20). This auxiliary value is the first successfully encoded d which is
obtained by the FIND_FIRST_ENCODED function in Algorithm 3.1: Line 20. Such value will
not affect negatively the bit-width of the encoded vector. Note that by searching for this value
after the encoding process we avoid an additional control statement in each iteration of the
main encoding loop. Further, we also need to store in another storage segment the position
in which each exception occurred within a vector (i.e., in Algorithm 3.1). For
v 1024, each exception has an overhead of 80 bits: 64 bits for the uncompressed value and
16 bits to store the exception position. Lines 15 to 25 in Algorithm 3.1 show the exception
handling process which is cleverly built to avoid control structures (i.e., if-then-else).

Fused Frame-Of-Reference (FFOR). By itself, ALP encoding does not compress the data.
Rather, it enables the use of lightweight integer compression to further encode its output.
Based on our study of data similarity in subsection 3.2.4, we decided to encode the yielded
integers using a Fused variant of the Frame-Of-Reference encoding available in the
FastLanes library called FFOR. FastLanes [84] proposes a new data layout to accelerate the
encoding and decoding of lightweight [de]compression methods with scalar code that
auto-vectorizes. FFOR fuses the implementation of bit-[un]packing with the FOR encoding
and decoding process into a single kernel that performs both processes. The FOR encoding
subtracts the minimum value of the integers in a vector; this will pick up on localized
doubles (inside a tight range) and reduce bits needed in the subsequent bit-packing. Fusing
saves a SIMD store and load instruction in between the subtraction and the bit-packing loop
(improving the performance). We note that it would also be possible to also fuse FFOR and
ALP; this is not done yet here, and could provide a performance boost, especially in
decoding.

However, there is some more headroom as a modern compression library (e.g., [83, 84])
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could try multiple different integers encodings and also cascade these. For instance, if the
data is repetitive, one could use Dictionary coding, and compress the Dictionary with FFOR;
or use RLE and then separately encode Run Lengths and Run Values. If the data is
(somewhat) ordered, one could apply Delta encoding rather than FFOR to the Dictionary or
the Run Values.

3.3.2 ADAPTIVE SAMPLING

Our compression method does not perform a brute-force search for the exponent e and factor
f to use in a vector. Instead, to find the best e and f for a vector, we designed a novel
two-level sampling mechanism, inspired by the findings in subsection 3.2.6. Specifically,
from Figure 3.3, we conclude that there is a limited set of best combinations of exponent e
and factor f for the vectors in a dataset.

Our sampling mechanism goes as follows: on the first sampling level, ALP samples m
equidistant values from n equidistant vectors of a row-group. We define a row-group as a
set of w consecutive vectors of size v. The total number of values obtained from this first
sampling is equal to m x n. For each vector n; we find the best combination of exponent e
and factor f. This search is performed on the entire search space (i.e., 253 possible
combinations). The best combination is the one which minimizes the sum of the exceptions
size and the size of the bit-packed integers resulting from the encoded m values. This
process yields n combinations (one for each vector). From these n combinations we only
keep the k ones which appeared the most. If two combinations appeared the same amount of
times, we prioritize combinations with higher exponents and higher factors. It could be
possible that fewer combinations than k are yielded. If the same best combination is found in
every vector, there would only be 1 combination. Hence, we define during runtime a k’
which is smaller than or equal to k that represents the number of yielded combinations.
Once we have found the k” best combinations, we proceed to the second level of sampling.
The second level of sampling (Line 5 of Algorithm 3.1) samples s equidistant values from a
vector. Then, it tries to find the combination of exponent e and factor f which performs the
best on the s sampled values. However, this time, the search is performed only among the k’
best combinations found from the first sampling level. To further optimize the search, we
implemented a greedy strategy of early exit. If the performance of two consecutive
combinations, namely &}, and k,, is worse or equal to the performance of the combination &},
we stop the search and k; combination is selected to encode the entire vector. If k¥’ is equal to
1, this second sampling level is omitted for all the vectors inside the row-group.

The first level of sampling is the most computationally demanding process of our
compression scheme due to the large search space. However, it occurs only once per
row-group. Hence, the time spent is amortized into w x v encoded values. The second
sampling level happens once for each vector and it will only occur if k; 1. Hence, if the
sampling parameters (i.e., m,n,w,k and s) are tuned optimally, the second sampling level
will be skipped in datasets such as City-Temp or SD-bench, in which there exists only one
best combination for all the vectors in the dataset (Figure 3.3).

3.3.3 DECOMPRESSION
ALP decompression builds upon the ALP,,. procedure (Formula 3.2) to recover the original
doubles from a vector of integers d yielded by the encoding process. In order to do so, ALP
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Algorithm 3.2: ALP Decompression.
int e, f = ALP::READ_VECTOR_HEADER(input_vec);

int64_vec = UNFFOR(input_vec);
decoded_vec = ALP::DECODE([](int64_vec) {
for (i = 0; i < VECTOR_SIZE; ++i){
decoded_vec[i] = int64_vec[i] = F10[f] * i_F10[e]l }}); //ALP,,,
ALP: :PATCH(decoded_vec, exc_vec, )i

Algorithm 3.3: ALP,; Compression and Decompression.
// ENCODING //

p, DICT = ALP::RD::ADAPTIVE_SAMPLING(input_rowgroup);
left_vec, right_vec = ALP::RD::ENCODE([]() {
for (i = 0; i < VECTOR_SIZE; ++i){

double n = input_vec[i];

left_vec[i], right_vec[i] = ALP::RD::CUT(p);}
3
BITPACK(right_vec);
SKEWDICT_BITPACK(left_vec, DICT);

// DECODING //
p, DICT = ALP::RD::READ_ROWGROUP_HEADER() ;
left_vec = BITUNPACK_DECODEDICT(encoded_left_vec, DICT);
right_vec = BITUNPACK(encoded_right_vec);
decoded_vec = ALP::RD::DECODE([]() {
for (i = 0; i < VECTOR_SIZE; ++i){
intl6 left, int64 right = left_vec[i], right_vec[il];
decoded_vec[i] = ALP::RD::GLUE(left, right, p);}
1)

first reads from the vector header the unique exponent e and factor f used to encode the
vector. Then, ALP needs to reverse the FFOR integer encoding to recover each value. Values
encoded as exceptions are directly read from the exception segment alongside their position
on the original vector in order to correctly reconstruct it (i.e., patching). The pseudo-code
for ALP decoding is presented in Algorithm 3.2.

3.3.4 ALP,;: CoMPRESSION FOR REAL DOUBLES

During the first level of sampling ALP will detect whether the doubles in a row-group are
not compressible. In that case, ALP encoding would result in a high number of exceptions
and integers bigger than 2*%. Therefore, for such data, ALP changes its strategy to a different
encoding approach based on the analysis performed in subsection 3.2.6 which hinted to us
that even on these doubles, their front-bits tend to exhibit low variance. We named this
approach ALP,;, which stands for ALP for Real Doubles. ALP takes this decision at the
row-group level rather than the vector level, since we found no dataset in which the decimal
precision deviates on more than 3 decimals; hence taking this decision at a vector level
would neither be efficient nor effective. We believe that the data in 28 of the 30 datasets
analyzed originate as decimals and are thus not "real" doubles; however, we think that this is
representative of the majority of data people store in data systems as doubles. The encoding
and decoding of ALP,; are presented in Algorithm 3.3.

Encoding. The first level of sampling finds at a row-group level which is the smallest
position p > 48 where the highest 64-p front-bits still have low variance. Afterwards, it uses
this number p as the position to cut the bits of every double of that row-group in two parts
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(Line 6 of Algorithm 3.3). The right part is compressed using p-bits bit-packing (BP). The
position p is stored once per row-group (i.e., 8 bits of overhead per row-group, which can be
safely ignored). At first glance, this method does not achieve any compression, however, the
integers yielded from the left part are easily further compressible with integer lightweight
encoding methods. For the version of ALP presented here, we compress them using a fixed
method: skewed DICTIONARY+BP compression. A skewed dictionary is a DICTIONARY
encoding which tolerates exceptions. Here, exceptions are values not in the dictionary, and
these are stored as 16-bits values in an exception array, together with an array containing
16-bits exception positions. After sampling, we consider dictionaries of sizes 2% with b < 3
(i.e., just 1, 2, 4, or 8 values), and fill these with the most frequent values in the sample and
then choose the smallest dictionary size b 3 such that the exception percentage does not
exceed 10% (or else use b=3). We bit-pack the dictionary codes in b bits; and store the
dictionary as 16-bits values. Both BP and DICTIONARY encodings implementations are
available in our FastLanes library[113].

Decoding. The b bits dictionary-codes are bit-unpacked using a fast vectorized
bit-unpacking primitive (that does this for the entire vector of 1024 values in one go) and
(64-p) bits right parts of the doubles as well. Dictionary decompression requires one
memory load from the dictionary for every code; which is relatively expensive. In SIMD it
can be implemented with a gather instruction, but this is not supported on all CPU
architectures nor does this instruction tend to be fast; hence we do not use such an approach
(explicitly). Because we use small dictionaries of size <23 8 and the front-bits are
maximally 16-bits wide; we note that we could implement decoding by preloading the
dictionary (maximally 8x16-bits values) in a 128-bits SIMD register and then use a shuffle
instruction. However, the results presented in this chapter are based on purely scalar
dictionary decompression code, leaving space for improvement. Finally, we glue both parts
together by left-shifting p bits the dictionary-decoded front-bits, after applying exception
patching [99, 114] and adding in the decompressed right part (using vectorized SHIFT and
OR, fused together in a GLUE primitive seen in Line 18 of Algorithm 3.3). Notice again that
all operations are performed in a tight loop over arrays (vectorized query processing [86])
and the work is regular in nature such that C++ compilers get to very efficient code. Only the
exception patching has some data dependencies and random memory access, but it is
performed on a minority of the data only — limiting its performance effects.

3.4 EVALUATION

We experimentally evaluate ALP with respect to its compression ratio and [de]compression
speed using all analyzed datasets in Table 3.1 against six competing approaches for lossless
floating-point compression: Gorilla [95], Chimp / Chimp128 [96], Patas [97], EIf [43] and
PDE [83]. Furthermore, we also compare against one general-purpose compression
approach: Zstd [92]. To further test the robustness of ALP we tested its speed on different
hardware architectures which are described in Table 3.3 and using Auto-vectorized, Scalar
and SIMDized code. In subsection 3.4.3 we present end-to-end query speed benchmarks of
ALP on Tectorwise [61] to test its performance in a real system. Finally, in subsection 3.4.4
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Table 3.3: Hardware Platforms Used

[Architecture [Scalar ISA[Best SIMD ISA [CPU Model [Frequency|

Intel Ice Lake [x86_64 AVX512 8375C 3.5GHz
AMD Zen3 x86_64 AVX2 (256-bits) |[EPYC 7R13 |3.6 GHz
Apple M1 ARM64  |INEON (128-bits)|Apple M1 |3.2 GHz

AWS Graviton2

ARMO64

NEON (128-bits)

Neoverse-N1

2.5GHz

AWS Graviton3|ARM64  |NEON (128-bits)|modified 2.6 GHz

SVE (variable) [Neoverse-V1

we present a version of ALP for 32-bits floats and evaluate it on machine learning data.

Sampling Parameters. Based on Figure 3.3, we defined the maximum number of
combinations k as 5. The number of vectors w inside a row-group is fixed to 100 to
emulate the usual modern OLAP engines row-group sizes (e.g., DuckDB [87]). The size of
every vector v is fixed to 1024 to comfortably fit in the CPU cache [30]. On the first
sampling level, the number of vectors sampled per row-group m is set to 8, and the number
of values sampled per vector n is set to 32. Finally, on the second sampling level, the number
of values sampled per vector s, is set to 32. m, n and s were tuned during evaluation and
showed to yield a good trade-off between compression ratio and speed.

Algorithms Implementations. ALP is implemented in C++ and is available in our GitHub
repository!?. ALP uses the FastLanes library [113] to perform the lightweight encoding and
decoding on its output (i.e., FFOR, DICTIONARY, BP). Gorilla, Chimp, Chimp128 and Patas
were implemented in C++. Gorilla was implemented by ourselves, and the other
implementations were stripped from the DuckDB codebase [115] and adjusted to work as
standalone algorithms. Note that Gorilla is part of a closed-source Facebook system. On the
other hand, PDE and Elf'! benchmarks were carried out using code from the original
authors. Finally, we used Facebook’s implementation of Zstd in C [92], configured at the
default compression level (3).

3.4.1 CoMPRESSION RaTIO

Table 3.4 shows the compression ratios of all approaches measured in bits per value
(uncompressed, each value is a 64-bit double). In this experiment the algorithms compressed
all vectors in a dataset. The best-performing floating-point approach is marked in green.
ALP evidently stands out from the other floating-point encoding schemes in compression
ratio. ALP shows an average improvement of ~31% compared to PDE. When compared to
Gorilla, Patas, Chimp, and Chimp128, ALP is respectively ~49%, ~=39%, ~43% and ~24%
better. In time series datasets ALP achieves a ~33% and ~46% improvement over
Chimp128 and PseudoDecimals. Similarly, on non-time series data, ALP performs better
than both by a ~219% and ~21% on average. Elf is ALP’s most fierce competitor in terms of
compression ratio — excluding Zstd. On the other hand, Zstd is the only compression
algorithm that slightly takes the upper hand in compression ratio with 20.6 bits per value on

10https ://github.com/cwida/ALP
https://github.com/Spatio-Temporal-Lab/elf
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average. Even so, ALP is slightly better than Zstd on time series data. One has to take into
account that Zstd has a much lower [de]compression speed and, being block-based, has the
disadvantage that one cannot optimally skip through compressed data. For instance, in
Zstd’s 256KB block-based compression, a system has to decompress 32 8KB vectors, even if
31 of those 32 vectors are not needed.

When ALP shines. ALP outperforms Chimp128 and Elf on datasets with fixed or low
decimal precision or with a low percentage of repeated values (e.g., Blockchain-tr, Arade-4,
Dew-Point-Temp, Bitcoin-price). In other words, ALP gets its best gains when the doubles
were generated from decimals. ALP performs better than Chimp128 in 27 out of 30 datasets,
and better than PDE in the same amount. In fact, ALP is at most 2 bits worse than
PseudoDecimals on CMS/9 and Medicare/9. Both these datasets contain mostly integers
encoded as doubles (Table 3.1). PDE benefits from such data since O bits are stored after
applying BP to the exponents output due to the exponents always being equal to 0.
Nevertheless, on these types of datasets Decimal-based encoding approaches are much better
than XORing approaches. When ALP encounters real doubles, ALP,; comes into the
equation. There are two datasets for which ALP failed to achieve any compression and
ALP,; encoding was used: POI-lat and POI-lon (marked with *). These datasets are
characterized by almost 0% of repeated values and a maximum decimal precision of 20
(Table 3.2:C2). In both datasets, these compression ratios achieved by ALP,; represent an
improvement over all the other floating-point compression approaches.

When ALP struggles. ALP struggles to keep up with both Elf and Chimp128 on datasets in
which the XORing process benefits from a high percentage of repeated values and the
decimal-based encoding process is hindered by a high variability in value precision. Those
datasets are: CMS/1, Medicare/1 and NYC/29. Despite ALP encoding also taking advantage
of similar data, the profit of Chimp128 / EIf when it can find an exactly equal value is much
higher than the profit that ALP can get. Nevertheless, on data with many duplicates, we
question whether floating-point encodings were the best decision in the first place. For
instance, due to the high percentage of repeated values we could plug-in a DICTIONARY
encoding before applying a floating-point encoding (or RLE, if the repeats are consecutive).
We in fact tried using DICTIONARY and then compressing the dictionary with ALP, allowing
it to achieve 33.1, 35.7 and 24.7 bits per value for CMS/1, Medicare/1 and NYC/29
respectively. The compression ratios that ALP is able to achieve by cascading compression
using another lightweight encoding (i.e., DICTIONARY or RLE) are shown in the penultimate
column of Table 3.4. By doing so, ALP even beats Zstd in compression ratios while still
retaining its advantages (higher speed, compatibility with predicate-pushdown).

3.4.2 [DE]COMPRESSION SPEED

We measured speed as the amount of tuples (i.e., values) that an algorithm is capable of
[de]-compressing in one CPU clock cycle. In order to do so we took a vector within each of
our datasets (i.e., 1024 values) and executed the [de]compression algorithms. The measure
tuples per cycle is then calculated as 1024 divided by the number of computing cycles the
process took. We chose one vector as the size of the experiment since every float compressor

we compare against is optimized to work over a small block of values at a time; except Zstd.

As such, we increased the size of the experiment for Zstd to one rowgroup (i.e. roughly 1
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Table 3.4: Compression ratio measured in Bits per Value. The smaller this metric, the more compression is achieved
(uncompressed data is 64 bits per value). ALP achieves the best performance in average (excluding zstd). *: ALP,;
was used.

Dataset | Gor. | Ch. fzhs Patas | PDE | EIf | ALP LZ{CP* Zstd
Air-Pressure | 24.7 [ 23.0 [ 193 | 279 | 302 | 10.5 | 16.5 | 11.9% || 8.7
Basel-Temp | 61.6 | 54.1 | 31.2 | 36.5 | 39.3 | 329 | 29.8 | 13.8% | 183
Basel-Wind | 63.2 | 54.7 | 384 | 489 | 35.1 | 34.5 | 29.8 | 10.3% || 14.6
Bird-Mig 487 | 419 | 263 | 359 | 352 | 199 | 20.1 | 19.84< || 21.0
Btc-Price 51.5 | 482 | 45.1 | 57.1 | 44.1 | 319 | 264 26.4 49.9
City-Temp 59.7 | 462 | 23.0 | 242 | 31.5 | 15.1 | 10.7 | 10.0% || 16.2
Dew-Temp | 562 | 51.8 | 32.6 | 39.0 | 295 | 17.7 | 13.5 13.5 20.9
Bio-Temp 519 | 463 | 189 | 229 | 234 | 13.0 | 10.7 10.7 14.5
PMI10-dust | 27.7 | 244 | 13.7 | 199 | 129 | 7.1 8.2 8.2 6.9
Stocks-DE | 46.9 | 429 | 13.6 | 20.8 | 25.1 | 123 | 11.0 11.0 9.4
Stocks-UK | 35.6 | 31.3 | 16.8 | 21.5 | 26.1 | 11.0 | 12.7 12.7 10.7
Stocks-USA | 37.7 | 350 | 122 | 192 | 26.1 | 88 | 7.9 7.9 7.8
Wind-dir 59.4 | 539 | 27.8 | 282 | 31.5 | 22.1 | 159 15.9 24.7
TS AVG. 48.1 | 42.6 | 245 | 309 | 30.0 | 182 | 16.4 13.2 17.2

Arade/4 58.1 | 55.6 | 49.0 | 59.1 | 33.7 | 30.8 | 24.9 249 33.8
Blockchain 65.5 | 583 | 532 | 626 | 39.1 | 39.2 | 36.2 36.2 38.3
CMS/1 37.8 | 34.8 | 282 | 36.8 | 40.7 | 254 | 357 | 33.14! || 245
CMS/25 65.4 | 59.5 | 572 | 70.1 | 63.9 | 48.6 | 41.1 | 27.1"¢ || 56.5
CMS/9 17.1 | 187 | 25.7 | 26.0 9.7 | 15.8 | 11.7 | 11.3% || 147
Food-prices | 40.8 | 28.0 | 24.7 | 283 | 254 | 16.8 | 23.7 23.7 16.6
Gov/10 58.1 | 45.7 | 342 | 359 | 356 | 30.1 | 31.0 31.0 27.4
Gov/26 24 23 | 93 16.2 0.9 4.2 0.4 0.2"% 0.2
Gov/30 103 | 89 | 129 | 193 8.2 8.0 7.5 6.2 42
Gov/31 5.7 50 | 104 | 17.1 2.8 54 3.1 2.5Me 1.5
Gov/40 2.7 26 | 94 16.4 1.2 4.3 0.8 0.5"% 0.4

Medicare/1 459 | 427 | 323 | 399 | 428 | 29.9 | 39.4 | 35.7%c || 28.7
Medicare/9 179 | 19.1 | 26.0 | 26.3 102 | 16.0 | 12.3 | 1139 || 14.9

NYC/29 30.8 | 29.6 | 28.7 | 38.8 | 69.3 | 32.6 | 40.4 | 2479 || 20.5
POI-lat 66.0 | 57.7 | 57.5 | 71.7 | 693 | 62.5 | 55.5% | 55.5% 48.1
POI-lon 66.1 | 63.4 | 63.1 | 759 | 69.2 | 68.7 | 56.4% | 56.4%* 53.1

SD-bench 51.1 | 457 | 19.2 | 23.0 | 30.6 | 184 | 162 | 12,04 || 11.8
NON-TS 37.7 | 340 | 31.8 | 39.0 | 32.5 | 269 | 25.7 231 23.3
ALL AVG. | 42.2 | 37.7 | 28.7 | 355 | 314 | 231 | 21.7 18.8 20.6
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Table 3.5: Average compression and decompression speed as tuples processed per computing cycle of all datasets
on the Ice Lake architecture.

Tuples per CPU Cycle (Higher is better)

Algorithm Compression ALPis Decompression ALP is
faster by: faster by:

ALP 0.487 - 2.609 -
Chimp 0.042 12x 0.039 66x
Chimp128 0.040 12x 0.040 65x
Elf 0.010 47x 0.012 215x
Gorilla 0.052 9x 0.047 55x
PDE 0.002 251x 0.387 7x
Patas 0.060 8x 0.157 17x
Zstd 0.035 14x 0.101 26x

MB of data). In order to correctly characterize CPU cost, we repeated this process 300K
times and averaged the result, to ensure all data is L1 resident. In this experiment, we prefer
the metric tuples per cycle over elapsed time since it is a more effective comparison method
across platforms. Furthermore, this metric makes Zstd speed measurements comparable
regardless of the input data size. This experiment was performed on Ice Lake.

Figure 3.1 shows the result of this experiment. ALP clearly outperforms every other
algorithm in both compression and decompression speed in every dataset; even being able to
achieve sub-cycle performance in decompression. This speed measurement also includes the
FFOR encoding and decoding in ALP. Table 3.5 shows the average amount of tuples per
cycle processed in compression and decompression for every algorithm along all datasets.
ALP is faster than all other approaches in both compression and decompression.

ALP is =7x faster than PDE; which is the second-best at decompression speed. However,
PDE is also the slowest at compression (251x slower than ALP) due to the brute force and
—per value- search for a viable exponent e to encode the doubles as integers. Furthermore,
ALP is ~8x faster than Patas, which is the second-best at compression speed. This was
expected since Patas is a single-case byte-aligned variant of Chimp optimized for decoding
speed. On the other hand, EIf speed under-performed against the other algorithms, with ALP
being ~47x times faster in encoding and ~215x faster in decoding. This was also expected
since Elf is a variant of Gorilla tailored to trade speed for more compression ratios. Hence,
the fact that ALP achieved higher compression ratios than Elf is remarkable. ALP is x55
faster than Gorilla at decompression since the latter has complex if-then-else (i.e. branch
mispredictions) and data dependencies that not only cause wait cycles, but also prevent
SIMD. Zstd resides in a middle position in that it achieves better compression speed than
PDE and Elf, and decompression speed only slower than Patas and PDE.

ALP on Different Architectures. In order to investigate the performance robustness of
ALP, we evaluated it on all currently mainstream CPU architectures, as described in

Table 3.3. CPU turbo-scaling features were disabled when available to allow for reliable
tuples-per-cycle measurements. In our presentation here we just show results for
decompression speed (due to space reasons) as this is the most performance-critical aspect
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Figure 3.4: Decompression speed measured in tuples per cycle on different architectures. Each dot represents the
decompression performance on a dataset in a different architecture.

for analytical database workloads. Furthermore, on each architecture we tested three
different implementations of our decoding procedure: SIMDized, Auto-vectorized and
Scalar. The SIMDized implementation uses explicit SIMD intrinsics. The Auto-vectorized
implementation is the Scalar implementation automatically vectorized by the C++ compiler.
Finally, the purely Scalar implementation is obtained when we explicitly disabled the
auto-vectorization of the C++ compiler by using the following flags: -03
-fno-slp-vectorize -fno-vectorize. Figure 3.4 shows the results of this experiment.
We can see how Auto-vectorized and SIMDized on Ice Lake yield the best performance
results. This is due to this platform having the widest SIMD register of all the platforms at
512-bits. We can also see that Gravitons have weak SIMD performance (compared to
Scalar). Furthermore, in every platform Auto-vectorization matches or surpasses Scalar
code. However, Zen3 auto-vectorized performance is hurt by the scalar code using the
built-in rounding function due to the lack of a SIMD instruction to perform the cast from
double to int64 in our fast rounding procedure.

Kernel Fusion. We performed speed comparisons of our decompression between
FFOR+ALP as a fused kernel and as two separate kernels. The plot at the left of Figure 3.5
shows the result of this experiment. Fusing increases the decompression speed by a median
~40% (but for some datasets 6x). However, the vectors from our datasets used for this
experiment do not cover all the possible bit-widths that FFOR could use. The latter is a
known factor that may affect the performance of vectorized execution [101]. Hence, for
robustness purposes, we performed an additional comparison on synthetic integer vectors
generated with a specific vector bit-width from 0 to 52. Bit-widths from 52 to 64 are omitted
from this analysis since on these bit-widths ALP,; is used. The right plot of Figure 3.5 shows
the result of this experiment.

Sampling Overhead in Compression. ALP implements a two-level sampling mechanism
to find the correct encoding method and parameters, described in section 3.3.2. The first
level samples row-groups and the second level is done for every vector. We analyze the
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Figure 3.5: Speed comparison of ALP decoding with and without fusing ALP and FFOR into one single kernel (Ice
Lake). Tests performed on our analyzed datasets (left) and on generated data with specific vector bit-width (right).
ALP benefits from fusing consistently with a ~40% decompression speed increase (and sometimes much more).

performance cost of the second sampling level, since it is on the performance-critical path of
ALP compression.

When the first level sampling yields only one potential combination (e.g., Bird-Migration,
Bitcoin-Price), there is 0 sampling overhead at a vector level for the entire row-group since
ALP already knows which combination of exponent and factor to use for all the vectors.
This occurs on ~=54% of the vectors in our datasets. However, when ALP has to perform the
second-level sampling, there is a non-negligible overhead at compression. From our
experiments, this overhead represents on average ~6% of the total compression time. The
latter is a trade-off for fast decompression; which in the context of analytical databases is a
more often-used operation than compression. This overhead is bounded by & factor and
exponent combinations, which was set to 5 in our evaluation. 22.9% and 20.0% of the
vectors tried 2 and 3 combinations respectively in search of the best one. Only 2.9% and
0.3% of the vectors tried 4 and 5 combinations respectively on the vector sample.

Finally, we have also found that the best combination yielded from a brute-force search on
the entire search space only improved compression ratio by less than 1% on average. Thus,
demonstrating the efficiency and portability of our fixed sampling parameters across all
datasets.

ALP,; speed. Doing a side-by-side comparison ALP,, is on average ~3x slower in
compression and ~4x slower in decompression than the main ALP encoding. In fact, the
two datasets in which ALP,; was used can be seen at the bottom of ALP green dots in Figure
3.1. Although ALP,; is still remarkably performant compared to the competitors, we deem
this speed reduction necessary to achieve compression on these types of doubles, which
present problems for every floating-point compression scheme. We believe there is room for
improvement since ALP,; encoding and decoding are not fused into one single kernel due to
current implementation limitations. However, given that [de]Jcompression in almost any
encoding gets faster at high compression ratios, this result is not surprising: ALP,; is used
when only low compression ratios can be achieved (maximum ~=1.2x).

3.4.3 END-TO-END QUERY PERFORMANCE

We benchmarked end-to-end query speed of ALP and the other floating-point compressors,
when integrated in the research system Tectorwise [61]. The difference with our
micro-benchmarks is that a complete dataset is decompressed by Tectorwise’s scan operator
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Table 3.6: End-to-end performance on City-Temp in the Tectorwise system, measured in Tuples per CPU cycle per
core. ALP is even faster than uncompressed, and extends its lead w.r.t. the micro-benchmarks. The competitors are
so CPU bound that they scale well in SCAN (=speed stays equal), while ALP and uncompressed drop speed when
running multi-core, due to scarce RAM bandwidth. But when doing query work (SUM), speed is lower, and scaling
is not an issue for ALP.

Tuples per CPU Cycle (Higher is Better)

Algorithm QUERY | THREADS

SCANI|1 [ SCANI8 | SCAN[16 | SUMI|1 [ SUM|8 | SUM[16 | COMP
ALP 1.337 1.074 0.882 0.233 0.230 0.234 0.147
Uncompressed | 0.565 [x2 slower [] | 0.408 0.350 0.197 [x1.2 ][] | 0.186 0.175 N/A
PDE 0.070 [x19 }] 0.071 0.071 0.058 [x4 ] 0.057 0.057 | 0.001 [x138 }]
Patas 0.067 [x20 }] 0.063 0.065 0.055 [x4 ] 0.055 0.055 0.039 [x4 ]
Gorilla 0.030 [x44 ]] 0.030 0.030 0.028 [x8 ] 0.027 0.027 0.023 [x7 ]
Chimp 0.021 [x64 |] 0.021 0.021 0.019 [x12 ] | 0.019 0.019 0.015 [x10 |]
Chimp128 0.028 [x47 |] 0.028 0.028 0.026 [x9 ] 0.026 0.026 0.019 [x8 |]
Zstd 0.044 [x31 |] 0.042 0.039 0.038 [x6 /] 0.037 0.035 0.014 [x11 /]

Gov/26 (0.4 bits/value on ALP) City-Temp (10.7 bits/value) Food-prices (23.7 bits/value) Blockchain-tr (36.2 bits/value) NYC/29 (40.4 bits/value)

Better]

CPU Cycles per Tuple

[Lower

ALP Unc. PDE Patas Gor.

Figure 3.6: End-to-end SUM query execution speed for 5 datasets in Tectorwise (Ice Lake) measured in CPU cycles
per Tuple. ALP is faster than all other schemes (even faster than uncompressed), while achieving perfect scaling
(=speed stays the same) when using multi-core. Results show that SCAN is virtually free if data is compressed with
ALP. PDE can’t compress NYC/29.

(SCAN), rather than only a small part. Also, in the SUM experiment, the scan operator feeds
data vector-at-a-time into an aggregation operator; using the vectorized query execution of
Tectorwise. We scaled all datasets up to 1 billion doubles by concatenation (8GB
uncompressed). We also test compression performance, which writes the compressed data.
This also writes extra meta-data for the compressed blocks, at the least byte-offsets where
they start, but for PDE and ALP also offsets where their exceptions start, as well as any other
compression parameters (like bit-width for bit-packing).

For presentation purposes, we picked five datasets with diverse characteristics, such as
magnitude, decimal precision, XORed 0’s bits, and compressability. These datasets are:
Gov/26, City-Temp, Food-Prices, Blockchain-tr and NYC/29. We benchmarked 3 queries:
COMPRESSION (COMP), SCAN and SUM (Aggregation). For SUM and SCAN we also
benchmarked the scaling of every algorithm when using multiple cores (up to 16). This
experiment was again carried out on Intel Ice Lake in a machine with 16 cores (32 SMT) and
256GB of RAM with a bandwidth of 18.75 Gibps. The reported results are the average of 32
executions of one query. Elf was not included in this analysis due to the lack of an
implementation in C++.

SUM and SCAN. Table 3.6 shows that in the single-threaded SCAN | 1 experiment, the

achieved 1.33 Tuples per CPU cycle is in line with the microbenchmarks shown in Figure 3.5
— though there is about a 25% drop in performance in the end-to-end situation compared to
these. We attribute this to: (i) the extra effort in reading block meta-data (not present in the
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micro-benchmarks), (ii) the interpretation cost of choosing and calling a decompression
function based on the meta-data (always the same and thus free of CPU branch
mispredictions in the micro-benchmarks) and (iii) the variable amount of exceptions present
in the entire dataset.

Given these extra activities in end-to-end, and just a 25% drop, we deem our
micro-benchmarks as representative of core decompression work achieved in end-to-end
situations. What is further striking is that SCAN and SUM on ALP is faster than on
uncompressed data, and the fact that ALP extends its performance lead over the competitors
in the end-to-end benchmarks, compared to the micro-benchmarks. Note, however, that the
micro-benchmark results were aggregated for all datasets (Table 3.5) so one should not
directly compare with these tables.

Regarding multi-threading, the performance metrics in Table 3.5 and Figure 3.6 are per-core,
hence equal performance would be perfect scaling. As all cores of the CPU get loaded,
per-core ALP SCAN performance slightly drops — which also happens for uncompressed.
This is caused by the query becoming RAM-bandwidth bound. However, in the SUM
experiment, there is additional summing work (although not much) and therefore the query
runs slower. As a result, ALP is able to scale perfectly while uncompressed is not.

Note that in Figure 3.6 the performance metric is reversed: lower is better. We present the
summing work in the SUM query (=SUM-SCAN, because SUM also scans) as the lower
part of the stacked bar: it is roughly 3 cycles per tuple. Figure 3.6 confirms our results
across the board: ALP is much faster end-to-end than the other compressors, even faster than
uncompressed, and scales well.

COMP. ALP again is the fastest when compressing (Table 3.6): it is x4 and x7 times faster
than the second and third-best algorithms in the City-Temp dataset (i.e. Patas, Gorilla) while
still maintaining distance from Zstd (x11 slower) and PDE (x138 slower). COMP end-to-end
performance is lower than in our micro-benchmarks. We attribute this to: (i) the extra effort
in storing meta-data, (ii) the variable amount of exceptions (which are rather costly at
compression time) and (iii) the first sampling phase which was not present in the
micro-benchmarks.

3.4.4 SINGLE PRECISION AND MACHINE LEARNING DATA

We have also ported ALP to 32-bits. Those of our double datasets with decimal precision
<10, can be properly represented as 32-bit floating-point numbers (all except POI’s, Basel’s,
Medicare/1, and NYC/29); and 32-bit ALP works on them. This leads to the same
compressed representation as in 64-bits (Table 3.4); but given that the uncompressed width
is 32-bits, the compression ratio is halved (and becomes ~1.77).

A currently relevant different kind of 32-bit floats are found in trained machine learning
models (i.e., the weights). However, these were created out of many multiplications and
additions, and hence tend to have high precision. Still, there will be commonalities in their
sign and exponent parts (IEEE 754) that ALP,; could take advantage of. Therefore, we also
ported ALP,; to 32-bits and benchmarked it on four different ML models, against those
competing schemes that have a version for 32-bit floats (i.e. Gorilla, Chimp, Chimp128,
Gorilla) as well as Zstd. The results of this experiment are in Table 3.7; with ALP,; for
32-bit floats achieving the best compression ratios out of all the other algorithms (28.1
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Table 3.7: Compression ratios (bits/value) that ALP,;32 and its competitors achieved on machine learning models’
weights (32-bits floats). ALP,;32 achieved the best compression ratio.

Name Model Type Ear(:;ns. Gor. | Ch. ;:2118 Patas | ALP,; | Zstd
Dino-Vitb16 [117] Vision Transformer | 86,389,248 || 34.1 | 334 | 334 45.8 28.3 | 29.7
GPT2 [118] Text Generation 124,439,808 || 34.1 | 33.5 | 33.5 45.6 27.7 | 29.7
Grammarly-lg [119] | Text2Text 783,092,736 || 34.1 | 33.4 | 334 45.5 27.7 | 29.6
W2V Tweets Word2Vec 3,000 || 34.1 | 33.3 | 33.3 45.5 28.8 | 29.8

AVG. || 34.1 | 334 | 334 45.6 28.1 | 29.7

bits/value; ~212% of reduction). In fact, it is the only floating-point encoding to achieve
compression. Alternatively, model weights are usually quantised (i.e. lossy reduction of
precision) when deployed for inference[116]. However, if this is not desired or possible;
ALP,; thus can provide some useful lossless compression for ML.

3.5 RELATED WORK

The techniques developed for floating-point compression can be categorized mainly into
three groups: (i) Predictive schemes, (ii) XOR schemes and (iii) Integer encoding schemes.

Predictive Schemes were one of the first novel approaches designed to compress
floating-point data [85, 120, 121]; even in the context of geometry data [122, 123]. In these
approaches, a function is used to generate a predicted value based on patterns found within
the data prior to the value to encode. The idea behind this approach is that the predicted
value and the value to encode are similar enough such that an operation (usually ADD)
between their exponent and mantissas represented as integers yield a compressible chain of
bits. Ratanaworabhan et al. [110] demonstrated that such an operation could be a bitwise
XOR. Based on that, Burtscher and Ratanaworabhan developed FPC [111], which achieved
better compression ratios and speed compared to previous approaches.

XOR Schemes. Pelkomen et al. [95] re-evaluated the predictor function to obtain a similar
value to the value to encode. Their key idea was that in certain contexts such as time series,
using the immediate previous value works as well as using a predictor. This assumption
motivated the development of Gorilla. Gorilla compresses floats by doing a bitwise XOR
with the immediate previous value. Next, it encodes the resulting chain of bits as 0 in case of
a perfect XOR (i.e. equal values), otherwise, it encodes the resulting number of leading
zeros and significant bits. Gorilla is faster on [de]Jcompression than prediction schemes since
encoding and decoding are achieved using a simple XOR with the immediate previous value
instead of tuning and running a prediction function.

Gorilla Variants. Chimp [96] refined Gorilla by exploiting properties of the bit-chains
yielded by the XORing process in time series data. Chimp distinguishes four different
encoding modes based on the number of leading and trailing zeros of the XOR result to
optimize compression ratios. It was jointly developed with a variant called Chimp128 in
which the algorithm looks into the previous 128 values in order to find the most suitable
value to XOR at the expense of 7 additional bits to store the position of this value. This idea
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of looking among previous values for the XOR was first introduced by Bruno et al. [124].
Chimp128 proved to be substantially better than FPC, Gorilla and other general-purpose
compression schemes (e.g. Snappy, LZ4) in terms of compression ratio and speed [96].

In order to improve Chimp decompression speed, DuckDB Labs developed Patas [97]. The
goal was to get a variant of Chimp128 faster at [de]compression, which it achieves by its
design with a single encoding mode (fewer branch-mispredictions) and byte-aligned
bit-manipulation (less CPU work). Patas encodes for every value a block of 2 bytes
containing the 7 bits previous value index, the number of significant bytes and the number of
trailing zeros. Patas trades compression ratio for a ~75% speed improvement at
decompression time compared to Chimp128. In the context of analytical databases
decompression speed is important for obtaining fast query results. On the other hand, a
recently proposed XOR scheme called Elf [43] trades [de]Jcompression speed for
compression ratio by erasing bits from the mantissa at encoding time to make the XOR result
more compressible. Afterwards, it losslessly reconstructs the double at decoding. As seen
by our results, Elf gains ~19% in compression ratio over Chimp128 at the expense of ~4x
slower compression and decompression. In contrast to Patas and Elf, ALP improves
Chimp128 in all aspects.

While Chimp128 seemed to be clearly superior to Gorilla, our results show that it can
actually perform better than Chimp128 (and even EIf) in datasets with consecutive runs of
zeros (e.g. Gov/26, Gov/40). On this type of data Gorilla (and also Chimp) do not need the
extra 7-bits to make a reference to one of the past 128 values since the most optimal value to
XOR is always the previous one. Hence, Chimp128 is not always the best XOR-based
encoding. It does depend on the data characteristics.

Integer Encoding Schemes. Doubles can also be compressed by taking advantage of their
visible decimal representation [125]. PseudoDecimals [83] (PDE) formally introduces a
lossless approach to perform this encoding process. PDE tries to encode a double with a
division between an integer and an inverse factor of 10 under the assumption that the double
was generated from a DECIMAL. This is why we refer to this type of encoding as
Decimal-based encoding. ALP presents a strongly enhanced version of this approach
introducing the idea of using large exponents and mitigating the effects of those with an
additional multiplication that gets rid of trailing zeros. ALP is designed for vectorized
execution, and introduces an adaptive mechanism for high-precision decimals (i.e. ALP,;).
ALP prefers multiplication over division since division is an expensive operation in most
ISAs [126]. PDE and ALP have the advantage that their output is further compressible using
other lightweight encoding schemes such as DICTIONARY, RLE, FOR or DELTA [83, 84, 101].

3.6 DiscussioN

A striking feat of our study of datasets used for database compression of doubles is that out
of the 30 datasets our community uses for evaluating double compression, only the two POI
datasets would not better be represented as fixed-point decimals. In fact, most POI data
comes from GPS, which has an accuracy of a few meters, and the Earth’s diameter is
~12.750.000 meters (i.e., 8 digits, which corresponds to 28 bits). Indeed, when the POI-lat
and POI-lon values are converted back from radians by multiplying with /180 we observe
this precision in the data — but we think it would go too far to define a specific ALP mode
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that deals with pi-multiplied data.

One may question why none of the datasets requires true double precision, nor is any all over
the place in terms of magnitude — doubles allow numbers as close to zero as 10739 and as
large as 10°%8. One interpretation could be that double is a catch-all type for two use cases:
storing measures for which a-priori little is known about their domain (min/max), or where
the magnitude is truly wide and/or variable. In the former use case, the actual data will tend
to have min/max locality, leading to low variance in the high bits (equal or close exponent
and highest mantissa bits). As the actual precision of actual values is limited by the
measurement method, one either sees “pseudo-decimals” where the lower digits (in 10-base)
are zero, or in the worst case, randomly filled in. The latter use case, high magnitude
variance, seems to be rare, though weights and activations in machine learning could be the
best example of this (not regarding large numbers, but numbers close to zero, i.e., highly
variable negative exponents). Such data demonstrated to be hard to compress, for any
scheme; and reducing their size is so crucial that it triggered the appearance of TensorFloat
(Google) and Bfloat16!2 (Nvidia). These new thin floats, developed with Machine Learning
hardware in mind, mostly cut down on mantissa and somewhat on exponent.

The use of doubles in scientific calculations is common; though researchers have criticized
the rounding errors produced [112], and proposed alternatives like unum and posit[127].
There are strong arguments for compressing doubles stored in big data formats and database
files: data gets smaller, reducing storage cost across the memory hierarchy, reducing also I/O
time, network transfer time and usage. We think that with the increased convergence of data
science and scientific computations there will be growing demand for doubles in databases,
and their compressed storage.

3.7 CONCLUSIONS

We have presented and evaluated ALP: a strongly enhanced version of Decimal-based
encoding with an adaptive fallback to front-bit compression if doubles have truly large
precision. ALP beats the competition in all relevant dimensions. Its compression ratio is
better than all recently proposed floating-point encodings, while being much faster in
[de]compression speed. Its compression ratio is only equalled by heavy-weight
general-purpose compression; but these methods have slow [de]Jcompression speeds and are
block-based: forcing database scans to fully compress a large block of data. In contrast, one
can skip through ALP-compressed data at the vector-level; allowing for efficient predicate
push-down. We think ALP will be a valuable encoding in cascading lightweight
compression formats [83, 84], and recall that in our evaluation it already beat zstd (18.8 vs.
20.6) when cascading on Dictionary and RLE.

We would like to stress that the key idea behind ALP is to design for vectorized execution; it
led us to analyze and uncover unexploited opportunities from a vector perspective in a
variety of datasets. Vectorized execution reduces computational cost (reducing loop-,
function call-, and load/store-overhead), brings out the best in compilers (vectorized code
triggers loop-centered optimizations including auto-vectorization), but also amortizes
storage (parameters such as exponent are stored once per-vector instead of per-value), allows
for per-vector adaptivity without reducing performance due to branch-mispredictions (as

2https://en.wikipedia.org/wiki/Bfloat16_floating-point_format
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happens in per-value adaptivity in e.g., the Chimp variants), and can take advantage of

in-vector data commonalities.
As for future work, we think that the implementation of ALP on massively parallel hardware
such as GPUs and TPUs could be fruitful.
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DATA-PARALLELIZED ENCODINGS
oN GPU

We show that compression can be a win-win for GPU data processing: it not only allows to
store more data in GPU global memory, but can also accelerate data processing. We show
that the complete redesign of compressed columnar storage in FastLanes, with its fully
data-parallel bit-packing and encodings, also benefits GPU hardware. We micro-benchmark
the performance of FastLanes on two GPU architectures (Nvidia T4 and V100) and integrate
FastLanes in the Crystal GPU query processing prototype. Our experiments show that
FastLanes decompression significantly outperforms previous decompression methods in
micro-benchmarks, and can make end-to-end SSB queries up to twice faster compared to
uncompressed query processing — in contrast to previous work where GPU decompression
caused execution to slow down. We further discovered that an access granularity of
decoding vectors of 1024 values is too large for a single GPU warp due to register pressure.
We mitigate this here using mini-vectors — a future work question is how to further reduce
this granularity with minimal impact on efficiency.
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Figure 4.1: Three different ways of decompressing data on the GPU. Left shows that decompressing into global
memory (as typically done in GPU decompression) can cause very high memory bandwidth consumption. The
middle shows how vectorized decompression avoids spilling back to global memory, by directly processing the
decoded data. The rightmost shows how the pressure on GPU registers and shared memory (cache) can be reduced,
by (i) reducing the decoding batch size, and (ii) by decoding into thin (<32-bit) data types.

4.1 INTRODUCTION

The FastLanes project! is working towards a new analytical data format to better suit modern
workloads and modern hardware. In the first chapter on FastLanes, that describes its novel
and completely data-parallel columnar encodings, we showed its very high performance
using data-parallel SIMD instructions on CPUs [128].

In this chapter, we evaluate and optimize FastLanes decompression on GPUs. In the past
decades there has been a lot of research on database processing on GPUs and also numerous
start-ups; but database workloads have not migrated to GPUs yet; instead, a flood of ML
workloads have propelled GPUs to center stage in data centers. These workloads consume a
steady stream of data in ML training and inferencing, producing a growing call for data
formats that are compatible and performant on both CPUs and GPUs [129].

Data formats that are now ubiquitous in data lakes, such as Parquet and ORC, were originally
designed for use on CPUs [129]. While these formats harbor multiple good ideas (schemas,
statistics, columnar storage, compression, vectorized decoding) they have limitations that
hurt GPUs; particularly the fact that their column encodings do not compress data enough,
and therefore their data-pages are further compressed with general-purpose block-based
schemes (gzip, zstd, 1z4 or snappy), which are GPU-unfriendly.

Data compression is an attractive proposition for GPUs: they typically have smaller RAM
("global memory") than the host CPU machine, such that storing compressed data alleviates
a capacity bottleneck. Further, data is moved into the GPU over the PCle bus, so having to
move less data thanks to compression helps to reduce that bottleneck. But this hinges on the
capability of the GPU to efficiently decompress the data, ideally incrementally, when it is
processed. As the left picture in Figure 1 shows, however, block-based compression operates

!'github.com/cwida/FastLanes
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on a coarse granularity that is too large to fit into the shared memory (the on-die GPU
cache), whose size is typically just tens of KB, shared among 32 threads. Note that e.g.
parquet-mr typically creates pages of 1MB, that get (de)compressed as one block, which
exceed this size. This means that the uncompressed result of decompression must spill back
to GPU global memory, significantly increasing the memory bandwidth usage inside the
GPU, because the decompressed data is much larger than the compressed data. In the
depicted example, when a compressed column that takes 3 bits per value, is decompressed
into the standard 32-bit integer that GPUs manipulate; this will transfer in total 22x the
compressed bandwidth (3+32bits for decompressing, plus 32bits upon use). There are three
problems here: (i) decompression algorithms like 1z4 are essentially sequential (have many
control- and data-dependencies) and therefore run inefficiently on GPUs (ii) materializing
buffers of uncompressed data in global memory as depicted, wastes scarce global memory
capacity. (iii) transferring uncompressed data for processing (here SUM) into GPU kernels,
can make these bandwidth-bound.

In FastLanes we pursue cascading (recursive) application of column encodings (FOR,
DELTA, RLE, DICT) to remove the need for general-purpose compression like 1z4 for
getting good compression ratios [130]. FastLanes encodings are fully data-parallel, even
eliminating the sequential dependencies that are normally present in DELTA decoding and
RLE. This data-parallelism works great on CPU SIMD instructions but conceptually also fit
the SIMT GPU model, where 32 threads that make up a warp and execute the same
instructions in lockstep; without any data-dependencies between the threads. FastLanes
stores data in 1024-value vectors, where 32 or more adjacent values can be decompressed
completely independently of each other. We propose the integration of FastLanes decoding
in GPU data processing as depicted in the middle of Figure 1 using vectorized
decompression: decompression as the first step of data processing, where one vector of data
is decompressed into registers or shared memory and is directly consumed from there,
without spilling back to global memory.

In this chapter, we show that FLS-GPU decompressing a vector of 1024 values can easily be
too coarse-grained for GPUs. If each of the 32 threads in a warp decodes 32 values, these
should be stored in GPU registers or shared memory, in order not to spill into GPU global
memory. However, depending on the GPU architecture, this can already be close to the
average available registers per thread (see last row of Table 4.3). Worse, the consuming data
processing task (like a database query, or ML inferencing) typically needs multiple columns,
which increases memory pressure on registers and shared memory — which may also hold
e.g. lookup-tables. This then causes GPU register spilling, leading to increased memory
latency and/or a reduction of scheduled tasks, leading to GPU under-utilization. Therefore,
we developed GPU-specific optimizations (FLS-GPU-opt) that reduce register and shared
memory pressure. Key ideas are: (i) dividing a vector into mini-vectors and decompressing
mini-vector at-a-time; (ii) thinking beyond the standard 32-bits GPU data type and
simulating smaller data types; thus considering 16- and 8-bits data widths. We (iii) also
increased the block-width from 32 to 128 or even 256 in order to reduce scheduling overhead.

Our main contributions in this chapter are:

¢ Generating and Micro-benchmarking FLS-GPU code. We use a code generator to
generate the C++ FastLanes CPU encoding and decoding methods for all relevant
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bit-widths statically at compile-time. This code generator was extended such that it
can generate CUDA code. We show that FLS-GPU outperforms the current
state-of-the-art GPU decompression algorithms GPU-FOR and GPU-DFOR by
performing micro-benchmarks where we decompress into global memory, shared
memory and GPU registers.

* Integrating and Optimizing FastLanes in Crystal. Further, FastLanes bit-unpacking
is integrated into Crystal [131]. To increase performance we tested compressed
execution, partitioning 1024-tuple vectors into mini-vectors, increasing the block size,
and the sorting of columns to simulate RLE and obtain a better compression ratio.
These optimizations enable to release pressure from registers and shared memory, and
are ultimately combined with optimizations proposed by Crystal-opt [132].

Outline. First, we discuss Crystal, Crystal-opt and Tile-based decompression: the fastest
state-of-the-art GPU academic database systems and decompression scheme respectively.
We also summarize the FastLanes layout that uses interleaved bit-packing and the
transposed layout to eliminate dependencies from the DELTA and RLE encodings. Then,
we discuss how we adapted FastLanes to be compatible with GPUs and we propose
optimizations to improve the performance of FastLanes on Crystal. Lastly, we discuss the
obtained results and share our findings and ideas for future work to further optimize
FastLanes for GPU-based data processing.

4.2 BACKGROUND

In this section, we shortly explain the GPU memory hierarchy and basic principles of CUDA.
In addition, the lightweight compression (LWC) algorithms used by FastLanes are briefly
explained, along with an explanation of the intrinsics of FastLanes en/decoding.

4.2.1 GPU PROGRAMMING

In this chapter we use CUDA for programming the GPU [133]. CUDA only works for
NVIDIA hardware, so in an increasing heterogeneous hardware landscape, a more portable
API such as Vulkan [134] could be considered. However, CUDA offers a more mature
toolchain and higher-level programming model; hence we use it for this initial study of
FastLanes on GPUs.

CUDA splits the written code in two parts: the device code, used to program the GPUs itself,
and the host code, which is CPU code. The host code takes care of initialization and
launching of the kernels in the program and allocating memory regions. The device code is
written as a sequential program, thus for a single thread, but executed for multiple threads at
once, a model known as Single-Instruction-Multiple-Threads (SIMT). CUDA virtualizes
physical hardware. A thread block in CUDA is a virtualized streaming multiprocessor (SM).
It is typically recommended to use at least 128 threads in a block, to limit scheduling
overhead.

Each SM contains cores, a register file, a warp scheduler, data caches, instruction buffers and
texture units. A SM can therefore be considered a whole machine on itself. Thread blocks
are launched on a single SM and are independent of each other, meaning that they run to
completion without preemption. A thread itself is a virtualized scalar processor which
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contains its own registers. Threads are grouped into warps, which is the basic unit of
execution for a single SM. A warp is a unit that consists of 32 threads that all run concurrently
on a SM. All threads in a warp execute the same instruction when running a kernel. If the
kernel contains branches (if-then-else), thread divergence can occur if some threads take the
if- and other the else-branch. The threads must execute all instructions in lock-step, but the
instructions off the chosen paths become no-ops. This also affects while-loops: all threads
execute as long as the longest loop in the warp.

The memory hierarchy of a GPU differs significantly from the CPU memory hierarchy. In
the memory hierarchy of the GPU, each thread contains its own 32-bit registers. Next to the
amount of registers per thread, each thread contains its own local memory (1mem). Lmem is
not really a memory — its bytes are stored in the GPU main memory (global memory). The
name local memory refers to the memory where registers and other data from a thread is
spilled, when e.g. a thread exceeds the register limit. The main differences between 1lmem
and global memory however are (1) stores are always cached in L1 cache and (2) addressing
is resolved by the compiler itself. If the L1 cache is full, a line gets evicted to L2 cache or
DRAM. In this case, a store incurs multiple writes.

Each thread block contains its own shared memory which functions as a programmable L1
cache of usually a few tens of KB. Shared memory thus stores data which is accessible for
all threads within a thread block and gets wiped when a new block is executed.

Unlike the L1 cache, the L2 cache is shared among all SMs. There is global memory, which
is accessible to any thread at all times. Global memory is the main memory where data is
stored when loaded from the CPU into the GPU. The bandwidth to the GPU is typically a
few factors higher than main memory attached to a CPU (often using HBM technology).
Data is transferred using wide cache-lines (typically 128 bytes), and best access is achieved
if the threads in a warp load adjacent data (coalesced memory access).

Transferring data, and communication between host (CPU) and device (GPU) in general,
happens via the PCI/e bus. However, such I/O should be minimized where possible as the
PCl/e bandwidth is much lower than global memory bandwidth.

4.2.2 LiGHTWEIGHT COMPRESSION USING FASTLANES

This section explains state-of-the art approaches of different lightweight compression
schemes on the GPU. In addition, it explains how FastLanes internally works to provide
efficient en/de-codings for these lightweight schemes.

Common Lightweight Compression Methods. Analytical database systems make
extensive use of compression to reduce memory footprint when storing and accessing data.
However, general-purpose compression methods such as Snappy or LZ4 are computationally
expensive for decompression at runtime. Therefore, lightweight compression methods or
encodings such as Bit-packing, DICT, DELTA and Run-Length Encoding (RLE) are
typically used as a first step. Exploiting the fact that the the actual domain of data stored
close together is often much smaller than what their data type can represent, Bit-packing
allows to represent larger data types in fewer bits. It is typically the lowest-level encoding
applied to stored data. The other encodings work on top of bit-packing. DICT uses a
dictionary, holding unique values, and represents the original data as (bit-packed) integer
codes, which are positions in this dictionary. DELTA encoding exploits value locality, by
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only storing the (bit-packed) difference between subsequent values. Note that during DELTA
decoding subsequent values are dependent on its predecessor (a data dependency). RLE
encoding, finally, is particularly effective on sorted data with lots of repeating values. It
encodes the repeating values in so-called run-1lengths. Note that decoding RLE requires a
loop over the run-length, which on GPUs can lead to thread divergence .

S: Number of SIMD lanes in a 1024 bit SIMD register = 1024/T
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Figure 4.2: FastLanes bit-packs a vector by interleaving its values (vector positions in black below) over many lanes;
in this example 128 lanes of 8-bits [128]. On GPUs this leads to all threads in a warp accessing directly adjacent
lane data, which is the optimal memory access pattern.

FastLanes. FastLanes is an open-source library that provides lightweight encodings, in a
fully data-parallel manner. Even though its CPU source code is scalar, this property allows
compilers to auto-vectorize it into SIMD instructions, such as AVX512 on AMD and Intel,
and NEON or SVE on ARM. SIMD instruction on CPUs can execute an operation on
multiple data items, stored adjacently in 8-, 16, 32- or 64-bit lanes, in one instruction.

The first step in decoding is un-packing densely packed bits into 8-, 16-, 32- or 64-bits
(byte-addressable) integers. Standard bit-packing schemes, however, pack bits of adjacent
values tightly together right after each other. In principle, SIMD instructions can perfectly
support bit (un)packing as they support the required operations (AND, OR, SHIFT). The
problem here is that to produce the original value sequence with SIMD instructions, adjacent
values will reside in the same SIMD lane. To avoid this, interleaved bit-packing distributes
subsequent values round-robin over subsequent lanes. Thus, a data-parallel unpacking
kernel can produce subsequent values from subsequent lanes, without needing (expensive)
inter-lane data transfers.

After values have been bit-unpacked; they can be decoded using lightweight schemes like
DICT, RLE and DELTA. The latter two schemes have proven challenging for SIMD
instruction sets, because of the sequential dependencies in DELTA and the loops required to
decode RLE (SIMD does not support loops). For example, if we encode a column of [1, 2, 3,
4, 5]into [1, 1, 1, 1, 1] using DELTA, we can only restore the original values if we know the
predecessors of the value that we want to decode. To tackle this issue, FastLanes proposes
the Unified Transposed Layout that removes the data dependency by using a special
permuted order for the 1024 tuples in a vector (Figure 4.3 shows a simplified permuted order
for 16 tuples). Thanks to this, every lane produces independent running sums to perform
DELTA decoding. FastLanes further maps RLE coding to DELTA coding, to also make
RLE fully data-parallel [128].



4.3 RELATED WORK 77

74 55|41 25
12| 8 | 4 0
2o S S
2
\ A 4 * v :=_2_| v Vv ¥
1 66 | 3/1,2|5|1|0 0 5/{0/0|0|0
1511\ 7 3 |14 |10 6 2 | 13| 9 5 11|12 8 4 0
A A T A 3:=_3_| A A T A 1:=_1_|
=3 =

Figure 4.3: Transposed Layout of a 16-value vector for making DELTA decoding data-parallel[128]. Starting with a
base stored in a header (yellow), DELTA has to sum up all differences, a sequential task. By storing multiple bases,
and reordering the tuples in vector (small below numbers are positions) we can now execute this with four 4-way
SIMD additions. The FastLanes layout (that stores 1024 values, not 16) provides enough parallelism to let all GPU
threads in a warp do completely independent sums.

By removing all data dependencies, FastLanes achieves ultra-high performance [128]: up to
60 values per CPU cycle single-threaded. We think this is important, because in the
vectorized decompression model, most of the computational time should go in the data
processing (i.e. database query processing, or machine learning), and only a minority in
decompressing, if we want to alleviate a memory bottleneck and make data processing faster.
Ultra-fast decoding also facilitates our move towards cascading column encodings; that
implies multiple decoding kernels are invoked per column — this otherwise could become
expensive. As an example of cascading encoding, the thin integer codes arrays used in DICT,
as well as its dictionary array can be further encoded, e.g. using RLE or DELTA. The work
in BtrBlocks [130], which does not use data-parallel encodings, has established that
cascading lightweight encodings can achieve compression ratio’s comparable to Parquet
with LZ4. In ongoing work on FastLanes, that adopts cascading encoding, we have
confirmed this finding.

4.3 RELATED WORK

There has been only a modest amount of research into compression schemes for GPU-based
database systems. Fang et al. [135] implement nine compression schemes suitable for the
GPU. These schemes are divided between main schemes and auxiliary schemes. These
schemes include null-surpression (NS) of fixed and variable length, DICT, bitmap and RLE.
Auxiliary schemes include FOR, DELTA, SEP and SCALE. Shanbhag et al. [136] propose
GPU-FOR, GPU-DFOR, and GPU-RFOR where the latter two do respective DELTA and
RLE. None of the previous GPU compression schemes [135—-137] has changed the value
order (i.e. interleaving or transposing) to make decompression data-parallel.

Crystal. [131] is the current state-of-the-art academic GPU-based query processing
prototype [132]. It consists of hard-coded CUDA kernels implementing each of the SSB
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benchmark queries [138]. To benefit from the parallelism provided by GPUs, Crystal adopts
a tile-based execution model. Here, a Tile consisting of 128 tuples is the basic a unit of
execution and is processed as a whole in a single thread block, which in its turn is partitioned
by the GPU into warps. Processing at the granularity of tiles aligns with the 128-byte GPU
cache lines and leads to reduced cache misses and coalesced memory accesses. Before
performing any operations, a tile of 128 values is loaded directly into the available registers
of each thread. Loading a tile enables coalesced memory access and loading into registers
avoids an extra pass to shared and global memory. Crystal is not a production system, since
all queries are hand-written. Other significant limitations are e.g. hard-coded parameters for
hash tables and the lack of support for data types other than 32-bits integers.

Crystal-opt. The authors in [132] pointed out that Crystal is memory-bound, and there is
room for improvement. Crystal (i)) loads unnecessary data from DRAM fif filter predicates
are selective and (ii) it bypasses the L1 cache which could be exploited for operating on
intermediate results [132]. In Crystal-opt, query performance is improved roughly 2x,
making it currently the fastest GPU-based query execution prototype for SSB queries. The
first optimization is predicated loads (PredLoad, essentially predicate push-down) that avoid
loading tuples from global memory that are already disqualified by a predicate. While such
an if-then-else test introduces GPU thread divergence, doing so for avoiding unnecessary
loads is a good trade-off. A somewhat less important optimization is to check whether an
entire tile has no more qualifying tuples. This is only beneficial if all threads in a warp can
be terminated early (a quite rare phenomenon). A second optimization to disable L1 cache
bypass on certain queries (manually), for those queries that profit from this (a manually
tuned decision).

Tile-Based Decompression. [136] introduced tile-based decompression to reduce memory
bandwidth consumption in Crystal data scans. Three new compression schemes are
introduced, based on the tile-based execution model that combine bit-packing and FOR:
GPU-FOR, GPU-DFOR and GPU-RFOR. The latter two denote DELTA and RLE,
respectively. Bit-unpacking in tile-based compression is a generic function that has bit-width
as a parameter. For any tuple, it loads two values, computes two shifts and two AND-masks
to apply to these values, and OR-s them together; which is a worst-case approach in terms of
bit-unpacking. In contrast, a typical CPU-based vectorized bit-unpacking function would be
templated by bit-width (rather than receive it as a dynamic parameter) and internally contain
a series of hard-coded LOAD-SHIFT-AND-STORE instructions (with occasional OR work,
only applied to those bit-sequences that cross a word boundary) to unpack all tuples in a
vector — which is computationally much more efficient than computing the shift amounts and
the masks for each tuple and always doing an OR. The authors argue that GPU
decompression is bandwidth-bound and thus such computational expense is of no
importance; an argument that in our view is only correct when compressing back into global
memory (leftmost Figure 1, which we recommend not to do). The Tile-Based
micro-benchmarks in [136] are decompressing into global memory — in this chapter we
re-do those micro-benchmarks using the alternatives of decompressing into registers and
into shared memory - where the query processor directly consumes it (middle of Figure 1:
vectorized decompression). Finally, the end-to-end SSB results reported in [136] are 35%
slower than running Crystal on uncompressed data; which is explained as something that
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should be expected — however this chapter shows that SSB queries can get faster thanks to
compression. This comes in addition to the compression benefit of being able to store 2-4x
more data in GPU memory (and a reduction of the PCle bottleneck when data is moved into
the GPU).

4.4 FAsTLANES oN GPU

In this section, we explain our first implementation of FastLanes on the GPU, which is
available in our GitHub repository?. Moreover, we perform micro-benchmarks to test three
different approaches (global-to-global, global-to-shared and global-to-registers) to determine
which approach minimizes latency when decompressing data into memory.

4.4.1 INITIAL IMPLEMENTATION

FastLanes for CPUs leans into the Single Instruction Multiple Data (SIMD) capabilities of
CPUs to decode multiple values in one pass. GPUs, however, are based on the SIMT model.
To exploit the SIMT parallelism provided by GPUs, we assign a vector of 1024 values to a
block. Since we assign one warp per block, every thread in a warp decodes 32 values and
thus functions as a so-called lane in FastLanes. This means that at least 32 values are
decoded in parallel in every step within a warp, when decoded into 32-bit integers. Thanks
to use of interleaved bit-packing, this leads to coalesced memory access. Decoding into
1024 32-bits values still fits in GPU registers. We note that GPU systems so far focus on
32-bits data processing, since this is the native data type for GPUs. However, FastLanes has
the capability of achieving data-parallelism using scalar instructions, i.e., it can use 32-bits
instructions to decode 4x8bit and 2x16bit lanes per GPU thread. This capability can be used
in GPUs to decode into thinner data-types than 32-bits, reducing GPU shared memory and
register pressure; while at the same time performing 2x or 4x more operations per
instruction.

4.4.2 MICRO-BENCHMARKS

We use two different GPUs for our benchmarks: the Tesla T4 and Volta V100, from which
the exact specifications are shown in Table 4.3. We benchmark both FastLanes Bitpacking
(FLS-BP) and FastLanes DELTA (FLS-DELTA) using C++20, nvcc and CUDA 12.3 for the
implementation.

Measured execution time. In the micro-benchmarks we measure the execution from the
moment the data is loaded into global Memory of the SM. Loading data from and to the
CPU is thus not taken into account. Therefore, the PCl/e bandwidth is not a bottleneck in
any of the experiments. The measured time is thus from the time the kernel is executed, until
the execution is finished and the final results are written back to global memory. To measure
the execution time per kernel we make use of the Nvidia Nsight Compute CLI (ncu).

Global-to-Global Memory. The global-to-global scenario of this experiment is depicted
leftmost in Figure 4.1. A block or vector of compressed data is fetched from global memory.
It then is decompressed by using bit-unpacking or GPU-FOR decompression, and the

2https://github.com/cwida/FastLanesGPU
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Table 4.1: global-to-global decoding 3 to 32 bits (256M values)

GPU GPU-FOR FLS-BP GPU-DFOR FLS-DELTA

T4 7.80 ms 5.89 ms 12.36 ms 6.05 ms
V100 1.60 ms 1.60 ms 1.77 ms 1.64 ms

Table 4.2: global-to-shared decoding of 3 to 32 bits (256M values)

GPU GPU-FOR FLS-BP GPU-DFOR FLS-DELTA

T4 10.02 ms 2.42 ms 14.63 ms 4.16 ms
V100 1.22 ms 0.44 ms 1.90 ms 0.63 ms

decompressed data (1GB) is directly written back to global memory. We repeat this
experiment for every bit-width between 1 and 32. We bypass the L1 cache and make no use
of shared memory, but store the results directly in global memory. The results in Table 4.1
show that on the Tesla T4, FastLanes outperforms Tile-based for both bit-unpacking
(GPU-FOR vs FLS-BP) and DELTA decoding (GPU-DFOR vs FLS-DELTA). On the V100,
both FastLanes and Tile-based are memory bandwidth bound, hence they have an exactly
similar execution time.

Global-to-Shared Memory and SUM. We now fetch compressed data from global memory,
decompress the data to shared memory, and directly perform a SUM on the decompressed
data (middle of Figure 4.1). This aggregation is necessary to prevent the CUDA compiler
from optimizing away all computation. The result of this local aggregation in shared
memory is then written again to global memory, such that the aggregation value persists
between the execution of multiple blocks. This avoids two passes to global memory: first
decompressing and writing the data to global memory and then, when decompressing is
finished and all data is stored, fetching this data again from global memory to perform any
operations on the decompressed data.

Performing a “simple” aggregation now includes (1) an explicit allocation of shared memory
for every block and (2) an aggregation in each thread in the corresponding thread block and a
write to global memory for each block that is executed. Explicitly using shared memory
incurs overhead, especially for Tile-Based, since it otherwise only uses GPU registers.
However, if one stores intermediate results in registers (which is thread-local memory), this
intermediate result is not accessible by other threads. The aggregation in Tile-Based
ultimately requires 128 threads to each aggregate 4 values, which incurs 128 writes per 512
values to store the temporary result in shared memory. Finally, the final aggregation is
written back to global memory.

For FastLanes, global-to-shared works by decoding a vector of 1024 values using one warp,
such that each of the 32 threads decodes and directly aggregates 32 values. This results into
32 writes for the intermediate result into shared memory and one write to global memory for
each 1024 values. By avoiding to write the large uncompressed (32-bits) results back to
global memory, all kernels are now compute-bound. This reveals that FastLanes indeed is
computationally faster than Tile-based compression. A somewhat unexpected result on T4 is
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Table 4.3: Specifications for Tesla T4 and Tesla V100 GPUs

Model T4 V100
Memory 16GB 16GB
Memory Bandwidth | 320.0 GB/s | 900.0 GB/s
L1 size (per SM) 96 KB 128 KB
L2 size 6 MB 6 MB
SM count 40 80
Max. Warps/SM 32 64
Max. Blocks/SM 16 32
Max. Threads/SM 1024 2048
Max. 32-bit reg/SM 65536 65536
Avg. registers/thread 64 32
Max. registers/thread 255 255

Table 4.4: global-to-shared memory + SUM with varying bit-width for Tile-based (GPU-FOR) and FastLanes
(FLS-BP)

GPU-FOR FLS-BP
Bits T4 V100 T4 V100

1 10.09ms 121ms 234ms 0.435ms
10.02ms 1.22ms 242ms 0.434 ms
10.09ms 1.22ms 245ms 0.436 ms
10.14ms 1.23ms 2.60ms 0.437 ms

oo A~ W

that the Tile-Based kernels are in fact slower than in the global-to-global benchmarks for
GPU-FOR and similar behavior is observed for GPU-DFOR on the V100 (1.77 vs 1.90 ms),
which is depicted in Table 4.2. This increase in compute can be attributed to the fact that
including a SUM is computationally intensive, and since GPU-DFOR seems compute bound
instead of memory bandwidth bound on both T4 and V100, this leads to deteriorating
performance on both GPUs.

In Table 4.4 we confirm that FastLanes is consistently 3-5x faster than Tile-Based in
global-to-shared decoding, for various bit-widths. Its kernels are compute-bound, as they
only read compressed data, and the execution time increases by adding an aggregation.
Increasing the data volume does not affect performance.

Global-to-Register. A third option is to directly store the output of the decompression in
GPU registers, as opposed to shared memory. In CUDA, scalar variables are stored in
registers by default by the compiler. Figure 4.4 shows the performance of FLS-BP for all
bit-widths (1-32), using all three approaches. The red line models what we think is the
computational cost of global-to-register. The solid black line (overall global-to-register time)
follows this line for lower bit-widths, but starts to follow a linearly increasing line that we
attribute to read cost from global memory. Note that the shared memory in V100 appears
faster than on T4 as its line is completely identical on V100 with global-to-register.
Global-to-global is at a constant distance from the read-cost, due to its additional cost for




82 4 DaTA-PARALLELIZED ENcoDINGS oN GPU

10
— Register --. Shared ... Global . ...

[ R R i
E |
: 6 ..............................................
B
‘a | M
= )
A R R
o 2

0

0 5 s L i : 30
(a) Performance on T4
3.0

N
S}

N
o

Duration (ms)

o
33}

o
o

25 30

o
(&

10 15 20
(b) Performance on V100

Figure 4.4: Micro-benchmarks for FastLanes unpacking into 32-bits values. X-axis is the bit-width of the
compressed column (256M values). The red horizontal line is estimated computational cost of unpacking. The solid
black line (global-to-shared) shows the impact of read-bandwidth; the dotted line the impact of write-bandwidth
(global-to-global).

writing 1GB of data to global memory, which on V100 corresponds to the read-cost
measured at 32-bits.

Measuring Compute. For the next micro-benchmarks, where we aim to measure the "raw"
compute, we repeat the procedure described at the global-to-global memory benchmarks
with one modification: we write nothing back to global memory. However, if we write
nothing back to global memory the compiler optimizes everything away. Therefore, we trick
the compiler by implementing an if statement containing a STORE, which has an almost
100% probability to evaluate to false. Now, we are able to measure the compute with
increased precision. Note that the latency of fetching the compressed data from global
memory is still included in the execution time.

The results in Table 4.5 indicate that FLS-BP is around 3-4x faster compared to GPU-FOR,
and FLS-DELTA is around 4-5x faster then GPU-DFOR on a T4. On the V100, this
difference is around 2x for FLS-BP and GPU-FOR, and 3x for FLS-DELTA and
GPU-DFOR (Table 4.6). Also, on T4, FLS-BP is 2-3x faster then FLS-DELTA in terms of
compute, and the same phenomenon occurs for GPU-FOR and GPU-DFOR. For V100, the
difference for FLS-BP and FLS-DELTA is minimal, indicating that it is close to the
minimum compute. GPU-FOR is around 2x as fast compared to GPU-DFOR on V100.
Remarkably, in the global-to-global memory benchmarks the execution times of FLS-BP
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Table 4.5: Measuring compute — thus no writes to global memory. Decoding of 3 to 32 bits (256M values) on
Tesla T4. Compute is the "raw" compute of each method, including fetching compressed data from global memory.
To-global are the values for T4 reported in Table 4.1, to highlight the difference with- and without writing back to
global memory

GPU-FOR FLS-BP GPU-DFOR FLS-DELTA

compute 3.48 ms 0.98 ms 10.70 ms 2.49 ms
to-global 7.80 ms 5.89 ms 12.36 ms 6.05 ms

Table 4.6: Measuring compute — thus no writes to global memory. Decoding of 3 to 32 bits (256M values) on V100
GPU. Compute is the "raw" compute of each method, including fetching compressed data from global memory.
To-global are the values for V100 reported in Table 4.1, to highlight the difference with- and without writing back to
global memory

GPU-FOR FLS-BP GPU-DFOR FLS-DELTA

compute 0.86 ms 0.43 ms 1.58 ms 0.45 ms
to-global 1.60 ms 1.60 ms 1.77 ms 1.64 ms

and FLS-DELTA are very similar. An explanation for the smaller difference between
global-to-global and solely compute for FLS-DELTA and GPU-DFOR is that the increased
compute hides the write latency to global memory.

Investigating Occupancy. To explore whether we can further optimize FLS-BP
global-to-shared and FLS-DELTA global-to-shared, we investigate the GPU utilization. We
found that both FLS-BP and FLS-DELTA suffer from low occupancies compared to
Tile-Based (Table 4.7). In addition, for both FLS-BP and FLS-DELTA the occupancy on
V100 is structurally lower.

The lower occupancy on V100 can attributed to the fact that for both T4 and V100 GPUs
there are 64k 32-bit registers available per SM, even though V100 provides double the
amount of maximum active threads per SM (Table 4.3). As a consequence, software
employed on the V100 suffers from high register pressure. Compiling with ptxas=-v
shows that FLS-BP uses at most 64 registers per thread. This leads to at most 64K/64 1024
active threads; which equals the maximum amount of 1024 active threads per SM on T4
(Table 4.3). On V100, this is below the maximum amount of 2048; which already leads to a
lower occupancy. This phenomenon is also visible in Table 4.7. However, the occupancy is
below 50% in all cases. This means that there are other factors that attribute to the low
occupancy. These are (i) there are too little blocks or warps launched per SM and (ii) the
required amount of shared memory per block is too high.

Block Size. We benchmark different configurations for FLS-BP global-to-shared, to
investigate whether increasing block size improves the occupancy reported in Table 4.7.
However, Table 4.8 shows that although the execution time increases slightly for a block size
of 64, which is probably due to the reduction of scheduling overhead, both the theoretical
and achieved occupancy gradually decrease. The decrease of occupancy can be attributed to
the fact that we configure around 65kb (as pointed out by ncu) of shared memory at our
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Table 4.7: Occupancy reported by ncu of both FastLanes and Tile-Based for bit-unpacking of 3 bits and DELTA
decoding. T indicates the maximum theoretical occupancy of this configuration, A indicates the achieved occupancy
during execution.

Method T4 T T4A VI00T V100A
GPU-FOR 100%  94.16%  100%  93.99%
FLS-BP 46.88% 44.67% 34.38% 16.09%

GPU-DFOR 100%  9594%  100%  96.15%
FLS-DELTA 21.88% 20.75% 17.19% 16.04%

Table 4.8: Micro-benchmarks for different configurations when decompressing 3 bits using FLS-BP. Both timing
and occupancy are reported. Occupancy T indicates theoretical occupancy, Occupancy A indicates achieved

n occupancy. Experiments are done on Tesla T4.

Configuration Exec. time Occupancy T Occupancy A

<32, 32> 2.42 ms 46.88% 44.67%
<64, 32> 2.24 ms 40.81% 43.75%
<128, 32> 2.33 ms 37.50% 34.63%
<256, 32> 3.49 ms 25.00% 24.63%

initial launch configuration for FLS-BP global-to-shared. This implies that it is not possible
to achieve a higher occupancy in our current implementation since we are limited by the
required amount of shared memory per block. It is therefore more favorable to use the
global-to-register approach, where shared memory usage will not become a bottleneck for
bit-unpacking.

4.5 FAsTLANES ON CRYSTAL

Our basic implementation of FastLanes on Crystal is referred to as FLS-GPU. In FLS-GPU
we integrate FastLanes with Crystal using vectorized decompression (shown in the second
scenario of Figure 4.1), where we decode the 1024 values using a block consisting of 32
threads, i.e. a single warp, such that each thread decodes 32 values. This approach is similar
FastLanes on CPUs and is thus trivial as a basic implementation. Crystal however uses
registers to store in-flight data. Relying on registers can be tricky, since the programmer
does not have explicit control over the placement of data into registers. To guarantee that
data resides in registers Crystal processes only 4 values per thread. Each thread in a warp
can operate on at least 32 32-bit registers on a V100 GPU, which means that registers can be
used for up to % — 1 7 columns in Crystal without a performance penalty.

When integrating FastLanes in Crystal, we choose to follow a similar approach which
resembles the global-to-register approach explained in section 4.4. This is more beneficial
since (i) profiling indicates that the occupancy is inevitably low due to shared memory usage
being a limiting factor for the global-to-shared version of FLS-BP and (ii) the
micro-benchmarks in Figure 4.4 show that the global-to-register approach is the most
performant for data that is bit-packed in small bit-widths.
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Figure 4.5: End-to-end SSB query execution times (SF10) on Tesla T4. Naive FLS-GPU significantly improves
Q1.1 and generally performs better than Tile-Based decompression. Compared to Crystal however, there is still a
performance penalty.

End-to-end benchmarks. We now benchmark the integration of FastLanes
(de)compression in end-to-end queries, for which we use the Star Schema Benchmark (SSB)
[138] queries implemented in Crystal [131]. SSB is a modified form of the TPC-H
benchmark. Alongside integrating FastLanes in Crystal, we compare the benchmark
results against Crystal-opt [132] and Tile-based decompression integrated in Crystal as
reported in [136]. We only benchmark a single query from each different query family
(Q1.*%, Q2.*%, Q3.* and Q4.* resp.), such that we can compare the performance among
different types of queries within SSB. We chose to benchmark a scale-factor of 10 since this
will fit as a whole in global memory.

Figure 4.5 shows that for all queries, FLS-GPU performs better compared to Tile-Based.
However, except for Q1.1, FLS-GPU performs worse than baseline Crystal. This is because
FLS-GPU incurs extra operations for decompression, and its naive approach of unpacking 32
values per thread with a maximum of 1024 values per block leads does not leverage the
parallelism provided by GPUs.

Another unexpected result is the difference in behavior of FLS-GPU on the V100 and T4 as
observed in figure 4.5 and figure 4.6. In fact, on T4, FLS-GPU performs significantly better
than Tile-Based for all queries. On V100, however, Tile-Based outperforms FLS-GPU on
Q3.1 and Q4.1. To find an explanation for this behavior we investigate whether register
spilling or low occupancy cause this low performance. Specifically occupancy might be
problematic, since Table 4.7 already indicated very low occupancy rates for FLS-BP and
FLS-DELTA on a V100 GPU — which negatively affects performance.

Register Spilling. FLS-GPU unpacks 1024 values at a time, putting high pressure on
registers. Therefore, a possible cause of slowdown for FLS-GPU is register spilling. If the
spill is significant and the caches are full, this can cause a high slowdown (explained in
section 4.2.1). To determine if spilling occurs at compile time, we compile the queries with
the ‘-ptxas-options=-v’ flag. We found that no register spilling occurs at compile time
for both FLS-GPU and Tile-Based. However, for some queries, such as Q3.1 and Q4.1,
which includes large hash tables and multiple columns, FLS-GPU assigns up to 226 registers
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Figure 4.6: End-to-end SSB query execution times (SF10) on NVIDIA V100. Naive FLS-GPU still improves Q1.1
but generally performs worse compared to both Tile-Based decompression and Crystal.
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Table 4.9: Occupancy for Q1.1, Q2.1, Q3.1 and Q4.1 using FLS-GPU. Both theoretical occupancy (0-T) and
achieved occupancy (0-A) are reported for both T4 and V100 GPUs.

Query O-TT4 O-AT4 O-TV10O0 O-A V100

QlL.1  50.00% 49.07% 37.50% 36.39%
Q2.1  50.00%  48.54% 25.00% 24.32%
Q3.1  25.00%  24.50% 12.50% 12.11%
Q4.1  25.00% 24.67% 12.50% 12.17%

per thread. This high amount of registers limits the number of threads (and thus warps) we
can execute concurrently on a SM, slowing down performance. Due to the high amount of
registers per thread, we obtain a low occupancy of 25% and even 12.50% for both queries on
T4 and V100 respectively (Table 4.9).

Low Occupancy. Increasing the occupancy will, in most cases, lead to better performance.
In its current form, FLS-GPU can only reach 50% of occupancy (Table 4.7 and Table 4.9),
since it assigns only 32 threads, i.e. one warp, to a single block. Since the block limits on T4
and V100 are 16 and 32 with corresponding warp limits of 32 and 64 respectively, the
highest theoretical occupancy we can achieve is 50% — assuming that register and shared
memory usage are no limiting factors. On V100, where there are on average only 32
registers per thread available (Table 4.3), we only reach a very low theoretical occupancy of
12.50% for Q3.1 and Q4.1. This low occupancy explains the bad performance of FLS-GPU
compared to Tile-Based on V100. To increase both theoretical and achieved occupancy, we
consider increasing the thread block size from 32 to 128 or 256 such that we will achieve the
maximum amount of blocks or warps that run concurrently on a SM.

However, only increasing the block size is not enough, as shown in Table 4.8. To achieve a
better occupancy we therefore need to (i) reduce the amount of shared memory we use per
block and/or (ii) decrease the amount of registers used per thread. Since FLS-GPU uses the
global-to-register approach, we already minimized the amount of shared memory used for
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bit-unpacking. If we want to boil down shared memory usage even further, this would
require adapting the SSB queries in Crystal, which is out of scope. The second option is to
reduce the register usage by unpacking less values per thread. For example, we could unpack
8 values per thread using 128 threads per block, which still leads to a single block processing
1024 values. This form of scheduling almost resembles the Tile-based processing model,
which unpacks 4 values per thread for GPU-FOR and GPU-DFOR, using a total of 128
threads per tile (i.e. thread block). Another way to reduce the registers per thread is
compiling with the -maxregcount flag or using __launch_bounds () parameter to limit
the amount of registers per thread for all or specific kernels. Forcing a lower amount of
registers per thread however leads to register spilling, which becomes quickly very expensive
and reduces the overall performance. Therefore, we aim to process less values per thread to
reduce register pressure in a more natural way.

4.5.1 FLS-GPU-opT

The results in figure 4.5 and figure 4.6 show that FLS-GPU (green) only improves
performance over Crystal (yellow) in Q1.1. The reason why this happens is that the other
queries involve more columns and joins which require in-memory hash-tables. As a
consequence, the register pressure generated by FLS-GPU becomes too high in these queries.
The register pressure in combination with scheduling too few blocks per SM leads to a low
occupancy which in this case severely affects performance. Therefore, we started
considering methods to reduce the register pressure and increasing the thread block size,
moving to FLS-GPU-opt; depicted in the rightmost scenario of Figure 1. The optimized
version of FastLanes on Crystal, FLS-GPU-opt, addresses shortcomings of FLS-GPU while
leveraging GPU parallelism. This includes releasing pressure on registers by processing
mini-vectors and using compressed execution. In addition, FLS-GPU-opt achieves a better
compression ratio by using RLE for suitable SSB columns, such as 1lo_orderdate. Each of
the optimizations is briefly explained below.

Processing mini-vectors. To release pressure of registers and shared memory we partition a
vector of 1024 values into mini-vectors of 256 values. This means that each thread in a warp
now processes 8 values at-a-time, thus using 8 32-bit registers per column, a 4x reduction of
register pressure. Technically, this means that bit-unpacking logic is split over 4 FastLanes

unpack methods; each delivering 256 values. For bit-widths that are not multiples of 4-bits
this leads to some additional work if the unpacking does not start aligned on a 32-bits values,
but the extra effort is low.

Compressed Execution. While processing queries in Crystal, all SSB columns are handled
in-flight as 32-bit integer values. However, some columns of the SSB benchmark can be
encoded in significant smaller data types. Using smaller data types is beneficial to reduce
both the memory footprint and memory bandwidth. This however is not natural to GPUs,
since each register in a GPU spans one word, and each word consists of 32 bits. It is thus
convenient to decompress values into 32-bit integers to align with the word size. However,
decompressing values into 32 bits is inefficient if significantly less bits are needed. For
example, let’s assume that we are able to represent values of a column in 8-bits. We then can
partially decompress the bit-packed values into four 8-bit lanes in one 32-bit register, instead
of decompressing a single 8-bit value into 32 bits. This also allows us to directly operate on
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Figure 4.7: End-to-end SSB query execution times (SF10). Naive FLS-GPU significantly improves Q1.1; but it
generates too much register pressure in the other queries, which involve more columns and are hash-probe rather
than scan-bound. By reducing the decompression granularity with mini-vectors, using more threads per block and
simulating RLE, FLS-GPU-opt can match its performance nevertheless.

these values at the same time, within a single thread. Thus, we use some SIMD parallelism
with the GPU SIMT execution model. As a result, we are able to (i) fit more data into
registers which avoids spilling to L1 cache (ii) enhance more data-parallelism by performing
multiple operations at the same time and (iii) reduce bandwidth by a factor 4.

Predicate Pushdown. In real-world systems, columns that do not benefit from bit-packing
will not be compressed. Therefore, we leave the column extended_price uncompressed,
and we use the <PredLoad> predicate-pushdown optimization proposed by Crystal-opt
[132] to reduce bandwidth. Crystal-opt [132] showed that Crystal loads unnecessary data
from global memory and this affects performance.

Note that when using scans on compressed columns, such predicate-pushdown is impossible
(or, it would require random access to compressed data). Therefore, all compressed data
needs to be decompressed at least to shared memory, incurring global memory bandwidth.
Only if an entire vector or tile would have zero selected tuples, this step could be skipped.
This is similar to another optimization of Crystal-opt, which terminates a thread and
eventually a warp early if no tuple is selected. However, this is mostly beneficial for highly
selective queries, i.e. when a chunk of values does not satisfy any of the selection flags.
None of the SSb queries Q1.1, Q2.1, Q3.1 and Q4.1 benefit from this.

Simulating RLE. In the current port of FastLanes to GPU, we do not support RLE yet. The
SSB LINEORDER table is clustered on order, which means that it is quite
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Table 4.10: Occupancy for Q2.1, Q3.1 and Q4.1 using FLS-GPU-128x8 for T4 and FLS-GPU-256x4 for V100.
Both theoretical occupancy (0-T) and achieved occupancy (0-A) are reported. Q1.1 is not included, since this
query already outperformed Crystal, Tile-Based and Crystal-opt significantly.

Query O-TT4 O-AT4 O-TV100 O-A V100

Q2.1  100.00%  93.23% 100% 92.25%
Q3.1 87.50%  81.49% 75.00% 68.90%
Q4.1 87.50%  80.92% 75.00% 67.75%

RLE-compressible, as all columns that contain order information, rather than lineitem
information, repeat on average four times. In the SSB queries tested here, this concerns the
lo_orderdate and lo_custkey columns. Lacking RLE, the compression ratio
FLS-GPU achieve is diminished to about 1.5x. In real-life datasets, such as public BI [130],
FastLanes can achieve a compression ratio of 8X. To mitigate the bad compression ratio,
partially caused by our lack of an RLE implementation, we decided in a separate experiment
to sort LINEORDER on columns lo_orderdate and lo_custkey. This allows to store
_orderdate in 8 bits instead of 16, and 1_custkey in 8 bits instead of 20 (real RLE would
reduce this even to 6 8 bits).

Larger Block Size. Table 4.9 indicates that the occupancy of FLS-GPU on both T4 and
V100 is low for all queries, but particularly for Q3.1 and Q4.1. To improve occupancy by
lowering register pressure, we now move to a 8-values-per-thread model, which we call
mini-vectors, as described above. Instead of only launching thread blocks consisting of 32
threads, we now increase the size to 128 threads per block for T4 to still decode 1024 values
per block (FLS-GPU-128x8). This allows to execute more warps concurrently while
reducing register pressure. For V100 however, there are even less registers available per
thread, leading to a higher register pressure. Therefore, we choose to use a
4-values-per-thread model, using 256 threads per block to decode 1024 values per block
(FLS-GPU-256x4). For these configurations, we also remove the predicate pushdown
optimization and instead compress all columns.

4.5.2 Di1scussioN

SSB Q1.1 is a simple scan with filter and aggregation. The roof-line analysis in [132]
already showed that this query is the most scan-bound — and thus stands to profit most from
compressed storage. The fact that Tile-Based compression is not able to improve
performance of this query is a missed opportunity, but explainable from the fact that its
encoding format lacks data-parallelism needed by GPUs. The interleaving of values in a
vector employed by FastLanes however allows Q1.1 to execute 2-3x faster, illustrated also in
Table 4.11. For Q1.1 the predicate-pushdown on extended_price provided FLS-GPU-opt
most of the additional gains over FLS-GPU. For the other queries, where FLS-GPU suffers
from too high register pressure, the FLS-GPU-opt benefits most from using mini-vectors.
Notably, we did not manage (yet) to make compression faster using the idea of compressed
execution, i.e. using data types smaller than 32-bits. The reason for this lack of success is as
of yet unclear, and there are still techniques we could try. We further think that more
complex encoding schemes, like RLE and DICT, which we so far have not implemented,
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Table 4.11: On the scan-bound Q1.1 that stands to profit most from compressed scans, FLS-GPU shows strong
performance, which is significantly enhanced in FLS-GPU-opt.

Scheme SF1-T4 SF10-T4 SF1-V100 SF10-V100

Crystal 0.35 3.39 0.115 1.080
Crystal-opt 0.26 2.49 0.070 0.608
FLS-GPU 0.21 1.92 0.087 0.642
FLS-GPU-opt  0.139 1.19 0.057 0.335
could benefit from GPUs.

For Q3.1 we managed to increase the performance further by sorting LINEORDER on
lo_orderdate and lo_custkey to achieve a better compression ratio. The query
performance from FLS-GPU-opt goes from 8.17 ms to 7.54 ms on T4, and from 2.78 to 1.33
on V100. Specifically for the V100 GPU the performance increase is a factor of 2, which is
significant. For Q4.1, the improved compression ratio provided by sorting did not have a
significant impact. We do intend to re-benchmark FLS-GPU when RLE support is ready and
this sorting is no longer required.

Lastly, aiming to increase occupancy, we scheduled larger thread blocks. We found that for
the T4 high occupancy is achieved for thread blocks of 128 threads, that process
8-values-per-thread (Table 4.10). For Q2.1 this improved the execution time from 6.55 to
5.42ms, for Q3.1 from 7.54 to 6.40ms and for Q4.1 from 8.99 to 7.12 ms. For V100, we still
suffer from severe register pressure, and therefore were not able increase the occupancy with
the 128x8 format. Instead, we tried 256x4 to process even less values per thread. However,
register pressure remained problematic for the occupancy — only little performance
improvement is observed. We note though, that Q3.1 and Q4.1 which involve more columns
than the other two queries, also cause lower occupancy for Crystal itself.

4.6 ConcLUSIONS AND FUTURE WORK

In this chapter, we tested the data-parallel layout of FastLanes on GPUs. Both our
micro-benchmarks as well as end-to-end SSB query results show encouraging results. The
micro-benchmarks in section 4.4 showed that FLS-GPU outperforms Tile-Based decoding
by a factor of 3-4x for bit-unpacking against GPU-FOR and FLS-DELTA decoding against
GPU-DFOR. We also show in contrast to Tile-Based (which causes a 35% slowdown of
end-to-end queries), that the overhead incurred by FastLanes decompression in Crystal is
offset by reduced memory bandwidth; an important bottleneck for data processing on GPUs.
We also found drawbacks of the original 1024 tuples at-a-time decoding granularity of
FastLanes: this forced it to use at least 32 registers per thread - which are not always
available, or to store 1024 values on shared memory for each block. This proved to become a
bottleneck on more complex queries with a multiple columns to process. We addressed this
issue using the idea of mini-vectors and larger thread blocks, which perform FastLanes
decompression in four steps of each 256 or 128 values to reduce pressure on GPU registers
and shared memory, as well as the idea of decoding into thin data-types (8- and 16-bits). We
however experienced that register pressure on the V100 remains a challenge, and were not
able to significantly improve its execution time using a 256x4 configuration.
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FastLanes on GPUs is still in an early stage of development, and its more complex encoding
schemes (e.g. RLE) were not available yet in CUDA during these experiments. This causes
SSB experiments to experience lower compression ratio’s than are normally possible with
FastLanes. The experiments with an artificially enhanced compression ratio (by sorting the
LINEORDER table) already show that end-to-end query performance will further improve
once the FastLanes GPU implementation reaches greater maturity.

4.6.1 FUTURE WORK

Improving Mini-Vectors. In FastLanes, we bit-pack 1024 tuples using the interleaved
layout, which has as advantage that all 32 threads do the same decoding work (no divergence)
and have coalesced memory access. To support access using mini-vectors (we experimented
with 8 resp. 4 values per thread), for bit-widths other than multiples of 4 resp. 8, memory
access is not 32-bits aligned. In our experiments we used our original decoding methods and
mitigated by rounding up bit-widths to the closest higher multiple of 4 resp. 8, hurting
compression ratio and thus performance. This rounding up can be avoided by a proper
implementation for all bit-widths at some additional computational cost during decoding.

Reducing Mini-Vectors. The observed strong effects of register pressure make us consider
even smaller mini-vectors, and even the extreme approach of threads doing single-tuple
access. The trade-off here is increased computational overhead in decoding calls, for
invoking the decoding action appropriate for each mini-vector, as well as for interpreting
cascaded encodings. The decoding interpretation cost would in the extreme case be incurred
for each tuple. We note that the variability of data in-the-wild requires an interpreted
approach for decoding, as parameters and encodings used will vary between different parts
of a column.

Adding DELTA and RLE In this chapter, we mainly focused on bit-packing, as FastLanes
on GPU is still in a very conceptual phase of development, and the full set of basic
encodings had not yet been ported to CUDA (specifically DELTA/RLE and DICT). This is
an opportunity to further improve our results, since quite a few columns from the SSB
benchmark can be better compressed by RLE. We think that using RLE we can further speed
up SSB queries as the overall compression ratio would increase.

Compressed Execution. We observed that the performance bottleneck of SSB queries Q2.%,
Q3.*, and Q4.* are join probes. Therefore, memory latency is a significant cost, caused by
the random and non-coalesced nature of hash-lookups; which may only be alleviated by
caching (mainly in the L2 cache). While this problem appears to be unrelated to our main
topic of accelerating compressed scans from a novel big data format, we do think that the
idea of compressed execution (decompressing to thinner types) could allow to build smaller
hash tables (which are faster hash tables thanks to improved caching locality). Further, a
GPU data processing engine could potentially even squeeze in-flight data, by storing
multiple thin (e.g., 8- or 16-bit) values in a single 32-bit value, to reduce register or shared
memory pressure; thereby enabling higher kernel performance.
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RETHINKING LIGHT-WEIGHT
Encopings FOR GPUs

This chapter introduces G-ALP, which optimizes the GPU implementation of ALP, the
state-of-the-art encoding scheme for floating-point data on CPUs, based on two core ideas.
First, all parts of the decoding process must be fully data-parallelized, regardless of how
insignificant they may be on CPUs. In the case of ALP, we fully data-parallelize exception
patching, which is applied to only 1% of the data. While this step is negligible on CPUs, it
becomes the main bottleneck on GPUs. Second, the decoding API must be as minimal as
possible, delivering one value at a time to absolutely minimize shared memory ( sm-memory)
pressure, a highly scarce resource on GPUS, for users of G-ALP. We consider these two
optimizations as guidelines for future GPU optimizations of lightweight encodings and a
significant step toward extending the FastLanes file format, the next generation of file
Jformats, to GPUs. Furthermore, we extensively optimized G-ALP through a series of
microbenchmarks and evaluated its performance on an NVIDIA V100 GPU, demonstrating
superior performance compared to NVIDIA nvCOMP in both decoding and filtering queries,
especially under high local memory pressure, simulated by filtering over many columns.

5.1 INTRODUCTION

FastLanes is a project initiated at CWI, designed as a foundation for next-generation big
data formats. With release v0.1 [139], FastLanes provides an open-source, dependency-free
file format, implemented in C++. FastLanes is fully data-parallelized by utilizing the novel
1024-bit interleaved and Unified Transposed Layout [140], enabling fully data-parallel
decoding even with scalar code on the CPU. It significantly outperforms the state-of-the-art,
achieving an 80x speedup on the M1 processor compared to Parquet while also achieving a
40% better compression ratio.

Furthermore, we addressed the need for a data-parallel encoding for floating-point data by
incorporating our novel decoding scheme, ALP [141]. ALP encodes floating-point data by
mapping it to the integer domain while storing a small amount of metadata to convert
floating-point values to integers. This conversion consists of two multiplications and one
cast operation, which can be fully data-parallelized. The resulting integers are then further
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Figure 5.1: Throughput of various encoders on a filter query on floating-point columns from the real-world
dataset PUBLIC_BI, measured in GB/s. Higher is better. The y-axis uses a logarithmic scale. All compressors
implemented by NVIDIA are prefixed with NV. G-ALP achieves a throughput more than 100x higher than the
baseline NV-Deflate. Additionally, the highly parallel compressed query execution of G-ALP enables a 14.8x
higher throughput compared to NVIDIA’s Thrust library, which does not use compression.

compressed using the FastLanes Frame of Reference (FFOR). We observed that
approximately one percent of double-precision values cannot be mapped to integers.
Therefore, we separate these values, referred to as exceptions, from the main data and
encode them separately using a patching mechanism [34]. This mechanism reinserts
exceptions during decoding with negligible overhead in terms of both compression ratio and
decoding speed, as exceptions occur very rarely. Combining ALP with FFOR and Exception
patching uses the Expression Encoding feature of Fastlanes, in which multiple light-weight
compression methods can be cascaded.

Designing a new analytical file format like FastLanes, should take into account Al
workloads, and therefore GPU based decoding and, to a lesser extent, encoding. Processing
highly compressed data on the GPU is particularly attractive, as GPUs typically have smaller
RAM (“global memory”) than the host CPU, meaning that storing compressed data
alleviates a capacity bottleneck. Furthermore, data is transferred to the GPU over the PCle
bus, so reducing the amount of data moved through compression also helps mitigate this
bottleneck. The experiences in this chapter with adapting ALP to GPUs in G-ALP illustrate
that GPUs can benefit strongly from small changes in compressed data-layouts. Therefore
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we think that there are broader lessons to be learned from this chapter, and we intend to
apply these in the next versions of FastLanes, also for other compression methods.

In our initial work on extending FastLanes to the GPU [142], we demonstrated that
data-parallel encodings are key to utilizing the massive parallelism of the GPU. However, we
observed that our API, optimized for the vectorized execution model—the most widely
adopted execution model on the CPU—forces GPU kernels to materialize 32 values per
thread per column, which can easily become a bottleneck, as the amount of nearby high
throughput memory per thread (registers/shared memory/L1 cache) is significantly more
limited on the GPU compared to the CPU. Therefore, we adjusted the FastLanes API to
enable even more fine-grained decoding, allowing 16, 8, and 4 values per thread. We
observed that this modification was crucial for achieving high occupancy on SSB
benchmarks running on a state-of-the-art academic database, Crystal [31].

In this chapter, we introduce G-ALP, a GPU-friendly version of ALP with two
optimizations. First, we propose a novel data-parallelized layout for storing exceptions,
allowing the GPU to reinsert exceptions entirely in parallel. Second, we provide a flexible
API for delivering decoded values, ranging from one value at a time per thread—offering the
lowest possible number of materialized values to ensure minimal local memory usage for
any library using FastLanes—to 32 values at a time per thread, providing a more versatile
API with different granularities.

Contributions. Our main contributions are:

* A novel data layout for storing exceptions, fully data-parallel, enabling GPU threads to
reinsert exceptions in parallel.

* The design and implementation of G-ALP, a GPU-friendly version of ALP with a
data-parallel layout for exceptions and a novel API, enabling one-value-per-thread
processing to minimize pressure on users of G-ALP.

+ Open-sourcing the implementation of G-ALP!,
* An extensive set of microbenchmarks used to fully optimize G-ALP.

¢ An evaluation against nvCOMP, the state-of-the-art compression framework
developed by NVIDIA, demonstrating the superior performance of G-ALP in both
decoding and aggregation queries.

Outline. We begin by explaining key aspects of GPUs in Section 5.2. Next, we present the
design of G-ALP in Section 5.3, followed by our evaluation results in Section 5.4. We then
discuss related work, with an emphasis on nvCOMP, in Section 5.5. Finally, we conclude
our work in Section 5.6 and outline our vision in the future work section, Section 5.7.

5.2 GPU
In this section, first the general hardware structure of NVIDIA GPUs is described. The
section continues with an explanation of how instructions are issued and executed. The

Thttps://github.com/cwida/FastLanesGpu-Damon2025
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section concludes with how instruction-level parallelism (ILP) can be used to reduce the
impact of instruction latencies on performance.

SIMT. An NVIDIA GPU consists of a number of streaming multiprocessors (SM). Each
SM consists of warps. Warps consist of 32 threads. All threads in the same warp execute the
same instruction; NVIDIA calls this the single instruction, multiple threads (SIMT) model.
CUDA, NVIDIA’s GPU programming language, enables developers to program the GPU as
if they were programming a single, independent thread. However, because all threads within
a warp execute the same instruction, it is more clear to think of instructions executed by the
GPU as vector instructions [143].

Instruction pipelines. A SM contains a set of heterogeneous instruction pipelines. Each
pipeline only executes certain classes of instructions, such as memory instructions or
floating point arithmetic. Some classes of instructions can have multiple pipelines [143].
Warps themselves do not execute instruction, they issue these to the pipelines, which are
shared by multiple warps. This sharing of pipelines is somewhat comparable to
hyperthreading on CPUs. The SM’s warps are distributed among multiple instruction
issuers, each of which control access to a set of pipelines. Each clock cycle, the instruction
issuer picks a warp to issue an instruction [144]. When the warp is not able to issue an
instruction, the warp is considered stalled. A warp might not be able to issue an instruction
due to data hazards or structural hazards, then the warp needs to wait for the result of a
previously issued instruction to complete. When a warp stalls, the instruction issuer will
pick another, non-stalled warp to issue an instruction [144—-146].

Occupancy. SMs contain a fixed amount of resources that are shared among all warps. A
kernel might be programmed in such a way that the SM needs to allocate a large amount of
resources per warp. In that case the SM can disable some warps, lowering the occupancy,
the ratio of active warps. If the number of active warps is relatively low, there is a smaller
chance that the instruction issuer can find a non-stalled warp to issue an instruction and
saturate the pipelines. This can slow down the execution of kernels.

Hiding latency. Reading memory from the GPU’s RAM has high latency, in the order of
hundreds of cycles [144]. GPUs can bypass this latency by switching warps, executing
instructions from other warps while some of the warps are waiting for the results of their
memory access, this is called latency-hiding [147]. In some situations, the latency of a
memory access can be completely hidden, if there are enough other warps that are able to
issue instructions.

Instruction-level parallelism. Another way of hiding latency is by enabling warps to issue
instructions more often. By increasing ILP, a kernel’s instructions can contain less data
hazards and control hazards. Then, warps do not have to stall as often due to these hazards.
Because warps do not stall as often, the instruction issuer is more likely to be able to pick an
active, non-stalled warp, and saturate the instruction pipelines. ILP can be increased by
replacing branches with branchless code, by using different algorithms, or by processing
multiple values in parallel. ILP only helps when latency is a bottleneck, as when arithmetic
throughput or memory bandwidth is the bottleneck, the instruction pipelines are already
saturated [148].
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5.3 G-ALP

G-ALP is a floating-point data compression scheme designed to optimize FastLanes ALP
(referred to as CPU-ALP) for GPUs, built upon two core ideas:

All parts of decoding on the GPU must be fully data-parallelized, even negligible ones.

For example, exception patching, which accounts for only one percent of the data, must also
be data-parallelized because GPUs perform poorly on any sequential workload, even at such
a small scale. In contrast, CPUs are designed to handle sequential workloads efficiently,
which is precisely what CPU-ALP is designed for.

The decoding API should decode one value per thread. By decoding only a single value
per thread for each kernel call, we minimize additional pressure on the local memory of
libraries using the FastLanes reader to an absolute minimum.

Overview. The encoding process of G-ALP is similar to CPU-ALP, with one key difference:
a data-parallel exception layout, which is explained later. In G-ALP, each set of 1024
floating-point values is considered a single encoding/decoding unit. During encoding, these
1024 floating-point values are mapped to integers, which are further compressed using FFOR,
along with metadata specifying how to cast these integers back to doubles, which is later
used during decoding. The decoding process follows FastLanes’ 1024-bit ISA [140], where
each lane corresponds to a separate thread. Conceptually, the decoding process on the GPU
can be visualized as 32 threads, each decoding one value at a time for 32 iterations, resulting
in a total of 32 x 32 1024 decoded values.

Data-Parallel Exception Layout. G-ALP stores exceptions in a fully data-parallel layout.
This is implemented as an additional step at the end of ALP encoding, where exceptions are
reordered into a data-parallel format.

The key idea behind this new layout is to provide each GPU thread, responsible for decoding
a specific lane in the CPU-ALP data-parallel layout (e.g., thread 0 handling values at
positions 0, 32, 960, 992), with direct access to all exceptions occurring in its lane in a single
location. This eliminates the need for each thread to traverse the entire exception list to
locate its exceptions, enabling fully parallel exception handling.

For each thread, after decoding a value, the next exception position is checked. If this
position corresponds to the current value being decoded, the thread returns the exception;
otherwise, it returns the decoded value.

For this data-parallel layout, we first store all exceptions for thread 0, corresponding to lane
0, which consists of positions 0, 32, 64, ..., 992 sequentially. Additionally, we store 16-bit
metadata consisting of two parameters:

» Offset — indicating where the exceptions for lane O start.

¢ Count — specifying how many exceptions this lane has.

The offset and count are essential to provide each thread with direct access to its own
exceptions without further computation. The offset can be as large as 1024, requiring 10 bits
in the worst-case scenario when all values are exceptions. Each lane can have a maximum of
32 exceptions, requiring only 5 bits to store the count. We use 16 bits to efficiently pack
these two parameters together.



98 5 RETHINKING LIGHT-WEIGHT ENCODINGS FOR GPUs

This process is repeated 31 more times for threads 1 to 31. Figure 5.2 illustrates this layout
by comparing the exception layouts of CPU-ALP and GPU-ALP, highlighting how this
design enables more efficient decoding on GPUs.

Compression Overhead. G-ALP introduces a compression overhead compared to ALP,
arising from the additional metadata required to make exception patching fully data-parallel.
This overhead is fixed at 16 x 32 512 bits per vector (1024 values), which translates to 0.5
bits per value. Considering that ALP encodes double-precision data using 21 bits, the
additional 0.5-bit overhead is negligible.

Decoding. Each thread is responsible for decoding values stored in its corresponding lane of
the FastLanes layout, ranging from O to 31. The decoding process for a value at position X in
the lane consists of the following steps:

1. Apply the frame-of-reference method to decode the integer at position X. This
involves generating the appropriate bitmask to extract the relevant bits, followed by a
right shift. If the bit-packed value spans two words, an if condition fetches the next
word and combines the bits.

2. Cast the decoded value to floating-point using a cast instruction.

3. Check whether the current value is an exception. If not, deliver the decoded
floating-point; otherwise, return the exception. To determine if a value is an exception,
compare the next exception position in the list with the position of the current value in
the lane. If they match, the value is an exception, and we move to the next exception.

4. Prefetch the next exception if the current value is an exception to ensure the data is
available for the next iteration.
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Figure 5.2: Example of Data-Parallel Layout for Patching. 1) A vector of 1024 values consists of two components
for each value: the top box represents the position of the value within a vector, ranging from 0 to 1023, while
the bottom box is color-coded (red and green) to indicate whether the value is an exception, with red denoting an
exception. 2) The second part illustrates exceptions per lane, where each lane contains its own subset of exceptions.
3) The third part shows the actual storage format for exceptions. Exceptions are stored based on lane number,
starting with lane 0, followed by lane 1, and so on. Yellow boxes represent metadata consisting of offsets (shown by
arrows) that indicate the starting position of exceptions for each lane, as well as the number of exceptions denoted
in the box. This structure allows each thread to efficiently access its corresponding exception list. 4) Finally, for
comparison, we present the CPU layout of the same exception list, highlighting the structural differences between
the two layouts.
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5.4 EVALUATION

We conducted two sets of experiments: the first set consists of microbenchmarks to evaluate
the effects of possible design choices for optimizing ALP on the GPU, and the second set
benchmarks G-ALP against other compression schemes used for GPUs across three
important categories: scan throughput, compression ratio, and filter throughput.

Setup. All experiments were conducted on an AWS EC2 instance, p3.2xlarge, equipped
with an NVIDIA V100 16GB GPU, featuring compute capability 7.0 and based on the Volta
architecture, a data center-grade GPU. The code was compiled using NVCC 12.8 and
g++-12 as the host compiler. The version of nvCOMP used was 4.2.11. An older version of
g++ was chosen due to nvCOMP’s lack of support for newer g++ versions.

Data. To ensure a fair comparison, we selected double-precision columns from the Public
BI dataset [41], as there was no single-precision data type available, and cast them to
single-precision floats. We find PUBLIC_BI highly relevant, as it was also used in the
original design of ALP. Additionally, floating-point data columns that would be better suited
for compression with run-length encoding or ALP,4 were excluded from the evaluation.

Measurements. To measure throughput, we use two different approaches: Nsight Compute
Command Line Profiler 2025.1.1.0 for microbenchmarks and CUDA events for end-to-end
queries (Figure 5.1). CUDA events are the recommended method for measuring
multi-kernel end-to-end execution time [149] and are also used by NVIDIA to benchmark
nvCOMP [150].

Implementation. The experiments and implementation of G-ALP are open-sourced in our
repository?, which includes a FastLanes-compliant reader capable of decoding all FastLanes
encodings on GPUs. The nvCOMP code is not open source; however, we used its header
files and binaries, which are freely available from NVIDIA’s website>.

5.4.1 Micro BENCHMARKS

To measure the impact of our new one-value-at-a-time API, we benchmarked two versions of
G-ALP: the optimized version versus the naive version, each tested with two different
APIs—one-value-at-a-time and 32-values-at-a-time. The benchmark consists of a simple
filter query while increasing the number of columns from 1 to 10, thereby increasing local
memory pressure as more data needs to be materialized. The results are shown in Figure 5.4.
As seen in the figure, our new API maintains throughput close to that of a single-column
scan, even as the number of columns increases.

Furthermore, we examined achieved occupancy, as shown in Figure 5.5. When scanning
more than six columns, occupancy starts to decline, indicating that the compiler can no
longer reduce register usage and instead spills registers to higher-level caches. For a high
number of columns, the kernel’s performance depends on how efficiently the algorithm
utilizes the remaining active warps, relying on instruction-level parallelism rather than
occupancy to hide read latencies.

2https ://github.com/cwida/FastLanesGpu-Damon2025
3https://developer.nvidia.com/nvcomp
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Figure 5.3: Throughput of different implementations of G-ALP, reported in values per cycle, for varying numbers
of exceptions. Regardless of the exception count, G-ALP outperforms other implementations due to its data-parallel
exception patching and efficient prefetching of exceptions.

5.4.2 EnD-TO-END BENCHMARKS
To understand how different compressors perform in comparison to each other, we measure
their throughput under two queries:

1. Full decompression — measuring the absolute decoding time, where data is fully
written to global memory, simulating cases where G-ALP is forced to decode data
completely.

2. Filter — measuring the end-to-end time between decompressing data, and evaluating a
query on the decompressed data. For Thrust, GALP Naive, and GALP no separate
decompression kernel is required, as thrust does not use compression, and GALP
Naive and GALP can load compressed data directly. This simulates the performance
of G-ALP in a tile-based execution model, where our API can be used to process data
immediately after decoding instead of writing it to global memory. The filter
evaluates whether a certain value occurs in a column. A variation of the traditional
filter is performed, where not the row numbers are returned but simply a boolean
answer on whether the value occurs in the column. We choose this variation as it
requires no synchronization between threads, and also requires little write bandwidth.
This in turn allows us to isolate the performance of how fast kernels can load data.
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Figure 5.4: Throughput of G-ALP using different APIs with varying numbers of columns (1 to 10). G-ALP with
a one-value-at-a-time approach is significantly faster than other implementations, as it requires fewer registers,
allowing the kernel to achieve higher occupancy when the number of columns scanned in parallel increases.

We include naive G-ALP, where we simply map the FastLanes 1024 ISA to CUDA, to
measure the extent to which our two optimizations: 1) data-parallel exception handling, and
2) one-value-at-a-time decoding API, accelerate the naive implementation of G-ALP.
Additionally, we compare against the encodings supported by the nvCOMP framework as the
current state-of-the-art in practice and use Thrust as a baseline to evaluate the performance
of G-ALP against Thrust when there is no compression, highlighting the impact of
compression on GPUs. The results are shown in Table 5.1. As can be seen, G-ALP
outperforms all competitors by a significant margin.
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Figure 5.5: Achieved occupancy for the same benchmark as Figure 5.4. When scanning more than six columns,
occupancy starts to decline, indicating that the compiler can no longer reduce register usage and instead spills
registers to higher-level caches. For a high number of columns, the kernel’s performance depends on how efficiently
the algorithm utilizes the remaining active warps, relying on instruction-level parallelism rather than occupancy to
hide read latencies.

Table 5.1: Throughput of different compressors for two queries: 1) Full decompression and 2) Filter. G-ALP

outperforms NVIDIA compressors, achieving an average speedup of 16 x for filter and 10x for full decompression.

G-ALP is faster in filter than in full decompression due to its tile-based execution model, where data is processed
immediately after decoding without being written to GPU memory. Interestingly, G-ALP is also 15x faster than
Thrust, which has no compression and therefore needs to load more data from GPU memory, highlighting the
win-win situation of fully data-parallel, one-value-at-a-time encodings on GPUs. Furthermore, G-ALP is on average
2x faster than naive G-ALP, demonstrating the potential for further optimizing lightweight encodings on GPUs.

Compressor Compression| Decompression Filter
Ratio Throughput (GB/s)| Throughput (GB/s)

G-ALP 5.68 399.92 1062.20
Naive G-ALP 6.31 332.05 608.98
NV-Bitcomp 4.29 52.22 49.05
NV-BitcompSparse 4.36 57.12 49.12
NV-Snappy 4.71 51.20 47.73
NV-GDeflate 3.89 27.19 24.26
NV-Deflate 3.94 6.85 6.86
NV-LZ4 4.86 60.93 56.61
NV-zstd 7.54 20.17 20.02
NV Average 4.80 39.38 40.67

[Thrust [151] [ 100 | n/a [ 7174 |
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5.5 RELATED WORK

We consider the NVIDIA nvCOMP compression framework [152—155] to be the most
relevant work related to G-ALP, as it is widely used in practice, with a total of 608,509
downloads as of the time of writing this chapter [156]. nvCOMP supports three data types:
integers, strings, and floats (16-bit). Its encoding pool for floating-point data consists of
several heavyweight compression schemes such as LZ4, Snappy, ZSTD, and Deflate, as well
as GPU-optimized formats like Bitcomp (proprietary and closed-source) and GDeflate.
GDeflate is a GPU-friendly variant of Deflate that introduces interleaved Huffman coding,
where codes are permuted into 32 partitions, though its details are vaguely explained [157].
This enables intra-threadblock parallelism, allowing GPU threads within a block to decode
different partitions simultaneously, similar to interleaved bit-packing in FastLanes, where
data is distributed across 32 lanes.

For LZ4, nvCOMP enhances its GPU-friendliness by breaking datasets into blocks and
compressing/decompressing each block using a thread block [153]. Within each thread
block, only a single warp is used to ensure efficient coordination among threads via
warp-level primitives.

Below, we compare nvCOMP to G-ALP:

Schema Selection. While providing a set of compression schemes, nvCOMP does not
automatically select the best scheme, leaving this decision to the user [155]. In contrast, the
FastLanes file format automatically chooses the most suitable compression scheme, with
G-ALP being selected only if the data is decimal-like [141].

APIL. nvCOMP provides two different APIs: a Low-Level API and a High-Level API [155].
The Low-Level API allows users to define the chunk size, enabling data to be compressed in
smaller chunks, where each compressed chunk can later be decompressed in parallel using
different thread blocks, with one thread block assigned to each compressed chunk. This
approach sacrifices compression ratio in favor of increased parallelism. The High-Level API
abstracts the chunk size selection from the user by automatically determining the optimal
chunk size. It then compresses the data as a whole, adding a header at the start of the
compressed data that contains information about the chosen nvCOMP compression scheme.
In contrast, G-ALP and FastLanes do not require additional decoding configurations to be
set by the user, making them easier to use. We provide similar support to the High-Level
API, allowing the entire dataset to be decoded and materialized in global memory.
Additionally, we introduce an even more fine-grained Low-Level API capable of delivering
decoded data that fits into registers, the fastest form of memory on the GPU.

5.6 CONCLUSION

General compression schemes have lost their popularity to type-specific encodings in
modern file formats designed for CPUs due to their block-based nature—often larger than
the cache for decompression—and their lack of data parallelism, preventing SIMDized
decoding. By proposing G-ALP, the GPU-optimized version of ALP, which focuses on
enforcing a data-parallel layout across all components, including less significant ones such
as the patching layout, we demonstrate that type-specific encodings like ALP, despite being
more complex than simpler schemes like FFOR, can also be a win-win solution for file
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formats used on GPUs. They offer better compression and are faster at decoding thanks to
data parallelism.

Additionally, we have shown that by fine-graining our API to its absolute minimal form—an
API capable of delivering one value per thread—we enable data delivery to libraries with
minimal pressure on local memory usage. This is highly beneficial for ML workloads and
databases that tend to process data from many columns and subsequently face local memory
pressure.

5.7 FUTURE WORK

FastLanes GPU Reader. G-ALP is a step forward toward developing a GPU reader for the
FastLanes file format. Through optimizing G-ALP, we learned that even optimizing a single
scheme requires significant effort, indicating that optimizing the entire file format for the
GPU would be highly demanding. Therefore, we leave the remaining work, such as
supporting additional data types (e.g., strings and nested data types) and integrating different
schemes, for future work.

GPU Diversity. We conducted all experiments on a single machine, as detailed in

Section 2.3. While it has similar capabilities to the most commonly used GPUs in the cloud,
we plan to extend our benchmarking to different types of GPUs to gain a broader perspective
on heterogeneous GPU architectures. This will enable us to design a more robust file format
that performs efficiently across all GPUs without significant performance cliffs on any
specific hardware.

New Benchmarks. To compare G-ALP with other compression schemes, we benchmarked
only scan throughput when the data is fully materialized in GPU RAM and aggregation over
a single column to evaluate the effect of the one-value-at-a-time API. While these
benchmarks provide insight into the performance of G-ALP compared to other schemes,
they are far from comprehensive. However, the lack of a standard benchmark or workload
for GPUs—similar to TPC-H for CPUs—makes this particularly challenging. We envision
the creation of a new set of queries, explicitly collected from real-world GPU use cases, to
better design and understand GPU file formats.

Other Floating-Point Data Types. Throughout this chapter, we focused on 32-bit
floating-point data. This choice was made to simplify the implementation, as the
data-parallel layout of floating-point values in FastLanes perfectly aligns with 32 lanes,
matching the GPU WARP model. In contrast, for double-precision (64-bit) data,
lane-to-thread mapping must be handled differently. We defer the implementation of G-ALP
for other floating-point types, such as 64-bit and 16-bit formats, to future work.
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FASTLANES FILE FORMAT

This chapter introduces a new open-source big data file format, called FastLanes. It is
designed for modern data-parallel execution (SIMD or GPU), and evolves the features of
previous data formats such as Parquet, which are the foundation of data lakes, and which
increasingly are used in Al pipelines. It does so by avoiding generic compression methods
(e.g. Snappy) in favor of lightweight encodings, that are fully data-parallel. To enhance
compression ratio, it cascades encodings using a flexible expression encoding mechanism.
This mechanism also enables multi-column compression (MCC), enhancing compression by
exploiting correlations between columns, a long-time weakness of columnar storage. We
contribute a 2-phase algorithm to find encodings expressions during compression.

FastLanes also innovates in its API, providing flexible support for partial decompression,
facilitating engines to execute queries on compressed data. FastLanes is designed for
fine-grained access, at the level of small batches rather than rowgroups; in order to limit the
decompression memory footprint to fit CPU and GPU caches.

We contribute an open-source implementation of FastLanes in portable (auto-vectorizing)
C++. Our evaluation on a corpus of real-world data shows that FastLanes improves
compression ratio over Parquet, while strongly accelerating decompression, making it a
win-win over the state-of-the-art.

6.1 INTRODUCTION

The data formats Apache Parquet and ORC were designed in 2013, and quite similar designs
are used in modern analytical systems that have an own storage format, such as DuckDB and
Snowflake [51, 158]. Parquet is now the de-facto standard format for data lakes and "lake
houses" [159]. However, we argue that changes in hardware and workloads during the past
decade call for a re-design.

In the next decade, workloads of analytical data systems and data lakes will increasingly
include Al pipelines that perform training or inference [160]. In terms of hardware that runs
these workloads, CPUs have become quite diverse (not only x86, but also ARM and
RISC-V) and are evolving mostly in novel instructions (SIMD), while Al pipelines increase
the importance of GPU- or even TPU-based data processing. In order to efficiently process
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| Parquet | BtrBlocks | FastLanes |
Heavy-Weight Compression methods | yes no no
data-parallel: SIMD/GPU-friendly | no no yes
cascading Light-Weight Compression | no yes yes
Multi-Column Compression methods | no no yes

compression methods

access granularity | IMB chunk | 64K rowgroup | 1K vector
can return compressed vectors | no no yes
read access API

Figure 6.1: Feature comparison of big data file formats. BtrBlocks introduced cascading Light-Weight Compression
to avoid the Heavy-Weight Compression (e.g. Zstd) used in e.g. Parquet, but its encodings are not data-parallel
(SIMD/GPU-friendly). FastLanes is fully data-parallel, can do vector-at-a-time decompression (small footprint),
introduces Multi-Column Compression & allows access to compressed vectors.

data on such hardware, algorithms need to harbor data parallelism, and specifically need to
consist of massive regular computation patterns with absence of data- and
control-dependencies. This imposes constraints on what algorithms a data format should
employ, e.g. Snappy is the antithesis of a data-parallel algorithm. Current data

formats [161, 162] were not designed with this in mind, and struggle to effectively use
SIMD and GPUs for decompressing data.

Further, for efficient query processing after decompression, data needs to stay in
SIMD-friendly representations during execution. Modern query engines such as DuckDB,
Velox and Procella therefore added compressed execution capabilities, augmenting
vectorized query execution with new compressed vector classes, such as constant-vectors,
dictionary-vectors and FSST-vectors [49-51]. This trend calls for innovation in data format
APIs, to directly deliver compressed vectors from a table scan on request of an engine that
can handle this, by only partially decompressing data.

This chapter describes the FastLanes data format, marking its v0.1 release in open source. It
is designed to efficiently support modern analytics+Al workloads. Its main contribution is a
novel Expression Encoding mechanism, supported by an intricate segmented block layout,
enabling flexible cascaded encodings and multi-column compression. This allows it to
achieve excellent compression ratios while using only simple and ultra-fast data-parallel
encodings.

Outline. In Section 6.1.1, we describe our core ideas and in Section 6.1.2 outline the
FastLanes design. Section 6.2 explains Expression Encoding. Our novel segmented layout is
detailed in Section 6.3. We evaluate vs. Parquet, BtrBlocks and DuckDB in Section 6.4,
showing that FastLanes achieves state-of-the-art compression ratios at higher decompression
speed. Additional design decisions and related work are covered in resp. Section 6.6 and
Section 6.5. We conclude in Section 6.7 and outline future work in Section 7.2.

6.1.1 DEsIGN IDEAS

From Heavy- to Light-Weight Compression. A columnar layout typically reduces data
entropy over row storage, as it concentrates data belonging to the same distribution, making
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it more compressible. Heavy-Weight Compression (HWC) schemes, also referred to as
{general-purpose, block-based, type-agnostic} compression schemes, such as Snappy [163]
and Zstd [92], are used by default in Parquet to compress column chunks. While such
compression libraries provide good compression ratios, they are typically CPU-intensive,
making decompression considerably slower than accessing uncompressed data [35, 77]. In
contrast, Light-Weight Compression (LWC) schemes such as FFOR [140], Delta [140],
DICT [140], ALP [141], FastLanes-RLE [140], and FSST [164] are specifically
designed for certain data types and encode data by capturing simple compression patterns.
Unlike HWC schemes, it is possible to fully data-parallelize LWC decompression, which
makes LWC profit from wide SIMD CPU capabilities, accelerating them up to 64x, which
can make accessing compressed data even faster than uncompressed data [140].
Data-parallelism also helps GPU decoding performance, as it provides independent work
and interleaved memory access for all threads in a GPU warp [165]. However, when
considering compression ratio, rather than speed, a micro-benchmark on the Public BI
dataset shows that adding HWC schemes in ORC, on top of LWCs, improves the
compression ratio 3x [166] (ORC vs. ORC+Snappy). This means that using HWCs is
necessary in current big data formats.

Cascading LWC schemes. To achieve the same compression ratio as HWCs while
maintaining the speed of LWCs, Cascaded Compression, also known as {recursive,
composable} compression [48, 167, 168], has been implemented in BtrBlocks [44]. It
combines multiple LWCs to capture a wider range of data patterns. To illustrate how this
approach can improve the compression ratio, consider the array:

{'Cascading', 'Cascading', 'Cascading', 'Cascading', 'Cascading’,
'Cascading’', 'Compression', 'Compression'}

This array exhibits two patterns: repeated values and low entropy, which are well-suited for
{RLE, DICT} encodings. However, applying only DICT or RLE captures just one of these
patterns. By first applying DICT, the array is transformed into codes {6,0,0,0,0,0,1,1}
and dictionary {’Cascading’, ’Compression’}. Then, applying RLE turns the codes into
{{0,6},{1,233}, achieving better compression.

Multi-Column Compression (MCC) is a new category of compression schemes that takes
multiple columns into account, with the key idea that correlation between two columns can
be used to infer one column from another, thereby achieving a higher compression

ratio [32, 169—171]. Note that compressed columnar formats store columns independently
of each other, missing out on this opportunity — leading to the phenomenon that some tables
with strongly correlated columns can be more compact in the row-oriented RC format than
in Parquet. A simple example is when two columns are completely identical. Our MCC also
includes schemes that split one column into multiple sub-columns, which can be encoded
individually. For example, string values composed of names and numbers like
”Compression101” could be separated into two columns: one for strings and one for integers.
This enables further compression e.g., by applying integer-based specific encoding (such as
DELTA or FOR) on the suffix [172, 173].

Vectorized decoding carries over the efficient properties of vectorized execution [174] when
applied to decoding compressed data. When a vectorized table scan decompresses a vector,
the (compact) compressed data in RAM is decompressed into an uncompressed vector,
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which is a small array of e.g., 1024 values that fits into the CPU’s L1 cache and is
immediately processed by the query pipeline, typically without spilling to RAM. As such,
decompression occurs only when the data arrives in the CPU for query processing, keeping
it small while in transport, reducing memory, network, and disk bandwidth

consumption [35]. Reading while decompressing FastLanes data was found faster than
reading uncompressed data (memcpy) [48], because of the reduced bandwidth needs plus
ultra-fast auto-vectorized decoding kernels (e.g., decoding 60 values in 1 CPU cycle). The
BtrBlocks format not only relies on older encodings that are not data-parallel, but also
performs decompression on the full rowgroup level, imposing a large memory footprint.
However, allowing fine-grained read access is to avoid overwhelming L1 CPU caches, and
even more pressingly, GPU cache and register space [165].

Compressed Execution LWCs (encodings) are more than just a technique to compress data;
they capture patterns that can also be used later to optimize query execution on this data.
The simplest example is constant encoding, which can tell the query engine that all
operations on this column could to be done once instead of on all the values in the column.
Modern systems like Procella [175], Velox [50], and DuckDB [51] support compressed
vectors, where data is both randomly accessible yet still might be encoded in e.g., DICT, FOR
or FSST. For example, the 1_tax column in the TPC-H benchmark is a decimal (18, 2),
which many systems would implement as a int64 because it can represent numbers of up to
18 digits, where internally the decimals are multiplied by 100 (due to decimal scale 2). Now
suppose, the actual data just contains values between .01 and 0.08 (i.e., integers 1-8).
Applying LWC, would typically compress such a column using FOR and bit-packing (BP) in
3 bits per value (FOR base 1; and differences 0-7). Whereas legacy systems would
decompress this column in their scan into its SQL type decimal (18,2) (i.e., int64), a
system like DuckDB can decompress it into a int8 (byte). This allows to use 8x thinner
SIMD lanes for decompression, accelerating decoding 8x; and also creates better chances for
exploiting SIMD in the query e.g. for comparisons or subsequent arithmetic operations, and
further, reduces memory pressure e.g. when the column is materialized in a join hash table.

6.1.2 THE FAsTLANES FILE FORMAT

FastLanes is a project initiated at CWI, designed as a foundation for next-generation big data
formats. In the first chapter on FastLanes [140], we focused on significantly improving data
decoding performance over the state-of-the-art by introducing a 1024-bit interleaved and
Unified Transposed Layout, enabling data-parallel decoding even with scalar code. In the
second chapter, we demonstrated that data-parallelized layouts are essential to fully exploit
GPU parallelism [165]. Additionally, we designed and implemented ALP [141], a new
vectorized and data-parallel encoding for floating-point data. In this chapter, we introduce
Expression Encoding and design and implement the FastLanes file format, with expression
encoding at its core.

In our Expression Encoding, relationships within a cascade of encodings for a single column,
or between different columns, are represented as a chain of operators. When reading, data in
the expression chain is decoded-bottom-up, but not necessarily fully until the end of the
chain. This allows modern query engines to choose to partially decode data, yielding
compressed vectors that query engines can exploit for compressed execution.

For the FastLanes file format we designed and implemented a novel Segmented Page Layout,
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that allows to store data encoded with any arbitrary nested encoding expressions, while
providing an efficient vectorized API to decode the data. This API allows for the fetching
and decoding of arbitrary vectors in case of random access or sequences of vectors in cases
of full vectorized scans. The segmented layout stores similar parts of encoded data, encoded
by an expression, in a single location, along with additional metadata for the encoded data;
essentially pointers to this encoded data at the granularity of a vector. Having all encoded
data of the same type in one place makes it ideal for recursive compression due to shared
types and data semantics. This also enables fine-grained access to the encoded data, at the
vector granularity. As a consequence, decoders can perform advanced predicate pushdown,
e.g., the base of FOR encoding, representing minimum values, can be evaluated first to skip
individual vectors in range queries.

Our main contributions are:

* An open-source, high-quality implementation of FastLanes (v0.1) in C++ with
absolutely zero code dependencies.

* The design of Expression Encoding, a novel compression model providing a unified
approach to cascaded encoding, MCC, compressed execution and vectorized decoding.

* A novel segmented layout to store any arbitrary expression-encoded data, enabling the
query engine to interpret underlying encoded data and apply further optimizations.

» The design of a Two-phase Expression Detection algorithm that identifies the optimal
expression among a wide pool of possible encoding expressions.

¢ An evaluation against other file formats on the Public BI dataset, demonstrating that
FastLanes achieves faster decompression and better compression ratios.

6.2 ExPrRESSION ENCODING

We first explain the operators that serve as the building blocks of Expression Encoding. We
then describe how to serialize an expression and its operators within a file format and how to
interpret a serialized expression during decoding at execution time. Finally, we outline the
process for identifying an optimal expression within a potentially infinite domain space, as
operators can be combined in any order.

6.2.1 EXPRESSION OPERATORS

Expression Encoding is similar to white-box compression models [172] or cascaded
encodings [44] in that it combines different primitives to achieve better compression.
However, operators in FastLanes Expression Encoding are neither simple functions with
single tasks, as in white-box compression models, nor entire LWCs, as in cascaded encoding.
An operator in FastLanes is a data structure that stores data in a compressed format and
transforms it to the next format during decoding. These transformations come from breaking
down LWCs into parts that are both reusable and efficient.

For example, the DICT operator in FastLanes maintains a pointer to a dictionary and a vector
of associated codes, replacing the codes with actual values only if needed. Furthermore, to
support vectorized execution and leverage data-parallel layouts, such as a Unified
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Table 6.1: FastLanes operators, and the encoded data held by each. An operator is a vector of 1024 values in
an executable encoded layout. Encoding operators can be exploited for compressed execution. Take FFOR as an
example, which keeps the base separated from the bit-packed data. In the case of simple query predicates such as
addition, decoding can be delayed, and the value can be added only to the base. Multiple of these operators can
be combined in a chain, forming Encoding Expressions. For instance, FFOR can be combined with DICT to build
dictionary encoding with bit-packed codes.

ID | Operator Encoded Layout

0 | FFOR Bitpacked-data, Base, Bit-width

1 PATCH Data, Exceptions, Exception Positions
2 | DELTA Deltas, Bases

3 | ALP Data

4 | ALP_RD Left side data, Right side data

6 DICT Dictionary, Codes

7 | Transpose Transposed Data

8 | Cast Data

9 | FRLE RLE-values, Length

10 | CROSS RLE RLE-values, Indexes

11 | FSST Symbol Table, Compressed Strings

12 | FSST12 Symbol Table, Compressed Strings

13 | CONSTANT Single Value

14 | EQUALITY Data or Pointer to data

15 | EXTERNAL DICT | Dictionary, Pointer to another column

Transposed Layout or 1024-interleaved layout, each operator holds only 1024 values at a
time (a vector). All operations on data are performed in a tight loop over these 1024 values,
with consistent work patterns that enable compilers to auto-vectorize [140].

The operators used in FastLanes are summarized in Table 6.1 and are explained as follows:

FFOR. The FFOR operator stores data in a FOR vector, consisting of a base and a vector of
bit-packed data — it is Fused with bit-packing. This fusion eliminates a SIMD store and load
instruction between the addition resp. subtraction and bit-[unp]packing loop, improving
performance. Unlike BtrBlocks and DuckDB, we use only FFOR and avoid a separate
bit-packing operator, since the performance of FFOR decoding is almost identical to
bit-unpacking.

PATCH. The PATCH operator, inspired by Patched Encoding [35], addresses the vulnerability
of encodings such as FFOR and ALP to outliers, by keeping outliers separate from the main
vector and reintegrating them during full decompression. We do not fuse patching with
encoding operators like FFOR, as having a separate PATCH operator allows us to apply the
patching mechanism to enhance any other LWC or operator. For example, if a vector is 95
percent constant, we can still use constant encoding while storing exceptions separately. In
FastLanes, we implement only one variation of the possible options for patching, namely
{LinkedList (LL_PATCH) [35], SelectionVector (SL_PATCH) [48], Bitmap
(BM_PATCH) [48]}: SelectionVector patching, as SelectionVector is the only patching
technique capable of being data-parallelized on a GPU [176]. SelectionVector patching uses



6.2 EXPRESSION ENCODING 113

a separate array to store the positions of exceptions.

DELTA. The DELTA operator stores delta values in the Unified Transposed Layout[140] that
breaks data dependencies among values, accelerating the decoding of delta encoding with
scalar code that auto-vectorizes. Unlike BtrBlocks, which completely avoids delta encoding,
we argue that delta encoding is crucial for future file formats, particularly for encoding
(mostly) sorted data and, more importantly, for encoding offset arrays that are always sorted
and are necessary to represent any variable-size data (strings).

ALP. The ALP operator, used specifically for the DOUBLE and FLOAT data type, keeps data in
an ALP-encoded format and utilizes our own ALP [141], which significantly improves
previous DOUBLE schemes in both speed and compression ratio. ALP is designed for
vectorized execution and uses an enhanced version of PseudoDecimals [44] to encode
doubles as integers if they originated as decimals. Its high speed is due to our
implementation in scalar code that auto-vectorizes, using building blocks provided by our
FastLanes library [140], and an efficient two-stage compression algorithm that first samples
rowgroups and then vectors.

ALP_RD. is used to compress high precision values, by separating the front bits of a
float/double from the rest. These front bits are then compressed using primitives designed
for the INTEGER data type and, during decoding, are reassembled with the rest of the double
using the Glue operator.

Glue. The Glue operator combines two sources of bit-packed data, used to merge the front
bits and tail bits in ALP_RD encoding or in one-to-many mappings from MCC schemes.

DICT. The DICT operator stores data in a dictionary-encoded format, consisting of a
reference to a dictionary and a vector of codes. We support compressed dictionaries, using
either Cast and FSST; because dictionaries must allow random-access (note that e.g., ALP
and FFOR store data bit-packed, which does not allow random-access). We chose this
approach because otherwise dictionary decoding would become rather block-based: access
to dictionary-encoded data would then require to fully decode the dictionary first.

We also support a special Shuffle Dictionary, used only for fixed-size data types. It contains
the eight most repeated values and uses the SIMD shuflle instruction for decoding, as the
dictionary can be loaded into a single register. This dictionary is now only used to encode
front bits in ALP_RD.

EXTERNAL-DICT. This operator enables us to use "external codes", i.e. the codes from a
different column, with a different dictionary. This is useful to support column correlations
with a one-to-one mapping, where the codes of the two columns are the same, but their
dictionaries are different.!

Transpose. The Transpose operator is applied only during encoding, so the decoded
data remains in the Unified Transposed Layout (UTL) after decoding. FastLanes provides a
shareable selection vector: an array of 1024 integers containing the permutation of the UTL,
which vectorized query engines can put in front of vectors decoded by FastLanes to recover
the original ingested tuple order. The FastLanes decoder can also be requested to restore this

'We also experimented with the opposite idea: sharing a dictionary between columns with different codes — however
in our tests this did not improve compression ratio significantly.
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order, performing a gather operation on this selection vector.

Cast. The Cast operator keeps values of a column in a different type from what is
specified in the schema, to a type which simplifies encoding and query execution. We
employ Cast in three scenarios: STRING to INTEGER, allowing query engines to benefit
from the SIMD-friendly, fixed-size properties of integers; DOUBLE to INTEGER, enabling the
use of the richer INTEGER encoding pool and allowing query engines to operate on integers
instead of floating-point data types; and INTEGER to a narrower INTEGER type (e.g., 64-bit
to 8-bit). The Cast is a useful end-point for compressed execution.

RLE. The RLE operator stores data in the FastLanes-RLE [140] compressed format, which
consists of two vectors: one for repeated values and another for indexes pointing to these
repeated values. For full decoding, the RLE values are placed in their correct positions using
the indexes. Note that FastLanes-RLE maps RLE to dictionary encoding and applies delta
encoding to the indexes. This enables the use of a Unified Transposed Layout to break data
dependencies among values, accelerating the decoding of RLE encoding with scalar code
that auto-vectorizes.

FSST. The FSST operator compresses a vector of STRING data using FSST [164], a
lightweight compression scheme with decompression and compression speeds comparable
to, or better than, the best speed-optimized compression methods, such as LZ4. FSST uses a
static symbol table (stored in the rowgroup header) that enables random access to individual
compressed strings, allowing for query processing directly on compressed data.

FSST12 is an alternative version of FSST that uses 12-bit instead of 8-bit codes [177],
allowing it to encode up to 4,096 symbols (each up to 8 bytes long). The larger dictionary
allows FSST12 to obtain better compression ratios than FSST on distributions with more
entropy; but comes at the cost of a large CPU cache footprint. For instance, JSON and XML
benefit more from FSST12.

Cross RLE. The motivation behind this operator is that our data-parallel RLE is very fast
but introduces a 128-byte overhead per vector. For a rowgroup of size 64 x 1024 with very
few RLE values, this overhead becomes significant (§KB). To address this issue, we
introduce the Cross RLE operator, which applies classical run-length encoding across an
entire rowgroup. The main challenge for Cross RLE is efficiently supporting vectorized
decoding on the Unified Transposed Layout. To overcome this, we implement the decoding
in two steps: first, we traverse the RLE lengths to identify the initial value belonging to the
vector currently being decoded, and then we proceed with standard RLE decoding. An
additional mapping is performed to correctly decompress into unified transposed layout, but
this step is only needed at the boundaries of RLE stretches, adding low overhead.
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6.2.2 FASTLANES EXPRESSION NOTATION

To store and represent expressions we use a modified form of Reverse Polish Notation (RPN),
that separates operators and operands into two distinct RPN-style (postfix order)
sub-expressions:

1. Operators: Stored as integers, with each operator assigned a unique ID.

2. Operands: Stored as integers representing either a column or a segment within a data
page in FastLanes (Segments are discussed in greater detail in Section 2.2).

Whereas standard RPN requires (string) parsing to tokenize operators and operands, our
approach directly stores operators and operands as integers. This design aims to minimize
the overhead of interpretation at runtime, while also using little space for expressions. Each
operator is uniquely identified based on its type. For example, the FFOR operator has distinct
IDs for each data type it supports, further reducing the need to interpret the operator’s data
type. Thus, FFOR_UINTS is the version of FFOR that operates on 8-bit data, different from
FFOR_UINT16, for 16-bit data.

Decoding interpretation consists of initializing a chain of physical expressions, by reading
the operator and operand arrays from a column descriptor inside the rowgroup file-footer.
These physical expressions are initialized by (i) looking up function pointers from operand
IDs, and (ii) binding parameters by looking up values and offsets in the column descriptor,
which contains encoding parameters such as e.g. the bit-width for bit[un]packing in FFOR, as
well as segment descriptions that point to raw bytes in the rowgroup. Execution of
[en/de]codingthen calls these functions in the physical expressions one after the other.

6.2.3 EXPRESSION DETECTION

Expression Encoding enables a file format to encode data using any combination of
operators. This flexibility introduces a challenge in identifying suitable expressions that
achieve both fast decompression and high compression ratios for a given table, as the search
space is infinite. We address this challenge with a two-phase approach for expression
selection: a rule-based phase for detecting relationships between columns and determining
the appropriate type for each column, followed by a sample-based encoding phase that
selects an expression from a predetermined pool of expressions.

Rule-Based Operator Selector. The process of operator selection or expression creation
begins by applying rules in the order they are defined. The FastLanes v0.1 rule set consists
of the following:

1. Constant: We first identify constant columns where all values are identical. These
columns are represented by an expression with only one operator, CONSTANT. The constant
value is not stored directly; instead, the Min-Max information in the rowgroup footer is used
to retain this value. This decision allows the reader to use this column in a query without
fetching any data.

2. Equality: We check for equality columns where the values in two columns are (almost)
completely identical row-by-row. In this case, the second column is encoded with an
expression consisting of only one operator, EQUAL, and as operand a {column-id}.

3. String as Numerical: It is not uncommon for database users to select a string type as a
fallback data type for a column that contains mostly numerical data [103]. Converting these
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strings to numerical types, such as integers or doubles, improves compression efficiency, as
numerical data compresses better than strings (as shown in Section 2.3), and simplifies
processing since numerical data is fixed-size, making it suited for SIMD instructions. This
rule first detects such columns and then selects the appropriate numerical type. A CAST
operator is added to the expression to retrieve the original type if necessary.

4. Double as Integer: Similar to ”String as Numerical,” this rule aims to select a more
efficient data type when possible, particularly for double columns that consistently have a
zero after the decimal point. A CAST operator is added to the expression to retrieve the
original type if necessary.

5. Narrower Types for Integer: Similar to ”String as Numerical” and "Double as Integer,”
this rule aims to select a more efficient data type when possible, particularly a narrower
integer data type. The narrowest integer type is determined based on the number of bits
required to represent the maximum value. A CAST operator is added to the expression to
retrieve the original type if necessary.

6. One-to-One Map: In a one-to-one correlation, a specific value ”X” in one column is
always associated with a single specific value ”Y” in another column. In this case, the first
column proceeds to the second phase to determine the best expression, with the caveat that
only expressions with a dictionary as the root are considered. For the other column, we store
only a reference to the dictionary column, and the expression selection stops here by
choosing EXTERNAL_DICTIONARY.

Sampling-Based Encoding. After the Rule-Based Operator Selector, three categories of
columns — constant, equal, and one-to-one map — are removed from the pipeline for choosing
the optimal expression. For the remaining columns, we use a sampling-and-try approach to
select the best encoding expression from a limited predefined expression pool, shown in
Table 6.2. This pool consists of expressions we derived from trying a large set of
combinations of encodings on the Public BI datasets; where we kept those encoding
expressions that ended up being the best for some column.

We call our sampling method three-way: FastLanes simply takes the first, last and middle
vector (each of 1024 values) in the rowgroup and tries compressing this limited data with all
encoding expressions in our pool for that datatype. The key intuition behind this sampling
strategy is that many tables exhibit locality, while gradually changing the data distribution
throughout the rowgroup.

Figure 6.2 shows a benchmark of compression ratio achieved on the Public BI dataset using
two sampling strategies and various sample sizes; where 100% compression ratio was
achieved by choosing the best encoding expression after measuring the compression ratio on
all vectors of the rowgroup (i.e., no sampling). The sequential strategy uses a front-biased
strategy, whereas the three-way strategy recursively applies a binary-search approach: after
sampling the first and last vector, it incrementally probes the middle of the largest
unexplored space. We see that this strategy, after just three vectors (hence: three-way)
achieves more than 99% accuracy in terms of compression ratio, comparing quite favorably
to front-biased sampling.
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|[Expression (where X € {08,16,32}) |[Count|Popularity (%)

string columns
CROSS_RLE_STR 210 9.17%
FSST_DICT_STR_FFOR_SLPATCH_UX 191 8.34%
FSST_DICT_STR_FFOR_UX 166 7.25%
CONSTANT_STR 81 3.54%
EXTERNAL_FSST_DICT_STR_UX 41 1.79%
FSST_DELTA_SLPATCH 33 1.44%
FSST_DELTA 21 0.92%
FSST12_DICT_STR_FFOR_SLPATCH_UX 8 0.35%
FSST12_DELTA_SLPATCH 7 0.31%
RLE_STR_SLPATCH_UX 2 0.09%
FSST12_DELTA 2 0.09%
RLE_STR_UX 1 0.04%
numeric columns
CONSTANT_INTEGER 334 14.59%
FFOR_SLPATCH_INTEGER 227 9.92%
DICT_INTEGER_FFOR_SLPATCH_UX 210 9.17%
DICT_INTEGER_FFOR_UX 190 8.30%
CROSS_RLE_INTEGER 121 5.29%
FFOR_INTEGER 47 2.05%
EXTERNAL_DICT_INTEGER_UX 24 1.05%
RLE_INTEGER_UX 15 0.66%
RLE_INTEGER_SLPATCH_UX 3 0.13%
floating-point columns
ALP_DBL 87 3.80%
DICT_DBL_FFOR_SLPATCH_UX 38 1.66%
RLE_DBL_UX 30 1.31%
DICT_DBL_FFOR_UX 28 1.22%
CONSTANT_DBL 18 0.79%
ALP_RD_DBL 17 0.74%
EXTERNAL_DICT_DBL_UX 12 0.52%
CROSS_RLE_DBL 2 0.09%
RLE_DBL_SLPATCH_UX 1 0.04%
correlated columns
EQUALITY | 56] 2.45%

Table 6.2: The FastLanes v0.1 Expression Pool: Sorted by Category & Popularity in being chosen in en-
coding the Public BI benchmark. For string columns, run-length encoding with long stretches dominates
(CROSS_RLE_STR), and second most effective are FSST-compressed dictionary encoding with exceptions
(FSST_DICT_STR_FFOR_SLPATCH_UX). This pool was chosen by exhaustive testing of a wide spectrum of
expressions encodings on Public BI, and retaining the winners.
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Figure 6.2: Compression ratio accuracies of Sequential and Three-Way sampling methods. Three-way sampling,
vectors at positions 0, 32, and 64 achieve more than 99% accuracy.

6.3 FAsTLANES FILE FORMAT

In this section, we first explain the file format from a high-level perspective, beginning with
the rowgroup, then moving to the column chunk, and finally delving down to the segment,
the fundamental building block of the FastLanes file format. We also demonstrate how
segments are used to store the encoded data of an expression. Additionally, we provide a
detailed example of how a table is stored in the FastLanes format.

File Format Overview. The FastLanes file format consists of two main components: the
footer and the data. The footer, in v0.1 still stored in JSON format (though this will change
in a later version), contains all the necessary information to access, decode, and decrypt the
data, along with statistics such as Min-Max values. The data itself is stored in a binary
format after being expression-encoded. We propose storing the footer metadata separately
from the data — e.g., in different files or objects within an S3 bucket in cloud storage — query
engines can process metadata first, possibly from a cache or catalog that consolidates
metadata for many rowgroups, enabling optimizations like projection pushdown and zone
map filtering that avoid accessing data files unnecessarily.

Rowgroup. FastLanes first divides a table horizontally into smaller mini-tables called
rowgroups. Each rowgroup stores records using the PAX layout [178], which keeps the
attribute values of each record together in the same file, while the attributes themselves are
stored in a DSM (columnar) layout [179, 180]. All decisions in FastLanes, such as
expression detection, are made on a per-rowgroup basis, allowing for more fine-grained
tuning and adaptability to data, rather than applying a single expression to an entire column.
Additionally, we store statistics for each rowgroup, such as Min and Max values, enabling
the ability to skip entire rowgroups for range queries. The size of a rowgroup in FastLanes is
a fixed number of records, similar to ORC, and is always a multiple of 1024. This design
ensures compatibility with data-parallel encodings [140], as these encodings require
1024-value batches to fully leverage SIMD registers or all threads within a GPU warp [165].
In contrast, Parquet uses fixed physical sizes for rowgroups, resulting in a variable number of
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{ "Rowgroup size in terms of number of vectors": 2,

"Rowgroup binary size": 26,

"Rowgroup offset within binary file": 0,

"Rowgroup ID": "O0",

"Column Descriptors": ["Explained below"] }
Figure 6.3: Row-group Descriptor in JSON format for the first row-group in Table 6.7, stored separately from the
row-group binary data. This row-group contains two vectors and is located at an offset of O bytes in the binary

FastLanes file format, with a size of 26 bytes. To retrieve this row-group, 26 bytes starting from offset 0 need to be
loaded.

{ "type": "STRING",
"Column offset": 0,
"Column binary size": 23,
"Expression": "DICT_FFOR_UINT8"],
"Column Index": O,
"Segments Descriptors": ["Explained below"], }

Figure 6.4: Column Descriptor for the first column in Table 6.7, stored within the row-group descriptor depicted
above. The Expression for decoding and encoding code ("DICT_FFOR_UINTS8") gets mapped to an array of
operators and an array of operands, a form a Reverse Polish Notation.

{ "Entrypoint offset": 16,
"Entrypoint binary size": 2,
"Data offset": 18,
"Data binary size": 2 }

Figure 6.5: Segment Descriptor for the segment that stores bases for FFOR. The entry point array is of size 2, as
each entry point is a 8-bit unsigned integer. There are two entry points needed, since the row-group size is 2 vectors.
The size of the data is 2 bytes: 1 byte for each 8-bits base (1 byte).

records.

Rowgroup Descriptor. Each rowgroup in the FastLanes file format is associated with a
descriptor in the footer. This descriptor includes the size of the rowgroup (in terms of the
number of vectors), along with the size and offset specifying where the rowgroup starts in the
binary data and the number of subsequent bytes it occupies. The descriptor enables the query
engine to fetch only the relevant bytes from the binary file, skipping unnecessary rowgroups
through zonemap filtering. Additionally, it contains an array of column descriptors, which
are explained later. An example of a rowgroup descriptor is shown in Figure 6.3.

Column Chunk. Within each rowgroup, there is exactly one column chunk per column,
storing the data of that column in a columnar format after being expression-encoded. By
keeping all data of a column in a contiguous location, this setup enables query engines to
perform projection pushdown, allowing them to load only the columns relevant to the query
instead of loading all columns.

Column Chunk Descriptor. For every ColumnChunk in a FastLanes rowgroup, there is a
corresponding descriptor in the footer. This descriptor includes the type defined by the
schema, segment descriptors (explained later), the size and offset indicating where the
column starts in the binary data, and the number of subsequent bytes belonging to the
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Figure 6.6: Example segment storing the bases of the FFOR expression of the ID column with a row-group size of
2 vectors. The segment holds bases for 2 vectors {100, 101}, with an entry point array at the start that points to
the base of each vector to enable vectorized decoding. Storing bases in one location allows further compression
of these bases, e.g., with FFOR. Bases can also be exploited in queries (e.g., ID>101) to skip vectors to provide
per-vector min-max stats.

Rowgroup | Vector | RowID Name | Institude | ID | Alias Col Name Name Institude D Alias
N. N. N. _ _ Type String String Integer String
g g 2 ﬁ%ce gai 123 ﬁ%ce offset 0 23 23 25

ice ice -
= z S, 23 0 2 0

0 0 2 Alice CWI 100 | Alice 1zel
0 0 3 AECE oW 100 Alice Expression| orctronary_rror uints | CONSTANT |EXTERNAL DICT| EQUALITY
0 0 4 | Bob owT 101] Bob | | Metadata CHTY
0 0 5 Bob cwI 101| Bob Segments ? o ? 1
0 0 6 Bob CwI 101| Bob
0 0 7 | Bob [ 101] Bob fo. 11 ] 14, &1 | (25, 2)
0 1 8 Bob [ 101| Bob [5. 11 | (20, 2]
0 1 9 Bob CWI 101| Bob (12, 2] | [14, 2]
0 1 10 Bob cwI 101] Bob (16, 2] | [1s, 2]
0 1 11 | Bob cwI 101| Bob [20, 21| [22, 2]
0 1 12 Alice CwI 100 | Alice
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0 1 14 | Alice CWI 100 | Alice
0 1 15 |Alice CWI 100 | Alice
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Figure 6.7: FastLanes file layout for a table with columns Name, Institute, and ID. In gray we also draw inexistent
columns rowgroup, vector and rowld, indicating which row belongs to which rowgroup and vector. We reduced the
rowgroup size to 2 vectors of size 8 (v0.1 defaults are 64x1024). The footer is shown in top right, with required
fields Col Name; Type; Offset, representing the binary offset of this column in the rowgroup; Size, allowing to
compute the end of the column chunk; Expression, specifying the encoding-expression of this column; Metadata
and Segments, an array of two byte ranges [offset, size]. The first range specifies where the segment "entry point”
array (with one entry point per vector) starts within this column chunk and its size, while the second range specifies
where the segment data starts and its size. We assign a color to each column, which is also applied to the raw bytes
in the FastLanes binary data, depicted in the bottom right. Each box represents one byte, tagged below with a color
that matches the legend, and a byte position in gray. FastLanes used Dictionary_FFOR_UINTS8 encoding for the
Name column, as the values come from a small domain. Constant encoding is used for the Institute column, as all
values are equal. One-to-One Mapping is selected for the ID column, since it completely correlated with the Name
column. Finally, the Alias column is compressed using Equality, as it is a copy of Name. For the first column in the
binary format, there are a total of five segments: (1) one for bytes of dictionary values ("Alice" and "Bob"), (2) one
for offsets of strings stored in the first segment ("0,5"), (3) one for the bit-packed array, which in this case requires
two bytes as the 16 values can be represented in 1 byte, (4) one for the base values (0 and 0), and (5) one for bit
widths (1 and 1). For Institute there is no segment, as the constant ("CWI") is stored in the metadata. For ID, we
store only the dictionary with one segment consisting of values [100, 101].

column. These details enable the query engine to access relevant columns while skipping
unnecessary ones, an optimization known as projection pushdown. The descriptor also
includes the column index and statistics, such as the maximum value. An example of a
column descriptor is shown in Figure 6.4.

Segment. A segment stores encoded data of the same nature—data that has the same role in
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encoding and shares the same type—resulting from encoding a column chunk (multiple
vectors) through the expression encoder. It enables fine-grained access to this encoded data
(at the granularity of a vector at a time, 1024 values) to support vectorized decoding. Each
segment achieves this by storing an additional entry points array alongside the data itself,
which keeps track of the offset to the start of the data for each vector. Note that the segment
stores data from the assigned source consecutively after this entry points array.

Segment Descriptor. For each segment in the file format, there will be a descriptor in the file
footer containing two key pieces of information: the entry point offset and size, and the data
offset and size. These fields determine the exact location and extent of each segment within
the binary data file. An example of segment descriptor is shown in the middle of Figure 6.5

6.4 EVALUATION

Hardware. We conducted all experiments on an EC2 instance i4i_4xlarge, with Intel
Xeon (Ice Lake) CPU, 16 vCPUs and 128 GiB RAM. FastLanes is portable accross multiple
operating systems and compilers, and we have previously evaluated its encodings also on
Apple and Graviton ARM hardware [140]; however, BtrBlocks depends on x86 intrinsics,
which is why we chose this platform. Data Formats. FastLanes v0.1 is released under an

MIT license in our GitHub repository?. All experiments are released separately in a
dedicated repository>. For Parquet, there are several open-source implementations; we use
the implementation in DuckDB v1.2 [181], as it employs the latest Parquet encodings [182]
and is widely used for writing Parquet files. We compare two variants of Parquet:
Parquet+Snappy, widely used in practice, and Parquet+Zstd, which offers the best
compression ratio. For BtrBlocks, we use the original implementation provided by the
authors of BtrBlocks [183], run with its default settings at cascading level 2.

We also evaluate DuckDB’s native format. Note that DuckDB does not provide any API to
directly determine the storage size occupied by a table, making it challenging to accurately
measure DuckDB’s compression performance. We replicate each sample dataset until the
number of samples reaches at least 10 and is a multiple of 1024 x 120, as DuckDB begins
compressing data only when a rowgroup size reaches 1024 x 120. This setup ensures that
the resulting files are sufficiently large, minimizing inaccuracies caused by DuckDB’s
storage being allocated in fixed increments of 256 KB, thus allowing a fair evaluation of its
compression performance.

Data. We chose data from the PUBLIC_BI [103, 104] benchmark as a basis to design and
compare FastLanes against other file formats, and also used it to identify the expressions
encodings (see Section 6.2.3). The PUBLIC_BI dataset is particularly relevant because it
captures a wide variety of data distributions, is derived from real-world datasets, and has
previously been used in the analysis, design, and evaluation of other encoding schemes such
as ALP, FSST, White-Box Compression, C3, Chimp, Chimpl28.

We used 36 datasets from PUBLIC_BI, summarized in Table 6.3, consisting of 2,289
columns. For consistency, we only considered the first table from each dataset to ensure

2https ://github.com/cwida/FastLanes
3https://github.com/cwida/fastlanes-v1db2025
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equal-sized samples, as datasets vary in the number of tables. An exception was made for
datasets with very few records, such as TrainsUK1, where we used Table 2 instead of Table
1.

Additionally, for datasets with similar schemas, such as Redfinl, Redfin2, Redfin3, and
Redfin4, only the first dataset was included to avoid the effect of redundant tables on the
results. For all experiments in this section, we selected 65,536 records (64 vectors) from
each table to ensure fair benchmarking, as BtrBlocks also uses this number as the rowgroup
size. Exceptions were made for the datasets CommonGovernment, Generico, and
USCensus, where only 32,768 rows were used, as including 65,536 rows would result in file
sizes exceeding 100MB.

Compression ratio. Table 6.3 summarizes the compression ratios for all evaluated file
formats. All ratios are reported relative to FastLanes, where positive values indicate the
percentage by which FastLanes compresses data more effectively, and negative values
indicate the percentage by which another format compresses better than FastLanes. As
shown, FastLanes achieves the highest compression ratio among all evaluated file formats.
Parquet+Zstd is the closest competitor, compressing only 2% less efficiently than FastLanes.
In contrast, the commonly used default, Parquet+Snappy, results in 40% more data
compared to FastLanes.

Decoding and Encoding Speed. Next, we evaluate the decoding and encoding speed of all
file formats. The results are shown in Table 6.4. FastLanes is faster on all datasets and, on

average, is 43 times faster than Parquet+Snappy, 44 times faster than Parquet+ZSTD, 7 times
faster than BtrBlocks, and 29 times faster than DuckDB.

Regarding encoding speed, we note that the FastLanes v0.1 code path is extremely basic and
no effort whatsoever has been made to make it fast. With all optimization still on the table,
we note it is already faster than BtrBlocks.

Random access. Next, we evaluate the random access time of all file formats. To do so, we
execute the following query: "SELECT * FROM read_parquet() LIMIT 1 OFFSET 0"
in DuckDB to retrieve only the first row from a Parquet file. For BtrBlocks, we fully
decompress the entire block. While this could be optimized further by decoding only the
first element of the last recursion of BtrBlocks, this is not possible as it would require a
complete reimplementation of BtrBlocks with a new API that supports this.

The results are shown in Table 6.5. FastLanes takes 0.14 milliseconds to retrieve the first
value from all datasets, making it 315 times faster than Parquet+Snappy, 416 times faster
than Parquet+ZSTD, 800 times faster than BtrBlocks, and 5 times faster than DuckDB.
DuckDB is the closest to FastLanes in performance. This benchmark demonstrates that
block-based compression methods are extremely inefficient for random access, as they
require decompressing the entire block to access a single value. In contrast, the vectorized
decoding model used in both FastLanes and DuckDB provides a good balance between
compression ratio and small enough block sizes to enable efficient tuple retrieval.

SIMD. To evaluate in howfar fully data-parallelized encodings improve with SIMD, we
benchmark the total decoding time of FastLanes on Intel Ice Lake using three different
compilation flags: -03, -03 -mavx2, and -03 -mavx512dg.

The results are shown in Table 6.6. As observed, AVX512 improves decoding time by nearly
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Table 6.3: Compression ratios of file formats relative to FastLanes. Positive percentages indicate better compression
performance by FastLanes, while negative ones show superior performance by other formats. FastLanes achieves the
highest overall compression ratio, closely followed by Parquet+Zstd (2% less efficient). The default Parquet+Snappy
format results in 40% larger compressed data.

Table CSv FastLanes Parquet BtrBlocks| DuckDB
Name V0.1 Snappy Zstd [183] v1.2
Arade 5.44 0.90 +92.00% |+82.00% | +17.00% | +22.00%
Bimbo 2.72 0.31 +108.00% | +42.00% | -2.00% | +82.00%
CMSpr | 14.02 2.86 +43.00% [+10.00%| +11.00% | +63.00%
CityM 22.98 8.53 +14.00% |-21.00% | +16.00% | +39.00%
Commo| 25.20 222 -8.00% |-39.00% | +3.00% |+103.00%
Corpo 11.62 2.40 +7.00% | -24.00% | +88.00% | +57.00%
Eixo 52.56 4.50 +18.00% | -21.00% | +15.00% | +64.00%
Euro2 12.97 5.10 -9.00% |-39.00% | +21.00% | +10.00%
Food 2.01 0.48 +15.00% |-10.00% | -18.00% | -20.00%
Gener 18.34 0.86 +50.00% | -24.00% | -8.00% | +83.00%
HashT 82.52 15.85 +51.00% | -4.00% | +55.00% |+103.00%
Hatre 23.19 8.63 +13.00% | -23.00% | +21.00% | +41.00%
IGloc 5.26 1.58 +24.00% | +6.00% | -5.00% | +21.00%
MLB 11.41 2.11 +73.00% | +4.00% | +3.00% | +84.00%
MedPa 15.30 3.56 +33.00% | +7.00% | +14.00% | +67.00%
Medic 13.03 3.28 +29.00% | +9.00% | +7.00% | +27.00%
Motos 36.94 1.76 +57.00% |-24.00% | -9.00% |+150.00%
Mulhe 54.61 4.56 +18.00% | -21.00% | +14.00% | +68.00%
NYC 39.54 3.70 -11.00% | -31.00% | +26.00% | +66.00%
PanCr 15.02 3.25 +42.00% | +6.00% | +7.00% | +59.00%
Physi 15.30 3.53 +34.00% | +8.00% | +16.00% | +64.00%
Provi 15.30 3.52 +37.00% [+13.00% | +13.00% | +64.00%
RealE 17.57 3.61 +63.00% [+10.00% | +23.00% | +39.00%
Redfi 29.31 8.17 +13.00% | +1.00% | +13.00% | +55.00%
Renta 65.94 12.49 +22.00% | +8.00% | +18.00% | +46.00%
Roman | 21.07 8.16 +11.00% | -28.00% | +19.00% | +50.00%
Salar 48.65 8.45 +4.00% | -8.00% | +20.00% | +72.00%
Table 17.42 0.49 -23.00% | -47.00% | -11.00% |+209.00%
Taxpa 15.28 3.49 +38.00% [+13.00% | +19.00% | +68.00%
Telco 47.41 17.20  |+121.00% |+54.00%| +3.00% | +59.00%
Train 19.93 2.62 +95.00% [+38.00% | +5.00% |+134.00%
Train 19.87 2.96 +67.00% | -0.00% | +15.00% | +85.00%
USCen | 54.63 3.44 +72.00% [+13.00%| +6.00% |+147.00%
Uberl 54.52 4.59 +17.00% |-22.00% | +12.00% | +65.00%
Wins 56.19 11.80 +87.00% [+30.00% | +13.00% | +76.00%
YaleL 16.96 1.10 +14.00% | -14.00% | +25.00% |+122.00%
Total |980.03mg|172.05(mg)| +41.00% | +2.00% | +18.00% | +66.00%
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Table 6.4: Decoding/encoding throughput of file formats, based on the number of rowgroups decoded/encoded per
second.

File Format Total Decoding Decoding Total Encoding Encoding

Time (ms) (rowgroup/s) Time (ms) (rowgroup/s)
FastLanes 16.32 61.27 81341.63 0.012
Parquet+Snappy 712.55 1.40 5867.07 0.17
Parquet+Zstd 731.45 1.37 6927.52 0.14
BtrBlocks 115.43 8.66 111091.39 0.009
DuckDB 483.45 2.07 20347.82 0.05

Table 6.5: Random access time comparison across different file formats. The result is presented in terms of the
millisecond taken by FastLanes and how many times FastLanes is faster than others. FastLanes achieves the fastest
access time. The results highlight the inefficiency of block-based compression for random access and the advantage
of vectorized decoding in balancing compression ratio and retrieval speed.

Table | FastLanes Parquet BtrBlocks | DuckDB
Name V0.1 Snappy | Zstd [183] vl2

| Total | 0.14053 | 315.62x | 413.66x | 813.57x | 5.96x |

40%. To further emphasize the necessity of next-generation file formats for data-parallel
encodings, we repeat the same benchmark for Parquet+Zstd, Parquet+Snappy, and BtrBlocks.
The observed performance gain is negligible. While BtrBlocks uses explicit SIMD
instructions, it employs non-fully data-parallel layouts, which limit its ability to benefit from
AVX512, as clearly shown in Table 6.6. This benchmark clearly demonstrates the
importance of fully data-parallel encodings.

Expression Pool. To measure the effect of each expression in our pool, we conducted an
experiment where we measured the impact of each expression encoding included, compared
to when it was removed from the pool. The results indicate how much an expression
practically improves the compression ratio performance and decompression time of
FastLanes*

The results are shown in Table 6.7. Dictionary encoding has the most significant impact
on the compression ratio, improving it by 40%, followed by DELTA decoding, which
improves it by 6%. Based on these results, we address the following questions, which could
serve as guidelines for future file formats, including FastLanes.

Exception Handling. Despite its proven benefits [35, 184], almost all new file formats, such
as BtrBlocks, DuckDB’s native file format, and Nimble from Meta, avoid supporting any
exception handling mechanism. The PATCH operator, which handles exceptions, improves
the compression ratio by 2.5% in the presence of all schemes, demonstrating its significance.
We consider patching a first-class citizen in FastLanes, though we notice that it has
considerably slowed down decompression.

FSST. FSST12 and FSST work similarly, with the key difference that FSST12 uses 12-bit

4This micro-benchmark was conducted on an Apple MacBook Pro M4.
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Table 6.6: Total decoding time of FastLanes, Parquet, and BtrBlocks on Intel Ice Lake using different SIMD
compilation flags. AVX512 improves decoding time by nearly 40% on FastLanes, demonstrating the efficiency of
data-parallelized encodings. In contrast, the performance gains for Parquet+Zstd, Parquet+Snappy, and BtrBlocks
are negligible. BtrBlocks only works on machines with AVX2/AVX512 instruction sets.

ISA FastLanes Parquet+Snappy Parquet+Zstd BtrBlocks
Time(ms) ‘ Speedup | Time(ms) ‘ Speedup | Time(ms) ‘ Speedup | Time(ms) ‘ Speedup
SSE 23.16 - 2110.27 - 2152.29 - x %
AVX2 18.96 22.10% | 2057.16 2.58% 2167.52 -0.70% 113.09 -
AVX512 16.32 41.87% | 2070.90 1.90% 2197.58 -2.06% 115.43 -2.07%

Table 6.7: Improvement brought by adding each scheme to the pool compared to having it removed. Usefulness is a
mix of impact on compression ratio, decompression speed (and code complexity - but this is harder to quantify).

Expression Compression | Decompression

Ratio Speed
Dictionary +42.36% +44.19%
DELTA +5.92% -1.91%
Equality +4.70% +2.66%
ALP +4.36% -7.28%
FSST +3.86% +3.84%
Patch +2.51% -7.11%
FFOR +1.30% +4.48%
One-to-One Map +1.17% +9.47%
FSST12 +0.84% +2.62%
Cast +0.78% +10.16%
RLE +0.69% +6.65%
CROSS RLE +0.65% +16.27%
ALP RD +0.57% -2.30%
Frequency +0.09% +2.06%
Constant +0.00% +2.92%

symbols, allowing it to capture 16 times more symbols at the cost of 4-bit longer codes. This
raises the question: do future file formats need FSST, FSST12, or both?

By looking at the table, FSST improves the compression ratio by almost 4%, which is
significant, while FSST12 contributes only 1%, which is still meaningful. Despite not
having as much impact as FSST, a detailed analysis shows that FSST12 performs very well
on long string columns, making our file format more future-proof for handling long strings.
Therefore, we support both FSST12 and FSST in FastLanes.

Frequency. BtrBlocks argues for using frequency encoding, which considers the most
commonly used value as a default and stores only values that do not match the most frequent
one. In a sense, it is similar to constant encoding with exceptions.

Our analysis, summarized in Table 6.7, shows that this scheme brings only a 0.05%
improvement, which is very insignificant compared to the complexity it adds to the file
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format. Therefore, in FastLanes, we do not support the Frequency encoding.

MCC. MCC schemes, including Equality with (4.7%, 2.6%), One-to-One Mapping with
(1.2%, 9.47%), and Cast with (0.78%, 10.16%), bring an overall improvement of
approximately (8%, 20%) to the compression ratio and decoding speed of FastLanes, which
is very significant. Therefore, we support MCC schemes as a first-class citizen of FastLanes
and continue to explore further improvements to our MCC schemes.

6.5 RELATED WORK

Today, there are multiple open columnar [185] file formats, including Parquet [1],

RCFile [15], ORC [16], BtrBlocks [44], DuckDB [51, 186], Albis [187], Carbon [188],
DataBlocks [189], Artus [175], Capacitor [190], LanceDB [191], Bullion [160], and
Nimble [160]. These formats have been analyzed and surveyed in [48, 161, 162, 192]. In
this section, we review BtrBlocks as the current state-of-the-art file format, the first (and
only) to implement cascaded encoding. We also examine studies within the database context,
focusing specifically on Cascaded Encoding and Multi-Column Compression (MCC).

6.5.1 BrrRBLOCKS

BtrBlocks implements cascaded compression through recursion, where an entire column
chunk is compressed recursively using multiple lightweight compression schemes (LWCs).
Here we highlight some key reasons FastLanes provides advantages over BtrBlocks.

Block-Based Compression: Despite using LWCs that could potentially support vectorized
decoding, BtrBlocks’ cascading compression reverts to a coarse-grained approach. This is
due to the recursive nature of the implementation, which requires an entire rowgroup
(64*1024 values) to be fully [de]compressed multiple times for each LWC used in a
combination. One could argue that the size 64*1024 could be reduced to one vector of 1024,
and that repeating the process of recursive decompression for each vector could support
vectorized decoding. However, this approach is not feasible because, for example, the crucial
dictionary encoding code-path would then get executed separately for each vector, resulting
in a separate dictionary being stored for each vector. This could lead to dictionaries with
potentially repeated values across vectors and significantly worse compression ratios.

No Compressed Execution Support: BtrBlocks always completely decompresses values.
While one could extend its cascaded decoding to support compressed execution, this would
only provide a limited form by skipping decoding of the final recursion level. This limitation
arises from the recursive nature of its implementation, where lower levels of encoding
remain opaque and can only be accessed after full decoding.

Not Fully Data-Parallelized: BtrBlocks relies on 128-bit interleaved bit-packing provided
by the FastPFOR library. At best, a 128-bit interleaved layout can only use a SIMD register
of width 128 bits or only 4 threads of a 32-threaded warp — and there is no BtrBlock GPU
decoder yet.

Missing Schemes: The BtrBlocks scheme pool lacks three critical schemes: ALP,
Patching, and Delta encoding. ALP is a state-of-the-art encoding for floating-point data
and an essential LWC scheme to achieve better compression ratios than Zstd. Delta
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encoding is crucial in niche domains (e.g., timeseries data) but is also a useful component
for encoding offsets needed for string storage.

Hardcoded: Btrblocks implements cascaded compression with hardcoded configurations.
For example, in all cascades involving dictionary encoding, uint32 is always used for codes.
In contrast, the FastLanes implementation of cascaded encoding allows a expressions of any
combination of operators; and even though we limit the space of possibilities with an
expression pool, it offers multiple variants for dictionary codes. In FastLanes, dictionary
codes are typically further compressed with FFOR. Note that in the FFOR of FastLanes the
bit-width is a parameter that gets stored in a column segment, hence it can vary from vector
to vector.

Dependencies: the BtrBlocks implementation relies on several external dependencies,
which complicates its use in practical systems. We argue that a file format should be
implemented with zero external dependencies, following the DuckDB and SQLite
implementation model, making it usable as an embeddable library for any query execution
engine.

6.5.2 ENcODING/COMPRESSION.

Encoding/compression is frequently studied in database systems, with a focus on improving
decoding speed [35, 71, 75, 140, 184, 193-203], optimizing encoding/compression
selection [204, 205], enhancing compression ratios [173, 206-211], integrating compression
with query execution [173, 212-219], evaluating predicates on encoded

data [69, 70, 220, 221], and GPU encoding/compression [168]. HWC schemes, such as
Zstd [92], Snappy [163], and LZ4 [93], are the default in most open file formats. Several
LWC schemes have also been developed to encode specific data types, such as

DOUBLE [43, 44, 95-97, 110, 122, 124, 141], INTEGER [46, 48, 75, 140, 184], and

STRING [73, 164, 222]. Grammar-based compression schemes like Sequitur [223],
Re-Pair [224], and GLZA [225] have been proposed to compress data by building a
context-free grammar for it. However, these grammar-based schemes are generally
unsuitable for file formats due to their slower decompression speeds [164].

Cascaded Encoding. Fang et al. [168] propose cascaded encoding, which combines LWC
schemes to improve compression ratios. Damme et al. classify LWC schemes into logical
and physical compression categories and study how well they can be combined [226, 227].
However, their work is limited to integer columns and combinations of at most two LWC
schemes. Afroozeh et al. [48, 167] propose a Composable Compression Model that
decomposes LWC schemes into several efficient functions that can later be used to construct
more complex encodings, though this work focuses on decoding speed rather than
compression ratios. BtrBlocks [44] implements cascaded encoding recursively, while
Nvidia’s nvCOMP [228] applies cascaded encoding recursively for GPUs, though it is
limited to a single variation of [DICT, RLE, BITPACK].

Multi-Column Compression. White-box Compression [172] proposes a conceptual
model that represents logical columns in tabular data as an openly defined function over
some physically stored columns, allowing the query optimizer to enable optimizations such
as improved filter predicate pushdown during query execution. PIDS [173] identifies
common patterns in string attributes using an unsupervised approach and uses the
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discovered patterns to split each attribute into sub-attributes. These sub-attributes can then
be encoded individually, which enables future engines to push down many query operators
to sub-attributes, thereby minimizing I/O and potentially costly comparisons, resulting in
faster execution of query operators. C3 [32] proposes six MCC schemes—Equality,
1TolDict, 1toNDict, Numerical, DFOR, SharedDic —to address a key limitation
of column stores relative to row stores, namely that they compress attributes of each record
in isolation. Corra [170], similar to C3, looks for column correlation for compression and
proposes the same compression schemes under different names with the same compression
ratio.Virtual [171] implements Corra in Python on top of Parquet. Expression
encoding extends and integrates the concepts of White-box Compression, PIDS, and
C3 by proposing a unified framework that allows future file formats to fully leverage MCC
schemes.

6.6 DiscussioN

In this section, we discuss two layout strategies — Unified Transposed Layout within a vector
and Segmented Page Layout within a page — as these are fundamental decisions for future
file formats.

Unified Transposed Layout. We use the Unified Transposed Layout (UTL) [140] as an
option rather than as the default. Although this layout enables complete data-parallelism for
FastLanes-RLE and Delta schemes, its effect to permute the order of the tuples in a vector
may sometimes not be desirable — though the original order can always be restored, this
comes at an overhead. However, we argue that the substantial compression ratios achieved
by FastLanes-RLE and DELTA make these schemes essential, making the UTL a valuable
option for efficient data-parallelized decoding [140] in contexts where high compression
ratios are a priority.

We address a common point of confusion regarding the applicability of the Unified
Transposed Layout to variable-sized data, such as String or List. We find it can be used
without problem, as variable-sized data are always accompanied by an offset array — a
fixed-size vector of 1024 values to which we apply the UTL.

Vectorized Page Layout. An alternative to the segmented page layout for storing the result
of an expression in a file is the vectorized page layout, where all encoded data of an
expression for a vector are stored sequentially in one place. We have chosen the segmented
page layout over the vectorized page layout for three main reasons: Supporting structs in a
vectorized page layout can lead to filling the cache with unnecessary data during reading,
particularly when only subfields of a struct are required. The segmented page layout allows
for additional query optimizations by enabling query engines to access relevant data in a
single location, such as the bases in FFOR, which effectively serve as vector-based zone
maps [229], specifically the minimums of each vector. Collecting data with similar
properties in one segment allows for further compression in a single pass. Although we
currently avoid compressing these segments, having this option remains beneficial for
compression-sensitive workloads where achieving a high compression ratio is a priority.
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6.7 CONCLUSION

Popular big data file formats only partially benefit from the full compression potential of
Light-Weight Compression (LWC) schemes [44, 48], missing opportunities for compressed
execution, cascaded compression and multi-column compression. The latter two issues
affect compression ratio and make the use of Heavy-Weight Compression (HWC) methods
necessary, even though these are SIMD and GPU unfriendly. This is why FastLanes
introduces Expression Encoding, paired with a intricate segmented page design, that
enables fine-grained and efficient decoding of cascading LWC schemes.

With this chapter, we release a high-quality open-source C++ implementation of FastLanes
v0.1. Designing a data format requires a lot of effort and getting many details right. We
think this release is a major contribution.

Our evaluation of FastLanes versus Parquet, BtrBlocks and the DuckDB format shows that
HWCs can now be avoided without sacrificing any compression ratio, and very significantly
improving decoding speed; while offering efficient fine-grained data access as well as novel
opportunities for compressed execution.
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7.1 CONTRIBUTIONS
Let us briefly recap the research questions posed in Section 1.1.

* Research Question 1: How can SIMD instructions be leveraged to accelerate the
decompression of LWCs?

Research Question 2: Can data-parallel encodings be implemented in the most
maintainable way—namely, scalar code with auto-vectorization—by relying on
compilers to generate SIMD instructions, while still achieving maximum
performance?

L]

Research Question 3: Is it possible to design a data-parallel encoding for
floating-point numbers that uses SIMD instructions to decode many values in parallel
while achieving a compression ratio comparable to heavyweight compressors
(HWCs)?

Research Question 4: Do data-parallelized encodings, originally tailored for CPUs,
remain efficient on GPUs? What is their impact when integrated into query execution
engines on GPUs, and can they be further optimized?

Research Question 5: How should LWCs be implemented on GPUs? What should
their API look like?

Research Question 6: Can data-parallel lightweight encodings be used to achieve
better compression ratios than heavyweight compressors (HWCs) while maintaining
the key advantages of lightweight encodings, such as support for compressed
execution, fast decoding, and vectorized processing?

¢ Research Question 7: What could a file format built on the ideas from this thesis
look like?



132 7 ConcrLusioN & FUTURE WORK

The contributions addressing these questions are summarized below.

The Novel 1024-bit Interleaved Layout. We designed and implemented a novel 1024-bit
interleaved layout for bit-packing. The core idea is to reorganize the layout of bit-packed
data such that, during bit-unpacking, each value is already placed in its correct SIMD lane.
This is achieved by distributing the bit-packed values across lanes rather than storing them
sequentially. The layout enables efficient bit-unpacking by leveraging the SIMD capabilities
of any architecture and instruction set (ISA), while relying solely on scalar code that can be
fully auto-vectorized by modern compilers. We show that this approach achieves
performance on par with explicit SIMD implementations and is overall faster than any
existing bit-packed layout.

The Novel Unified Transposed Layout. We designed and implemented the Novel Unified
Transposed Layout to address the data-dependency challenge of delta encoding. Our layout
applies a two-step strategy. First, it transposes the values to ensure that data with mutual
dependencies are placed within the same SIMD lane, rather than being spread across lanes.
This eliminates inter-lane dependencies and allows each SIMD lane to operate independently.
Second, it unifies the transposed layout across data types of varying widths (from 8-bit to
64-bit). Since wider types, such as 64-bit values, require fewer SIMD lanes to fill a register
(e.g., 8x64-bit vs. 64x8-bit for AVX-512), we designed a single consistent transposition
pattern that works efficiently across all types. We show that this approach achieves
performance on par with explicit SIMD implementations and significantly outperforms all
existing delta encoding layouts.

The Novel FastLanes RLE. We designed FastLanes RLE, a novel variant of Run-Length
Encoding that resolves the inherent data dependency challenges of traditional RLE. Our
approach conceptually maps RLE to a form of dictionary encoding, where duplicate values
are retained in the dictionary, and the input is encoded using index codes that reference this
dictionary. A key property of this design is that the indices increase only when a new run
begins, making them highly compressible using delta encoding—since the maximum delta is
always 1. Our implementation demonstrates that FastLanes RLE significantly outperforms
existing SIMD-optimized RLE solutions and achieves performance on par with explicit
SIMD implementations.

The FastLanes Frame-of-Reference (FFOR). We designed and implemented the FFOR
primitive, which fully optimizes the classic Frame-of-Reference (FOR) encoding. While
traditional FOR implementations typically require two separate function calls—one for
bit-unpacking and another for adding the base—FastLanes FFOR fuses these steps into a
single function. It adds the base directly to the unpacked value within the generated code.
This implementation allows the addition to occur while the data remains in registers,
eliminating one load and one store instruction—both of which are common bottlenecks in
high-performance, fully data-parallel implementations such as those in FastLanes. Our
evaluation shows that FFOR significantly outperforms existing SIMD-optimized FOR
implementations and matches the performance of explicit SIMD code.

These four contributions—1) the Novel 1024-bit Interleaved Layout, 2) the Novel Unified
Transposed Layout, 3) the Novel FastLanes RLE, and 4) the FastLanes Frame-of-Reference
(FFOR)—emerged from our efforts to answer Research Questions 1 and 2.
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We conclude that the answer to Research Question 1 is: lightweight compression schemes
(LWCs) can be significantly optimized using SIMD instructions. This is made possible by
carefully redesigning the decoding logic with hardware-awareness in mind, specifically by:
(1) eliminating branches to ensure consistent control flow, (2) structuring the data layout to
exploit repetitive patterns, (3) using sequential access patterns to ensure data is already in
cache and not bottlenecked by cache-to-RAM latency, (4) providing enough data to fully
saturate the available parallelism, and (5) eliminating dependencies across SIMD lanes. The
achieved acceleration is independent of the ISA and works on both x86 architectures—with
SSE, AVX, and AVX-512—and ARM architectures—with NEON and SVE SIMD
instructions.

We conclude that the answer to Research Question 2 is yes: lightweight compression
schemes (LWCs) can be implemented in a highly maintainable way using scalar code,
relying on compiler auto-vectorization. This is achievable through a careful redesign of the
encoding layout to ensure that the decoding logic remains simple and free of control-flow
complexity, which can inhibit vectorization. Furthermore, our design avoids relying on
AVX-512-specific instructions that, while beneficial on supported CPUs, introduce
significant performance cliffs on architectures without AVX-512 support.

Discussion on what programming paradigm we should choose for SIMD-friendly
schemes. Out of the four paradigms described in Section 2—scalar code with
auto-vectorization, compiler intrinsics, third-party libraries, and explicit SIMD
intrinsics—we have implemented and benchmarked only the scalar code with
auto-vectorization and the explicit SIMD versions. The performance of the scalar code
proved so convincing—matching the speed of explicit SIMD, the most performant
paradigm—while offering superior readability and maintainability, that we concluded the
other two approaches were not even necessary to benchmark for FastLanes up to

version v0.1. However, both compiler intrinsics and third-party libraries remain promising
avenues for future work, particularly in cases where our current approach falls short. This
could especially apply to more complex compression schemes.

Discussion on How to Generate Scalar Code. One topic we did not address in the design
and implementation of SIMD-friendly encoding is the alternative to using Python scripts for
generating highly efficient code: using template programming to let the compiler generate
these functions. Both options have their pros and cons. Generating code with Python scripts
is harder to debug, as it requires extra steps to validate the generated code, while template
programming keeps everything within C++, allowing us to use all the features of IDEs to
inspect and check the syntax of the code. On the other hand, generated code compiles faster,
whereas templates force the compiler to generate these functions on every new build. We
argue—and ultimately chose—to use Python scripts, since the code only needs to be
generated once and can be reused many times, avoiding repeated overhead during
compilation. With a bit of extra effort maintaining the Python generator, we save compiler
time on every new build.

ALP. To answer Research Question 3, we designed and implemented ALP, a novel
lightweight compression scheme for floating-point data. ALP adapts to the two prevalent
types of floating-point data: decimal and high-precision. For decimal data, it maps values to
integers and applies FastLanes FFOR to fully data-parallelize the encoding. For
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high-precision data, ALP focuses on compressing the leftmost bits, as the rightmost bits are
essential for maintaining precision. It leverages our 8-entry dictionary encoding to compress
the left bits efficiently. ALP achieves compression ratios comparable to or better than
heavyweight compression schemes, while being an order of magnitude faster.

We conclude that the answer to Research Question 3 is yes: although the representation of
floating-point numbers is complex, we observe that—at the granularity of vectors (i.e.,
batches of 1024 values)—floating-point data often exhibits exploitable patterns for
compression. In particular, when the data represents decimal-like values, most values fall
within a narrow range; and for high-precision data, the leftmost bits tend to come from a
small domain. These insights were key to the design of ALP, which leverages this structure
to enable efficient, data-parallel compression of floating-point values.

Discussion of ALP for High-Precision Data. While ALP is one of the few schemes
capable of achieving any compression on high-precision floating-point values, as shown in
Chapter 3, the results are often far from desirable. Saving just a few bits per 64- or 32-bit
value typically has minimal impact—especially when weighed against the added complexity
of encoding and decoding, particularly on GPUs [176]. In machine learning pipelines,
high-precision values often result from feature engineering or system defaults rather than a
strict need for such granularity [230]. Moreover, for many ML models—such as decision
trees and neural networks—reducing precision (e.g., from float64 to float32 or even
quantized formats) has little effect on predictive performance [231, 232].

This raises the question: why not compress them using a lossy approach? One option is to
apply quantization to high-precision floating-point values [233, 234]. Techniques such as
Post-Training Quantization (PTQ) and Quantization-Aware Training (QAT) can retain model
accuracy while significantly reducing memory and compute costs [235, 236]. Another
approach is to adopt recent work from CWI, such as LEP [237]—a lossy variant of ALP.
Compared to linear quantization, LEP tunes parameters per vector rather than globally and
filters out outliers using exceptions, achieving significantly higher compression than ALP.
While ALP remains a lightweight option when we must retain full precision, we
acknowledge that in many cases, quantization or lossy floating-point compression is likely
the more suitable choice.

Benchmarking Data-Parallel Encodings on GPU. We benchmarked FastLanes
data-parallel lightweight compression schemes (LWCs)—originally designed for CPUs—on
GPUs by mapping the 32-way parallelism of FastLanes (for int32 data types) such that
each SIMD lane is assigned to a single thread. We observed that data-parallel encodings
naturally lead to coalesced memory accesses, which are essential for maximizing throughput
on GPUs. Compared to tile-based decoding [238], our approach yielded superior
performance. We further analyzed the performance of FastLanes layouts when scanning
multiple columns and found a sharp performance drop when more than one column was
involved. This was due to excessive shared memory allocation per thread, leading to
significantly reduced occupancy. To address this, we experimented with lowering the
number of values decoded per thread from 32 to 16, 8, and eventually 4. The results showed
that reducing per-thread memory pressure increased occupancy and improved performance.
We conclude that the answer to Research Question 4 is yes: data-parallel layouts are more
efficient than non-data-parallel approaches, primarily due to their memory access patterns.
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However, these layouts do not perform well when scanning multiple columns simultaneously,
as the memory pressure becomes significant—each column requires 1024 values to be
materialized, which quickly exhausts shared memory or GPU registers. This limitation can
be addressed by making the decoding API more fine-grained, reducing the number of values
decoded per thread, thus increasing occupancy and enabling better performance in
multi-column query scenarios.

G-ALP. We designed and implemented G-ALP, the GPU-optimized version of ALP,
incorporating two key optimizations. First, we data-parallelized the exception patching
phase by sorting exceptions—i.e., values that cannot be mapped to integers—by thread ID,
allowing each thread to directly access the exceptions for the lane it is responsible for,
without traversing the entire exception list. Second, we redesigned the decoding API to
return a single value per thread, instead of decoding 32 values at once. This significantly
reduces shared memory pressure and improves occupancy. G-ALP demonstrates superior
performance compared to both the naive implementation of ALP and the compression
schemes in nvCOMP, the state-of-the-art GPU compression library from industry.

Lessons Learned from Designing and Implementing GALP. GALP is the story of what
ultimately worked. We experimented with many different configurations and
implementations of G-ALP, which are further documented in [176]. From working with
GPUs, we learned that optimizing an encoding scheme for the GPU is significantly more
difficult and time-consuming than on the CPU—but it is achievable. As a result, a fully
GPU-based reader for FastLanes was not completed within the scope of this thesis and may
require at least one more PhD thesis to fully mature, given how sensitive and complex GPU
optimization can be. Nevertheless, it remains a highly interesting and promising direction
for future work.

We conclude that the answer to Research Question 5 is yes: lightweight compression
schemes (LWCs) on GPUs must be fully data-parallel—even in their smallest
components—because any sequential operation can quickly become the performance
bottleneck. Furthermore, their APIs must support and be efficient for a one-value-per-thread
execution model to minimize memory pressure and maximize occupancy.

Expression Encodings. We designed and implemented the Expression Encoding
compression model, which combines our fully data-parallelized lightweight encodings
(LWCs) and represents each combination using a compact syntax that is interpreted at
runtime—once per row group, and therefore amortized. This syntax can express
intra-column encoding pipelines, inter-column relationships, cascaded encodings, and even
whitebox compression strategies. Expression Encoding achieves a better compression ratio
than the Parquet file format with Zstd, as demonstrated by compressing samples from the
public_bi dataset. Additionally, we propose a novel compression API that delivers
compressed vectors directly to the query execution engine.

Lessons Learned from the Implementation of the Hard-Coded Variant of Expression
Encoding. We initially implemented Expression encoding in a fully hardcoded manner,
meaning that different combinations were explicitly represented in the code without any
interpretation layer. While this approach worked for single-column encoding, its static
nature proved inadequate for MCC, where dynamic information—such as references to
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correlated columns, which can be of any number—needs to be encoded in the file format and
cannot be hardcoded.

From this experience, we learned the importance of flexibility in Expression encoding and
reimplemented it with a more dynamic, fully interpretable design to make it future-proof and
adaptable to more complex use cases like MCC. Thanks to this interpretive layer, we believe
we can now more easily adapt to future advancements in the compression field by supporting
additional code paths and tokens.

Segmented Page Layout. To support Expression Encoding in the storage level, we
introduce a new page layout capable of storing the encoded output of each expression in a
vectorized manner—meaning the query engine can decode or encode each batch
independently. This is achieved using an offset array that points to the encoded data of each
vector. The design is aligned with the vectorized execution paradigm, where scan operators
process data in vectors.

The above two contributions—1) Expression Encodings and 2) Segmented Page
Layout—emerged from our efforts to answer Research Questions 5 and 6.

We conclude that the answer to Research Question 6 is yes: by compressing small and
specific opportunities in simple ways—rather than using overgeneralized schemes that
attempt to capture all patterns with a single, complex decoding process, as is common in
heavyweight compression—it is indeed possible to achieve the best of both worlds: highly
compressed data with fast decoding, and data that remains executable in its encoded form.

FastLanes File Format. We designed and implemented the FastLanes File Format from
scratch, with expression encoding, segmented page layout, and data-parallelized encodings
at its core. It brings together all the research we have done so far into a single
specification—a major step toward the features of next-generation file formats.

We conclude that the answer to Research Question 7 is: future file formats should be
designed with the following principles in mind:

1. They should be composed of fully data-parallel encodings that are efficient on both
CPUs and GPUs.

2. They should adopt Expression Encoding to support cascaded encodings, multi-column
compression (MCC), and white-box compression within a unified compression model.

3. They should employ a Segmented Page Layout to encode and decode small batches of
data independently, enabling vectorized decoding and avoiding the limitations of
block-based formats.

4. They should provide flexible decoding APIs—an arbitrary compressed vector API for
CPUs and a one-value-per-thread API for GPUs.

Lessons Learned from the Design and Implementation of FastLanes. We started the
design of FastLanes as a simple master’s thesis project, but it took nine months just to design
and benchmark SIMDized bit-packing and an early version of data-parallel delta encoding.
Soon, we realized there was much more to optimize, which led to the development of this
thesis—ultimately taking more than four years. We learned that designing a comprehensive
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file format is an exhaustive task, and we hope this work serves as a foundation for continued
research and development in this area.

Open Source. Our final—and perhaps most impactful—contribution is that we
open-sourced all our code and implementations at
https://github.com/cwida/FastLanes and https://github.com/cwida/ALP.
From the very beginning, guided by the engineering mindset fostered at CWI, we placed
strong emphasis on code quality and followed best software development practices—an
approach often overlooked in academic research. This high standard of implementation
enabled ALP to be integrated into DuckDB with minimal modifications and contributed to it
winning the Best Paper Award for Reproducibility.

7.2 FUTURE WORK

In this section, we outline several key areas for future work that could extend and enhance
the FastLanes file format.

Adoption. The biggest question for the future of FastLanes is how to replace Parquet so that
all OLAP databases can benefit from FastLanes’ innovations. This task is extremely
difficult—multiple new file formats have attempted and failed to achieve it, most notably
ORGC, as well as newer versions of Parquet itself. We believe the core reason lies in the
widespread adoption of Parquet version 1, coupled with the fact that many databases have
heavily optimized and deeply integrated their own implementations of Parquet into their
execution engines—each with its own custom reader and writer. For these systems,
supporting and implementing additional file formats is extremely costly, often requiring
large teams of engineers to maintain.

This fragmentation stems from Parquet’s decision to provide only a specification rather than
a single reference implementation. In this light, having a single shared implementation
sounds promising as a way to encourage adoption of FastLanes—but it comes with its own
set of challenges. The most significant is that OLAP databases are implemented in a variety
of programming languages—ranging from Rust and Go to C++ and others. As a result, the
obvious question becomes: how can we adopt FastLanes across a wide range of engines,
each written in a different language?

Machine Learning Data. Several file formats have emerged to address the needs of
machine learning data workloads, including Bullion [160], which tackles the complexities of
data compliance, optimizes the encoding of long-sequence sparse features, and efficiently
manages wide-table projections. Nimble [239], a columnar file format developed by Meta, is
designed for very wide tables commonly found in machine learning training datasets.
LanceDB [191], another columnar data format, is optimized for machine learning workloads,
offering high-performance random access and efficient handling of complex data types,
including images and videos.

However, these file formats lack some of the key advantages that FastLanes
provides—namely, achieving the highest compression ratios while delivering the fastest
decoding times. This raises the following question: how can we extend FastLanes to support
nested data types, as well as wide and sparse data—characteristic of machine learning
workloads—while maintaining its OLAP-optimized core? More specifically, can we support
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both OLAP and ML workloads in a single, unified format?

File Footer. For simplicity, we initially used JSON for the FastLanes v0.1 footer. While
functional, this approach introduces unnecessary parsing and storage overhead. These
drawbacks become increasingly problematic as data size and metadata grow.

To address these limitations, we are exploring alternative solutions such as FlatBuffers or
using the FastLanes file format itself to store the footer. FlatBuffers offer an efficient binary
representation, though they lack native support for compression. The FastLanes format,
however, includes built-in compression, which becomes important if the footer size grows
significantly. Using FastLanes to encode the footer would also eliminate an external
dependency.

It is also worth noting that Parquet uses Apache Thrift to encode its metadata, which
serializes the entire metadata structure in one go. This design becomes inefficient when only
a small subset of metadata is needed—especially in AI workloads where tables may contain
as many as 17,000 columns [160], leading to the decoding of metadata for many
unnecessary columns.

Therefore, this remains an open area for future work: what is the most efficient way to
represent metadata in the FastLanes file format—and, more broadly, in the next generation of
big data file formats?

Expression Encoding on GPU. The state-of-the-art encoding model on GPU, tile-based
decoding [240], proposes decoding data in small batches—called tiles—within a GPU’s
shared memory to avoid transferring data back to global memory, which is a primary
bottleneck in GPU performance. Additionally, it supports cascaded encoding limited to FOR,
DELTA, and RLE, with both the value and length arrays further bit-packed. Expression
Encoding aligns with the concept of decoding a batch of data that fits in shared memory,
while offering more cascaded combinations capable of achieving better compression ratios
than Zstd, and supporting compressed tiles similar to compressed vectors in DuckDB [51]
and Velox [50].

We speculate that a CUDA implementation of FastLanes could bring significantly higher
decoding speeds and improved compression ratios to the GPU processing ecosystem. Initial
results look promising [165]; however, as we learned from G-ALP—even optimizing an
already data-parallel encoding on the CPU is challenging on the GPU—implementing
expression encoding on GPU requires substantial effort and may involve novel techniques
and new design decisions. This raises a clear question for the future development of
FastLanes: how can we implement expression encoding efficiently on GPU?

Schema Evolution. Future file formats should support schema evolution. Parquet currently
offers a limited form of schema evolution for changing types within a column [241],
allowing only the promotion of a few specific types, rather than broader support for other
data types. We believe that Expression Encoding enables file formats to support this
feature seamlessly, thanks to the type information included in each expression. Storing the
footer in a separate place allows to include new types and new columns by modifying, resp.
generating new expressions in the footer, without having to rewrite existing rowgroup data.

Encryption. We believe that our proposed Expression Encoding is a perfect match for
supporting encryption in a vectorized manner, in contrast to encryption in Parquet, which is
block-based. In our vision, encryption becomes just one more operator at the end of an
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expression—responsible for [en/de]crypting the compressed vector of an expression. This
remains an open area for future work: how effective is vectorized encryption in practice, and
how well does it integrate with expression encoding?

Tunable Rowgroup Size. The rowgroup size in FastLanes is always a multiple of 1024
records. We initially set the rowgroup size to 64 x 1024 vectors. However, we envision
rowgroup size as a tunable parameter that can be adjusted to balance compression ratio,
memory footprint, and metadata size. For example, if a rowgroup contains nested data
types—such as lists with an average length of 10, which is common [242]—and FSST is
used for strings within these lists, the FSST symbol table becomes 10 times less likely to
capture sub-patterns effectively due to exposure to a higher diversity of strings. Therefore,
we leave this as future work: what is the best rowgroup size, and how can it be determined?

Nested Data Types Nested data types—such as structs, lists, and maps—are widely used
and natively supported by open big data file formats like Apache Parquet. Recent work at
CWTI on real-world JSON datasets [243] suggests that applying LWC schemes to flattened
nested data types, which resemble columns, is less effective for compression than using
HWC schemes. However, new nesting-specific encodings [242], such as "list dictionary"
encoding—which assigns a single code to an entire list of values, rather than to individual
values within the list—could significantly reduce this gap.

This leaves us with an open question: how can we support nesting-specific encodings within
FastLanes’ expression encoding compression model?

Predicate Pushdown Recent work at CWI proposes data-parallel predicate evaluation using
bitmaps as the underlying data structure, rather than traditional selection vectors [244]. This
approach enables faster intersection operations between selection structures by reducing
them to a few SIMD bitwise AND operations on bitmap datasets—for example, two AVX-512
instructions. The work also explores how this technique can be applied directly to
LWC-encoded data without requiring full decompression.

We clearly envision supporting this model in FastLanes and further investigating how to
extend it to compressed vectors of expression-encoded data—rather than just LWC-encoded
data. Therefore, we raise the following question as future work: how can bitmap-based,
data-parallel predicate evaluation be integrated with the more sophisticated expression
encoding pipeline in FastLanes, where data flows through multiple layers of encodings?
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