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Abstract

The main questions studied in this thesis can be broadly stated as follows: given
an NP-hard combinatorial optimization problem and a suboptimal solution to
this problem — obtained, for instance, by an efficient approximation algorithm —
how close can this solution get to the optimal one? The quality of a solution
is measured by the worst-case ratio, over all input instances, of the cost of the
solution to that of the optimal one.

The aim of this thesis is to develop new techniques for proving tight bounds on
this question for three fundamental classes of combinatorial optimization prob-
lems: covering, matching, and scheduling. We moreover study this question in
three different, yet related, contexts. The suboptimal solutions considered may be
obtained by a standard approximation algorithm, which has access to the entire
input upfront. In this case, the ratio of interest is called the approximation ra-
tio. A more restrictive computational model reveals the input only partially over
time, requiring an online algorithm to make irrevocable decisions at each step. In
this setting, the relevant measure is the competitive ratio. Finally, the solution
may arise as a game-theoretic equilibrium (for instance, a Nash equilibrium), in
which case the relevant measure is called the price of anarchy.

A unifying theme in all our results is the use of convex programming relax-
ations, such as linear programming (LP) and semidefinite programming (SDP).
In particular, we frequently leverage the power of convex programming duality
to construct carefully chosen dual solutions that guide our various analyses and
help design our algorithms.

We first initiate a beyond the worst-case analysis of the classical vertex cover
problem and its standard LP relaxation. This problem is efficiently solvable on
bipartite graphs, and a 2-approximation algorithm can be obtained by rounding
the LP on general graphs. We introduce new parameters and consider an algo-
rithm which attains bounds that interpolate between these two extremes. For
three-colorable graphs, our result gives an understanding of when the integrality
gap of the LP decreases to one, depending on the graph structure.

Next, we study a generalization of the classic online bipartite matching prob-
lem to hypergraphs, focusing specifically on 3-uniform hypergraphs under online
vertex arrivals. We present an optimal primal-dual fractional algorithm for this
problem and complement it with the construction of an adversarial instance that
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establishes a matching upper bound. We also provide a better than greedy ran-
domized integral algorithm when the online nodes have bounded degree.

We then consider several scheduling and congestion problems under the ob-
jective of minimizing the sum of weighted completion times. We introduce a
dual fitting framework on a single semidefinite program which simultaneously
yields simple proofs of tight bounds for the approximation ratio of local search
algorithms, the competitive ratio of online algorithms, and the price of anarchy
of games. Our results simplify and unify important known results through this
unified framework.

Finally, we consider an online graph exploration problem on a binary heap
related to the branch and bound algorithm to solve integer programs. We provide
a new randomized algorithm improving the best known running time for this
problem at the expense of slightly increased space usage.



Chapter 1

Introduction

A mathematical optimization problem involves finding a solution that minimizes
or maximizes an objective function, subject to a set of constraints. Such problems
lie at the core of both computer science and mathematics, and they appear in a
wide variety of applications: from logistics and operations research to machine
learning and economics. Over the years, a rich arsenal of algorithmic techniques
has been developed to address these problems. For many optimization problems,
researchers have discovered efficient algorithms, meaning algorithms that run in
time polynomial in the size of the input.

However, many fundamental optimization problems have been shown to be
NP-hard, meaning that they are unlikely to admit efficient algorithms to compute
an optimal solution for every instance. As a consequence, the field of approxi-
mation algorithms has emerged as a central area of research, aiming to design
efficient algorithms that compute solutions whose quality can be proven to be
close to optimal.

Approximation algorithms are important for numerous reasons. In practice,
many optimization problems are NP-hard, and exact optimal solutions are com-
putationally out of reach for large instances. Having an approximation guarantee
provides a worst-case bound on how far a solution can be from optimal. This is
crucial in real-world applications where solutions must meet performance thresh-
olds, even under uncertainty or adversarial conditions. Approximation guarantees
can also act as an objective benchmark for algorithms. If an algorithm achieves
a certain approximation ratio, it becomes a standard against which others are
measured. This drives progress in algorithm design and helps classify problems
by their approximability. This, in turn, allows to build a theory understanding
which algorithmic problems are fundamentally more difficult than others.

In addition to that, approximation algorithms are very interesting from a
mathematical point of view. The field is rich with deep connections having been
found to other areas of mathematics such as combinatorics, graph theory, convex
optimization, probability or game theory. Over the past decades, this area has
seen significant developments: a wide array of approximation techniques such
as greedy methods, dynamic programming, linear and semidefinite programming
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relaxations, local search, and primal-dual frameworks have been developed which
led to algorithms with tight guarantees for numerous classical problems.

While worst-case approximation guarantees provide a foundational under-
standing of algorithmic performance, they can sometimes be too pessimistic. It
can happen that algorithms with poor worst-case guarantees perform remark-
ably well in practice, on real-world or structured inputs. This motivates the
study of beyond worst-case models, which seek to explain an algorithm’s per-
formance under different assumptions. These models include smoothed analysis,
parameterized complexity, stochastic inputs, or inputs augmented with machine
learned predictions. Beyond worst-case analysis provides more nuanced perfor-
mance guarantees, and can often lead to new insights, as well as to the develop-
ment of new algorithmic techniques.

In many real-world applications, decisions must be made sequentially, without
knowledge of the entire input upfront. This is the setting captured by online
algorithms, where the input arrives sequentially over time, and an online algorithm
needs to make irrevocable choices based only on the information available so far.
Such models are central to a wide range of practical problems, including load
balancing in cloud computing, caching in memory systems, ride-sharing or online
auctions. The challenge lies in performing nearly as well as an optimal offline
algorithm that has full knowledge of the entire input sequence in advance. The
performance of an online algorithm is compared to the optimal offline benchmark,
and the measure of quality is called the competitive ratio. It is defined as the
worst-case, over all online inputs, of the ratio between the cost of an online
algorithm and the cost of an optimal offline solution.

Some algorithmic settings also involve strategic agents aiming to minimize
their own cost, often at the expense of global efficiency. Real world examples
include network routing, cloud resource allocation, auctions or ad markets. In
such systems, it becomes interesting to study equilibrium outcomes, where no
agent has an incentive to deviate from their chosen strategy. In this setting, the
price of anarchy provides a formal measure of how bad such equilibrium outcomes
can be compared to the global optimal solution, also called the social optimum.
It is formally defined as the ratio between the cost of a worst-case equilibrium
and the cost of an optimal solution. This setting has connections to classical
approximation algorithms theory, for instance when the output of an algorithm
is guaranteed to be an equilibrium.

A lot of very interesting research has developed in the past decades on ap-
proximation algorithms and the mentioned related settings. There are however
still many interesting open questions and possible research directions. The land-
scape of approximability is still only partially understood, particularly in models
that go beyond the classical offline setting. Problems involving beyond worst-case
models, online decisions or strategic agents introduce new challenges, for which
new tools and modern techniques are still to be discovered.

The aim of this thesis is to contribute to the theory of approximation algo-



rithms by developing new techniques and results for different optimization prob-
lems, both in classical offline settings, as well as online or game-theoretic models.
More specifically, we address problems in covering, matching, and scheduling,
exploring both worst-case and beyond worst-case guarantees.

A unifying theme in our results is the use of conver relarations, in particular
of linear programming and semidefinite programming. These relaxations allow
to find approximate fractional solutions to computationally hard problems in
polynomial time. Beyond their algorithmic tractability, convex relaxations admit
a rich duality theory, which provides deep insights into the structure of optimal
solutions. Throughout this thesis, we frequently leverage convex programming
duality as an analytical tool, as well as a guiding principle in the design and
analysis of our algorithms.

Overview of the results

Beyond the worst-case approximation for vertex cover

The weighted vertex cover problem is one of the most fundamental NP-hard
combinatorial optimization problems. A classical result shows that it admits a
simple 2-approximation by rounding an optimal solution to the standard linear
programming relaxation. On the hardness side, the problem is known to be 2 — ¢
hard to approximate, assuming the well known unique games conjecture. In the
special case where the input graph is bipartite, the LP relaxation becomes tight:
the underlying polytope is integral, implying that the problem can be solved
exactly in polynomial-time on bipartite graphs.

We initiate a beyond the worst-case study of the problem by assuming an
oracle access to an induced bipartite subgraph of the input graph. Equivalently,
we assume that we have knowledge of a subset of vertices whose removal leaves
the remaining graph bipartite. We tightly analyze a natural algorithm which
takes this subset of vertices to the solution, and then solves the problem on
the remaining bipartite graph optimally. The approximation guarantee obtained
is a bound “interpolating” between the worst-case bound of 2 and the optimal
bound of 1 for bipartite graphs, and takes the form (1+1/p)(1 — «) + 2a, where
p € [2,00] and a € [0,1]. The parameter p is related to the odd girth of the
graph and measures how far the input graph is from being bipartite, whereas
the parameter « is a measure of the “quality” of the bipartizing set. For three-
colorable graphs, we have v = 0 and the bound becomes 1 + 1/p, offering an
understanding of how the integrality gap of the standard LP decreases depending
on the input graph structure. We believe the most interesting part of this work
are the techniques used to prove this result, by leveraging LP duality to optimize
over the space of feasible weight functions, and hope that similar techniques can
be applied to other problems.
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Online matching on hypergraphs

A more restrictive computational model, known as the online model, reveals the
input to an optimization problem incrementally over time. In this setting, an
online algorithm must make irrevocable decisions at each step without knowledge
of future inputs. A central topic in this field is online matching, first introduced
in [KVV90]. In the classical version, one side of a bipartite graph is known in
advance, while vertices on the other side arrive one by one. Upon each arrival,
the algorithm must decide immediately and irrevocably whether to match the
arriving vertex to an available neighbor. The goal is to produce a matching,
i.e. a disjoint subset of edges, of maximum cardinality. It is known that the
right competitive ratio is 1 — 1/e for both integral and fractional versions of this
problem.

Since then, a rich body of work has developed around online graph matching
and its variants. However, far less is known about online matching in hypergraphs,
where the complexity of decision-making increases significantly. We study a three-
dimensional generalization of the original problem introduced for bipartite graphs
in the vertex arrival model. Our main contribution is to provide a (e—1)/(e+1)-
competitive fractional algorithm, along with a matching upper bound based on
a carefully constructed adversarial instance. The integral case remains a very
intriguing open problem, where the best known algorithm to date is still the
simple greedy strategy. However, we provide improved guarantees for the integral
case under the assumption that arriving vertices have bounded degree.

The main technical contribution of this work is the construction of the adver-
sarial instance, which combines two hard instances for bipartite graphs under the
vertex arrival and edge arrival models. We moreover develop a more fine-grained
understanding of the behaviour of an arbitrary fractional algorithm, needed to
address the increased complexity of the hypergraph setting.

Semidefinite dual fitting for scheduling problems

Scheduling is a fundamental problem in computer science and operations research,
with applications ranging from cloud computing and manufacturing to traffic
control and network routing. The problem consists of assigning and scheduling a
set of jobs to a set of machines in order to optimize some objective function. In
many real-world scenarios, decisions must be made without complete knowledge
of future events or with the participation of self-interested agents. We investigate
several scheduling problems in two such settings: the online setting, where jobs
arrive over time and decisions must be made irrevocably, and the game-theoretic
setting, where jobs are controlled by selfish agents aiming to minimize their own
cost.

Our main contribution is a unified dual fitting framework based on a single
semidefinite program (SDP), which we use to derive tight bounds in both the



online and game-theoretic settings for scheduling problems. This same approach
also proves useful in the classical offline setting, where it allows to tightly analyze
local search algorithms, a powerful class of combinatorial algorithms. Using this
structure, we are able to give simple and unified proofs of numerous important
results in the field, which include the analysis of the price of anarchy of the unre-
lated machine scheduling problem R|| ) w;C}, the best known deterministic and
randomized coordination mechanisms for this problem, as well the best known
combinatorial approximation algorithm in the offline setting. In the game the-
oretic setting, we also recover the price of anarchy of weighted affine congestion
games and the pure price of anarchy of scheduling on parallel machines. In the
online setting, we recover the best known deterministic and randomized algo-
rithms for the online load balancing problem on unrelated machines, provide an
improved fractional algorithm, and complement this with matching lower bounds.
We also introduce a new model, for which we present an optimal algorithm.

A faster algorithm for explorable heap selection

We study an online graph exploration problem on a heap related to the branch and
bound algorithm. The input is a binary heap, with key values associated to every
node. The key values can only be accessed by traversing through the underlying
infinite binary tree, and the complexity of the algorithm is measured by the
total distance traveled in the tree, where each edge has unit cost. This problem
was originally proposed as a model to study search strategies for the branch-and-
bound algorithm with storage restrictions by Karp, Saks and Widgerson [KSW86],
who gave deterministic and randomized n - exp(O(y/logn)) time algorithms using
O(log(n)?®) and O(y/logn) space respectively. We present a new randomized
algorithm with running time O(nlog(n)?) against an oblivious adversary using
O(logn) space, substantially improving the previous best randomized running
time at the expense of slightly increased space usage.

Thesis organization

The thesis is organized as follows. Chapter 2 is devoted to preliminaries needed
to understand the main results. In Chapter 3, we study the vertex cover problem
in a beyond the worst-case setting. Chapter 4 concerns the online matching
problem on 3-uniform hypergraphs. In Chapter 5, we introduce the semidefinite
programming dual fitting technique and show how it can be used to bound the
price of anarchy of games and the approximation ratio of local search algorithms
for scheduling problems. Chapter 6 extends this technique to help design and
analyze online algorithms. Chapter 7 presents the faster randomized algorithm
for the explorable heap selection problem.
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Chapter 2

Preliminaries

2.1 Combinatorial optimization problems

A combinatorial (or discrete) optimization problem II is either a minimization or
a maximization problem. Each instance Z of Il can often be described by a finite
set N, called the ground set, a family of subsets of F C 2V, called the feasible
solutions, and an objective function w : F — Q to minimize or maximize. Here
are a few examples of fundamental combinatorial optimization problems.

Minimum weight spanning tree. The input is a connected graph G = (V, E)
along with a weight function w : £ — R>(. The goal is to find a spanning tree
T C F of the graph, i.e. an acyclic connected subgraph covering all the nodes, of
minimum weight w(7T') := Y~ . we.

Shortest path. The input is a graph G = (V, E) with a weight function w :
E — R5( and two distinguished nodes s, € V. The goal is to find a path P C E
between s and ¢ in the graph of minimum weight w(P) := > . p we.

Maximum weight matching. The input is a graph G = (V, E') with a weight
function w : £ — Rs(. The goal is to find a disjoint subset of edges M C E of
maximum weight w(M) = Y ., We.

2.1.1 Algorithms and efficiency

An algorithm for an optimization problem II is a sequence of instructions which
specifies a computational procedure solving every given instance Z of II. Our
focus in this thesis is to develop efficient, or polynomial-time algorithms. The
term efficiency refers here to the running time of the algorithm, defined as the
number of elementary operations needed to solve any instance of a given problem.

The running time of an algorithm is expressed as a function of the size of the
input, defined formally as the number of bits needed to encode it. For example,

7
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the size to encode an integer a € N is [logy(a + 1)]. We will often consider
problems which take a graph G = (V, E) as an input. Note that it is a priori
unclear what the size of the instance is, since there may be different ways to
encode a graph. Here are two ways possible to encode a graph G = (V| E) with
n nodes and m edges:

« We can store a n X n adjacency matrix A = (a;;) with a;; = 11if (i,j) € £
and 0 otherwise. In that case, the size of the instance is n?.

o Another more efficient way is to maintain adjacency lists. For every node
v in V, we maintain a list L, C V of the nodes incident to it. Observe that
each edge occurs in two lists, meaning that the size is now n + 2m.

This illustrates the fact that the size of the instance may depend on the underlying
data structure used to store it.

To simplify the analysis of the running time and avoid dependencies on unim-
portant details, we are often not interested in the exact number of elementary
operations, but only in their order. This means that we are only interested in
determining the running time of an algorithm up to constant factors. The Landau
O, ) and O notations are commonly used for relating expressions of the same
order and are defined as follows.

Definition 2.1.1. Let g : N — R be a function. We write f = O(g) if
de > 0,n0 € N such that f(n) <cg(n) VYn > n,.

Moreover, we write f = Q(g) if ¢ = O(f), and we write f = O(g) if f = O(g)
and f = Q(g) simultaneously.

We are now ready to define efficient algorithms and polynomial-time solvable
problems.

Definition 2.1.2. An algorithm is efficient, i.e. runs in polynomial time if its
running time f : N = R, is bounded by a polynomial in the size of the input,
i.e. there is a polynomial ¢g such that f = O(g). A computational problem is
solvable in polynomial time if there exists an efficient algorithm which solves it
for any given instance.

The three problems introduced in the previous section are in fact examples
of polynomial-time solvable problems. The minimum spanning tree problem can
be solved in time O(m + nlog(n)), the shortest path problem can be solved in
time O(n+m) and the maximum weight matching problem can be solved in time

O(n*m).
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2.1.2 Complexity classes P and NP

There exist however many fundamental optimization problems for which efficient
algorithms have not been found. Here is an example of such a problem.

Minimum weight vertex cover. The input is a graph G = (V| F) with a
weight function w : V' — Rsg. The goal is to find a subset of vertices S C V
covering all the edges of the graph, i.e. [S N (u,v)| > 1 for every (u,v) € E, of
minimum weight w(S) := >, . wy.

On the other hand, nobody has also been able to disprove that no polynomial-time
algorithm exists for vertex cover. Is this problem (among others) then intrinsi-
cally more difficult than the polynomial-time problems mentioned previously?
Complexity theory aims to understand this question better.

One usually then considers decision problems, which are algorithmic problems
whose output needs to be a yes or no answer. Here are two examples of such
problems.

e Prime. The input is a natural number n € N. The goal is to determine
whether n is prime.

e Graph connectedness. The input is a graph G = (V, E). The goal is to
determine whether G is connected.

There is a natural way to convert any optimization problem into a decision
problem. Let II be an optimization problem with ground set NV, feasible solutions
F C 2V and an objective function w : F — Q to minimize. We can add a
parameter £ € N to the input and ask the following algorithmic question: does
there exist a feasible solution S € F with objective value w(S) < k? Note that
this indeed becomes a decision problem, since the goal of an algorithm is simply
to output yes or no. Clearly, the decision version is an easier problem. However,
having an efficient algorithm for the decision version would (in most cases) also
imply an efficient algorithm for the optimization version, by simply doing a binary
search on k to find the optimal solution.

We now define the complexity class P, which stands for polynomial-time.

Definition 2.1.3. A decision problem II belongs to the complexity class P if
there exists an efficient (polynomial-time) algorithm which, for every instance Z
of IT determines in polynomial time whether 7 is a yes or a no instance.

We can now also define the complexity class NP, which stands for non-
deterministic polynomial time. This is the class which contains all the decision
problems for which yes instances can be verified by a polynomial-size certificate
in polynomial time. For the decision version of an optimization problem, we say
that S is a certificate if S € F and w(S) < k.
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Definition 2.1.4. A decision problem II belongs to the complexity class NP if
every yes instance Z admits a certificate whose validity can be verified in poly-
nomial time.

2.1.3 NP-Hard problems

It is clear that P C N P. Several decades of research seem to suggest that there are
problems in N P which are intrinsically harder than the ones in P. However, the
question of whether P # N P is still one of the biggest mysteries in mathematics
and computer science: it constitutes one of the seven millennium-prize problems.

In complexity theory, a computational problem II is called NP-hard if, for
every problem L in NP, there is a polynomial time reduction from L to II.
Informally, this means that, if a solution for II can be found in polynomial time,
then the solution to IT can be used to solve L in polynomial time. An efficient
algorithm for an NP-hard problem would then imply that there exists an efficient
algorithm to solve any problem in N P, and it is thus very unlikely that one exists.
Vertex cover is one example of such a problem. Here are additional examples of
NP-hard optimization problems of special interest in this thesis.

Maximum k-set packing. The input is a hypergraph H = (V, H), with a
set of nodes V and a collection H C 2V of hyperedges, where each hyperedge
h € H has cardinality k& > 2. The goal is to find a disjoint subset of hyperedges
M C H of maximum cardinality. This problem is also sometimes called mazimum
matching on k-uniform hypergraphs.

Load balancing. The input is a set of jobs J and a set of machines M. Each
job j € J has a weight w;; € R>o U {00} on machine ¢ € M. The goal is to find
an assignment of jobs to machines to minimize the sum of squares of the loads of
the machines Y, L?, where L; denotes the total weight of jobs assigned to that
machine.

Scheduling on unrelated machines. The input is a set of jobs J and a set
of machines M. Each job j € J has a weight w; € R and a processing time
pij € RsgU {00} on machine i € M. The goal is to find an assignment of jobs to
machines, along with an ordering of jobs on each machine, in order to minimize
the sum of weighted completion times of the jobs.

Even though these problems are NP-hard, some special cases of them can
be polynomial-time solvable. For instance, the minimum weight vertex cover
problem can be solved efficiently on bipartite graphs. The maximum k-set packing
problem with & = 2 is simply the maximum cardinality (or unweighted, meaning



2.1.  Combinatorial optimization problems 11

that w = 1) matching problem. Unweighted scheduling on unrelated machines
(again meaning that w = 1) can also be solved in polynomial-time.

2.1.4 Integer programming formulations

Very often, combinatorial optimization problems can be formulated as an inte-
ger program (or IP), which can be cast in general as the following optimization
problem:
mwin {f(x) Az > b,z € ZZO}

where A € Q™" b € Q" and where we assume in this thesis that f : R” — R
is either linear or quadratic in x. Let us illustrate two examples of how NP-hard
problems described in the previous section can be modeled as an IP.

The minimum weight vertex cover problem can be modeled as an integer
program with a [inear objective function. The constraints of the program encode
the fact that each edge must have at least one of its endpoints picked in the cover:

minZwU Ty (2.1.1)
veV

Ty + Ty >1 V(u,v) € E
z, € {0,1} YveV.

The load balancing problem can also be modeled as an integer program, but
with a quadratic objective function. The constraints encode the fact that each
job must be assigned to exactly one machine:

Z.’Eij =1 VJ eJ

xijG{O,l} VJGJ,VZGM

It turns out that the maximum k-set packing can be modeled as an IP with a
linear objective function, whereas scheduling on unrelated machines can be cast
as an IP with a quadratic objective function. We leave the exact description of
these programs to later chapters in this thesis.

Solving these integer programs is of course still NP-hard. However, these
formulations will later allow us to formulate convex relazations, such as linear
or semidefinite programs, which can in fact be solved in polynomial time. We
describe this in more detail in Section 2.3 and Section 2.4.



12 Chapter 2.  Preliminaries

2.2 Approximation algorithms

For a given NP-optimization problem II and an instance Z of II, let us denote by
OPT(Z) the objective value of an optimal solution. When the instance is clear
from the context, we will sometimes just write OPT. For NP-hard problems,
since finding an optimal solution is a difficult task, one often wants to find a good
approximate solution in polynomial time, leading to the following definition.

Definition 2.2.1. An approzimation algorithm for a minimization problem II
with approximation ratio @ > 1 is a polynomial-time algorithm which, for any
instance Z of I1, returns a feasible solution with objective value at most « OPT(Z).

This definition can be defined analogously for maximization problems. Let us now
illustrate this definition with a simple example of an approximation algorithm for
the minimum (unweighted) vertex cover problem, which is NP-hard.

Algorithm 2.2.1
Input: Graph G = (V, E)
Output: Vertex cover S CV

1: Compute a mazimal (under inclusion) matching M C E
2: return S := {v € V : v is matched by M}

Theorem 2.2.2. The above algorithm is a 2-approzimation algorithm for the
unweighted minimum vertex cover problem.

Proof:

Observe first that this is indeed a polynomial-time algorithm: a maximal match-
ing can be computed by greedily picking an available edge, removing its endpoints,
and repeating this process. Observe also that it indeed returns a feasible solu-
tion: if an edge is left uncovered by S, it would contradict the maximality of M.
Finally, observe that |[M| < OPT, since any feasible vertex cover needs to pick at
least one endpoint of every edge in M, leading to |S| = 2|M| < 2 OPT. O

2.3 Linear programming

An extremely powerful tool in the design of approximation algorithms is linear
programming. A linear program (or LP) is the problem of optimizing a linear
function subject to linear inequality constraints, a task which turns out to be
efficiently solvable. A minimization LP in canonical form can be written as:

min ¢’ x (2.3.1)
Ax > b
x>0
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where A € Q™" b € Q™,c € Q" and n,m € N is the input data. The variables
of this program are the entries of the vector x € R™. This is thus a linear program
with n variables and m constraints.

2.3.1 Duality

Linear programming admits a very important duality theory. Every linear pro-
gram has a corresponding closely related dual linear program. The dual to (2.3.1)
is the following:

max b’y (2.3.2)
ATy <c
y=>0.

Let us call the LP (2.3.1) to be the primal problem. The dual problem now has
m variables and n constraints. Each constraint in the primal corresponds to a
variable in the dual, and each variable in the primal corresponds to a constraint
in the dual.

These two programs satisfy weak duality, which states that the objective value
of any feasible dual solution y is a lower bound on the objective value of any
feasible primal solution z, i.e. bTy < c¢’z. Moreover, if the optimal objective
value of both of these programs is finite, then strong duality holds, meaning that
bTy* = ¢’z for any optimal primal and dual solutions z* and y*. In addition,
(x,y) is an optimal primal-dual pair if and only if the following complementary
slackness conditions are satisfied:

L2, >0 = (ATy), = ¢
2. Yj >0 — (A.T)] = bj.

This says that whenever a variable is strictly positive, the corresponding con-
straint in the dual program is tight.

2.3.2 Extreme points

The feasible region of a linear program is a finite intersection of halfspaces and
is called a polyhedron. 1f a polyhedron is bounded, it is also called a polytope.
For instance, the feasible region for the LP (2.3.1) is the polyhedron P := {z €
RZ, : Az > b}. The “corners” of this region are called the extreme points and
are formally defined as follows.

Definition 2.3.1. A point x € P is an extreme point of P if it is not the midpoint
of two other points in P, i.e. there does not exist y, 2z € P with y # z such that
(y+2)/2=ux.
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It turns out that, if the optimal LP solution has finite value, then there always
exists an optimal extreme point solution. In fact, a commonly used algorithm in
practice to solve LPs called the simplex method iteratively moves from extreme
point to extreme point while trying to improve the objective value of the solution.

2.3.3 Relax and round paradigm

Linear programming can be used to design approximation algorithms for combi-
natorial optimization problems using the following general paradigm. First, an
integer program (IP) of the problem is formulated. Since an IP is NP-hard to
solve, one can relax the integrality constraints to obtain an LP, which can then be
solved efficiently to obtain an optimal fractional solution. This fractional solution
is then rounded into a feasible integer solution while preserving some guarantees
on the objective value.

Let us illustrate this paradigm for the weighted vertex cover problem, whose
IP we formulated in (2.1.1). Relaxing the integrality constraints gives us a linear
program:

minz Wy Ty (2.3.3)
veV
Ty + Ty 2 1 V(u,v) € £

Ty > 0 YveV.

It turns out that the feasible region of this linear program satisfies the fact that
every extreme point x* € RV is half-integral, meaning that z* € {0, %, 1} for every
v € V. This structural understanding leads to the following 2-approximation
algorithm for this problem.

Algorithm 2.3.1
Input: Weighted graph G = (V, E, w)
Output: Vertex cover S CV

1: Compute an optimal extreme point solution z* to the LP (2.3.3)
2: return S:={v eV :z; >1/2}

Theorem 2.3.2. The above algorithm is a 2-approximation algorithm for the
weighted minimum vertex cover problem.

Proof:

Note first that the algorithm indeed returns a feasible vertex cover: for every
edge (u,v) € E, one of the LP constraints tells us that z} + 2 > 1, meaning
that at least one of those those endpoints will be picked in S. To argue about
the approximation guarantee, observe that ) w,z} < OPT, since the first term
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is the optimal objective value of the LP (2.3.3), whereas the second term is the
optimal objective value of the IP (2.1.1). The objective value of the returned
solution is ) _qw, <23 _, wyx; < 20PT, where the first inequality follows
from half-integrality of z*. O

2.3.4 Integrality of polyhedra

We have seen in the previous section a natural way to relax an integer linear
program by turning it into an efficiently solvable LP. Consider an arbitrary linear
integer program of the following form:

OPT = min {cTa; cAr >0, v € Zgo}

where we assume that A and b are integer valued. The natural linear programming
relaxation is then the following:

OPT.p = min {ch cAx>b, x> 0}. (2.34)

Clearly, since the LP optimizes over a larger domain, we have that OPT,p < OPT.
We now describe a sufficient condition which guarantees that OPT;p = OPT.

Theorem 2.3.3. If the matriz A is totally unimodular (TU), meaning that all
its subdeterminants lie in {—1,0,1}, then all the extreme points of the polyhedron
P ={Ax > b,x > 0} are integral.

Since there always exists an optimal extreme point solution to a finite LP, the
above theorem implies that OPTp = OPT if A is totally unimodular. This is a
very important observation: it means that the integer program can be solved in
polynomial time by simply solving the LP relaxation.

Given a weighted graph G = (V, E,w), let us take A € RE*V to be the edge-
vertex incidence matrix, meaning that A., = 1 if and only if v € e and let us
take ¢ = w. Observe that in that case the LP (2.3.4) now becomes the standard
weighted vertex cover LP (2.3.3). The total unimodularity of this constraint
matrix is characterized by the graph structure.

Theorem 2.3.4. The edge-vertex incidence matrixz of a graph is TU if and only
if the graph is bipartite.

Therefore, this tells us that the weighted vertex cover problem is efficiently solv-
able on bipartite graphs: one simply needs to find an optimal extreme point
solution to the LP (2.3.3), which will be guaranteed to be integral by the above
two theorems.
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2.4 Semidefinite programming

In this section, we describe a family of convex programs called semidefinite pro-
grams which generalize linear programs. To do so, we first need to introduce the
following definition.

Definition 2.4.1. A symmetric matrix X € R™" is positive semidefinite, de-
noted as X > 0, if the following equivalent conditions hold:

1. 27Xz > 0 for all z € R”
2. All the eigenvalues of X are non-negative

3. There exist vectors vy,...,v, € R* for some k > 0 such that X;; = (v;,v;)
for all i, j € [n].

A matrix X is positive definite, denoted as X > 0, if the first condition above
holds with strict inequality.

We also introduce the trace inner product. For A, B € R™*", it is defined as:
(A,B) :=Tr(A"B) = Y _ A;; By;.
ij=1

The following optimization problem is then called a semidefinite program (or
SDP):

inf(C, X) (2.4.1)
(A, X) =b; Vie[m]
X >0

where the vector b € R™ and the matrices C' and A; for all i € [m] are the input
data. The variable of this program are the entries of the matrix X. If the matrices
C and A; are diagonal matrices with diagonals ¢ € R" and a; € R", then the above
reduces to the linear program inf{c’xz : alxz = b; Vi € [m],z > 0}. Any linear
program can in fact be written in this form, hence semidefinite programming
contains linear programming as a special case.

Each SDP of the form (2.4.1) admits a dual semidefinite program
supZyi b; (2.4.2)
i=1

iyiAi—Cio

=1
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where the variables are y; € R for all ¢ € [m]. As in linear programming, weak
duality holds, meaning that the objective value of a feasible dual solution is always
upper bounded by the objective value of a feasible primal solution. In contrast to
LPs, strong duality does not always hold. There are however sufficient conditions
for it to hold, for example if the primal program admits a positive definite matrix
X > 0 as a feasible solution (also known as Slater’s condition).

2.4.1 Relaxing quadratic integer programs

We have seen in Section 2.3.3 how LPs allow us to relax integer programs with a
linear objective function. In this section, we describe how SDPs can be used to
relax integer programs with a quadratic objective function. Let us illustrate this
approach on the integer programming formulation of the load balancing problem
(2.1.2), whose objective function we can rewrite as:

2
g < g Lij wz‘j) = g g Wij Wik Tij Lik-
€M jeJ i€M jkeJ

The variable of the SDP will be a matrix X with dimension |M || N|+1. It has one
row /column corresponding to each variable z;; for every pair (¢, j) € M x J of the
original binary quadratic program (2.1.2), in addition to one extra row/column
that we index by 0. A valid SDP relaxation of the form (2.4.1) is then given by:

infz Z Wi Wik, X{ij, ik}

€M j,ked
ZX{ijvij} =1 VjeN
ieM
X{Oyo} =1
)({07 ij} = X{ij,z’j} Vie NqieM
X = 0.

To see that this is in fact a relaxation to the quadratic program (2.1.2), note that
for any binary feasible assighment x, the rank-one matrix X = (1,z)(1,z)7 is a
feasible solution to the SDP with the same objective value. The key observation
that makes this work is the fact that x?j = x5 for x;; € {0, 1}, leading to X{;; +j) =
xfj = 2;; = Xqo,ij) and Xy iky = 45 @y, for every (i,7) # (i', k). Such a way
of relaxing binary integer programs (and more general polynomial optimization
problems) has been developed by [Las01].

2.5 Online algorithms

In online algorithms, the instance to a combinatorial optimization problem is
not known fully in advance, but is revealed incrementally over time. An online
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algorithm must then take an irrevocable decision each time a part of the instance is
revealed. Since this definition is slightly problem dependent, we give two concrete
examples of online problems.

Online bipartite matching. The input is a bipartite graph G = (AU B, E),
where A are the offline nodes and B are the online nodes. At each step, a node
v € B arrives and reveals all its incident edges 6(v) € E. An algorithm must
take an irrevocable decision and decide which edge e € §(v) (if any) to add to the
matching. The goal is to maximize the cardinality of the obtained matching.

Online load balancing. The input is a set of jobs J and a set of machines
M. At each step, a job j € J arrives and reveals non-negative weights {w;; }icar.
An online algorithm must decide irrevocably to which machine it wants to assign
this job. The goal is to minimize the sum of squares of the loads of the machines
Y iem L?, where L; is the total weight of jobs assigned to i € M.

The quality of an online algorithm is measured by measuring the worst-case
ratio (over all online instances) of the cost obtained by the algorithm to the cost
of the optimal offline solution (i.e. after the whole instance has been revealed).
This ratio is known as the competitive ratio. For maximization problems, we
adopt in this thesis the convention that the competitive ratio is between 0 and 1.
For minimization problems, we adopt the convention that it is greater or equal
to 1.

Definition 2.5.1. An online algorithm for a minimization problem IT is o > 1
competitive if for any online instance Z of II, it returns a feasible solution of cost
at most o« OPT(Z), where OPT(Z) is the offline optimum. For a maximization
problem, an online algorithm is o € [0,1] competitive if it returns a feasible
solution of value at least o OPT(Z).

2.5.1 Example: greedy algorithm

Let us now illustrate the simplest example of an online algorithm and showcase
how a suitably chosen dual solution can help us analyze it. We consider the online
bipartite matching problem on a graph G = (V, E) = (AUB, E), whose canonical
primal and dual LP relaxations are given by

max E T, min E Yo

ecE veV
Yz <1l Ywev Yoty =1 Y(u,v) €E
e€d(v)

re >0 VeeFE Yp >0 YveV.
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Observe that the dual is simply the unweighted vertex cover LP (2.3.3).

Algorithm 2.5.1 Greedy algorithm
Input: Bipartite graph G = (AU B, F) with online arrivals of nodes in B
Output: Matching M C E
set M =10
when v € B arrives with §(v) C E:
pick an arbitrary edge (u,v) € 6(v) disjoint from M if one exists
update M = M U (u,v)
return M

Theorem 2.5.2. The greedy algorithm (Algorithm 2.5.1) is 1/2-competitive for
the online bipartite matching problem.

Proof:

Consider the following process of simultaneously building a primal and dual so-
lution during the execution of the algorithm: whenever the algorithm picks an
edge e = (u,v) € M, set x, =1 and set y,, = 1/2,y, = 1/2 for the two endpoints.
Clearly, the objective values of the primal and dual are equal > e = >, o Yo
at all times. In addition, at the end of the algorithm, observe that for any edge
e = (u,v) € E, at least one of its endpoints has a dual value of 1/2, since if this was
not the case, the edge would have been picked by the greedy algorithm. There-
fore, y, +y, > 1/2, implying that 2y is a feasible dual solution. By weak duality,
this implies 2 ., y» > OPT and thus [M| ="y 2. = >,y ¥ = OPT/2. O

The above analysis is an example of a primal-dual analysis for online algo-
rithms. It can be extended in a straightforward way to the online matching
problem on k-uniform hypergraphs under vertex arrivals, where each (hyper)edge
e € F now has cardinality k, instead of 2. In that case, it can easily be shown
that the greedy algorithm is 1/k-competitive.

2.5.2 Fractional and randomized algorithms

Observe that the two problems (online bipartite matching and online load balanc-
ing) described at the beginning of Section 2.5 can be equivalently seen as follows.
In the bipartite matching problem, whenever a node v € B arrives and reveals its
incident edges d(v) C E, an (integral) online algorithm can irrevocably increase
one of the variables z. for e € §(v) while staying inside of the feasible region

{r €{0,1}¥:2(6(v)) <1 Vo€ AUB}.

A randomized algorithm can make a random choice, i.e. pick a probability dis-
tribution over e € §(v) inducing random variables X, € {0, 1} lying in the above
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feasible region. A fractional algorithm can irrevocably increase the variables x.
fractionally while staying inside of the bipartite matching polytope

Py ={r 0,17 :2(6(v)) <1 Yve AUB}.

The value of a randomized algorithm is then measured as ) . E[X.]. The value
of a fractional algorithm is measured as ) ._p ..

Similarly, for the load balancing problem, whenever j € J arrives and reveals
the weights {w;; }ienr, an integral algorithm needs to increase one of the variables
x;; for i € M to one while staying inside of the feasible region

{x c {0, 1}M*N. inj =1 Vje J}.
ieM
A randomized algorithm can make a random choice inducing random variables

X;; € {0,1}, and a fractional algorithm needs to irrevocably increase the variables
x;; fractionally while staying inside of the polytope

P, = {g; €N =1 Ve J}.
€M
The cost of a randomized algorithm in this case is measured as ). ,, E[L;(X)?],
where L;(X) := . ;w;;X;;. The cost of a fractional algorithm is measured as
> ien Li(x)?, where Li(x) := 37, wij ;.
In both of these models, the fractional version is an easier problem, as shown
in the following lemma.

Lemma 2.5.3. Any randomized algorithm for the online bipartite matching prob-
lem induces a fractional algorithm with the same value. Similarly, any randomized
algorithm for the load balancing problem induces a fractional algorithm with lower
or equal cost.

Proof:
For the bipartite matching problem, a randomized algorithm induces random
variables X, € {0,1} for every e € E. Define a fractional algorithm which sets
z. = E[X]| for every e € E. Clearly, this is a valid fractional algorithm as
x € Py and the values of both algorithms match.

For the load balancing problem, a randomized algorithm induces random vari-
ables X;; € {0,1} for every i € M, j € J. Define a fractional algorithm by setting
z;; := E[X};] for every i € M, j € J. Clearly, we then have x € P, and

> Li(x)’ =Y E[L(X)]? <Y E[Li(X)?]

ieM ieM ieM
where the first equality follows from linearity of expectation and the inequality
follows from Jensen’s inequality. O
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2.6 Algorithmic game theory and price of anar-
chy

In previous sections, for a given discrete optimization problem with cost func-
tion C' and an optimal solution z*, we cared about understanding the ratio
C(z)/C(z*), where z is a (non-optimal) solution obtained through an approx-
imation algorithm or an online algorithm. In the first case, the worst-case of this
ratio over all instances is called the approximation ratio, whereas in the second
case it is called the competitive ratio. In this section, we consider x to be a game
theoretic equilibrium and will care about the ratio C(z)/C(x*) in this case. The
worst-case bound over all instances will now be called the price of anarchy of the
considered game.

2.6.1 Strategic games and Nash equilibria

Definition 2.6.1. An instance Z of a finite strategic game, denoted by I' =
(N, (S;)jens (C})jen), consists of:

o Aset N={1,...n} of players
« A strategy set S; for every player j € N

e A cost function C; : §; x --- x §,, = R for every player j € N.

We will in this thesis adopt the convention that each player j wants to selfishly
minimize his/her own cost function Cj.

We denote a pure assignment by a vector o = (o1, ...,0,), where ¢; € S; for
every 7 € N. It will often be useful to have a notation where a given player j is
the only one to change his/her strategy. For this reason, we denote (o_;, ) to be
the vector obtained by replacing o; by ¢ € §; in the jth coordinate of o. We are
now ready to define our first equilibrium concept.

Definition 2.6.2. An assignment o € §; X - -+ X S, is a pure Nash equilibrium if
Cj(O') SCj(O',j,Z') VJ EN,ViESj.

Intuitively, a pure Nash equilibrium means that, given knowledge of the
choices of the other players, no player can switch his/her strategy to get a better
payoff. Unfortunately, there exist strategic games where pure Nash equilibria do
not exist. One can then consider a generalization of pure Nash equlibria, called
mixed Nash equilibria. In that case, players are allowed to independently ran-
domize their choice over their strategy set. Each player j can thus now pick a
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probability distribution (xij)iesj. We denote the collection of these distributions
as ¥ = (Zij)jenies;- The expected cost of a player j is then defined as:

Cj(z) = Epns[Cj(0)]

where o ~ x is a random assignment where each player independently randomly
picks a strategy according to his/her distribution specified by z. We will refer to
a collection of probability distributions x = (2i;)jen.ics; as a mizved assignment.

Definition 2.6.3. A mixed assignment x = (2y;) jen,ics; is a mized Nash equilib-
rium if
]EJNmI:Oj(O-)] S EO-Nm[Cj(O',]',Z'ﬂ VJ € N, Vi € Sj.

It is known that any finite strategic game admits a mixed Nash equilibrium
[Nas24]. Note that when z is binary, meaning that z;; € {0,1} for every j €
N,i € §;, then it simply corresponds to an assignment o € §; X --- X §,,, where
z;; = 1 indicates that player j chooses strategy i, i.e. that o; = i. We will
thus sometimes simply refer to x as an assignment, meaning that it can either
be a pure or a mixed assignment. We will also sometimes refer to a mixed Nash
equilibrium as simply a Nash equilibrium.

2.6.2 Price of anarchy

We are interested in analyzing how “inefficient” in terms of cost a Nash equilib-
rium can be. To do so, we first need to define some global objective function,
also called the social cost. In this thesis, we will simply care about the (possi-
bly weighted) sum of costs incurred by the players. We note however that other
definitions are possible, for instance taking the maximum cost incurred by one of
the players.

Definition 2.6.4. The social cost of an assignment x is defined as:
C(z) = Cjx).
jEN

Remark 2.6.5. For some games, we will have weights w; > 0 for every player j
and define the social cost as C(x) := w;C;(x).

Minimizing the social cost over all pure assignments while disregarding the
game-theoretical aspect is simply a discrete optimization problem. It can be
formulated as the following integer program:

injzl VJEN

JiijE{O,l} VjGN,ViESj
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where the constraints encode the fact that every player needs to pick exactly one
strategy. An optimal solution to this optimization problem is known as the social
optimum, which we will denote by z*. We are now ready to define the quantity
of interest to us.

Definition 2.6.6. The price of anarchy of an instance Z of a finite strategic game
[' is defined as

C

sup (z) : x is a Nash equilibrium .
C(z)

The price of anarchy of the game I' is the supremum over all instances Z of I of

the above quantity.

2.6.3 Example: load balancing

Let us illustrate the notions defined in the previous two subsections on a concrete
example: a weighted load balancing game.

We are given a set of players N and a set of resources E. The strategy set
of every player j € N is a subset of resources §; C E with unrelated weights
w;; > 0 associated for every i € §;. Consider a pure assignment z, the load of
a resource ¢ € F is defined as the total weight of players assigned to it and is
formally defined as

JEN

The cost of a player j € N is then defined as

Ci(x) =Y lilx) wi; i

<D

meaning that it is the weight multiplied by the load of the resource picked. The
social cost can be written as follows

Clz) =) Cix)=> ti(x)* (2.6.1)

JjEN i€E

Observe that the social optimum z* is in fact the optimal solution to the IP
(2.1.2) that we formulated previously.

We now show an example of a pure Nash equilibrium for an instance of this
game and show that its price of anarchy can be as high as 1 + ¢, where ¢ :=
(14+/5)/2 ~ 1.618 is the golden ratio and satisfies the equation ¢? = 1+ ¢. This
example is due to [CFK106].

Let n € N be a natural number. The instance consists of £ = [n+ 1] resources
and N = [n] players. The strategy set of every player j € N is S; = {j,j+1} and
the weights are defined as wy 1, w21 = ¢ for the first player and w; ; = 1, wj11,; = ¢
for every j > 2.
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Consider the solution where each player j picks resource j. Then the first
resource has one job of weight ¢ assigned to it and each resource in {2,...,n}
only has one job of weight one assigned to it. This is in fact the optimum solution
r* and it has cost C'(z*) = ¢* +n — 1.

Consider now the solution x where each player j picks resource j + 1. We
claim that this is a pure Nash equilibrium. To see this, observe that the loads
of the resources under this assignment are ¢1(x) = 0 and ¢;(z) = ¢ for every
i €{2,...,n+1}. The payoff of every player is then C;(z) = ¢* for every j > 1.
If the first player were to switch to resource 1, he would get a payoff of ¢?, which
would not be an improvement. If a player 7 > 2 were to switch to resource j,
then he would get a payoff of 14 ¢, which is not an improvement since the golden
ratio satisfies 1 + ¢ = ¢>. Hence, z is a pure Nash equilibrium whose cost is
C(x) = 3 ,en Cj(x) = n¢*. As n grows, the price of anarchy of this instance
becomes:

C(z) _ ne* n—r00, ¢

C(z*) n—1+ ¢2 '
This example shows that the price of anarchy of the load balancing game con-
sidered is at least ¢* = 1+ ¢ = (3 ++/5)/2 ~ 2.618. In Chapter 5, we will
show that this is in fact the right answer by providing a technique proving tight
upper bounds on the price of anarchy for a large class of games similar to the one
considered here.



Chapter 3

Round and bipartize for vertex cover
approximation

In this chapter, we study the weighted vertex cover in a beyond the worst-case
setting. We have seen a 2-approximation algorithm based on rounding the natural
LP relaxation in Algorithm 2.3.1 and the fact that this LP is integral for bipartite
graphs in Section 2.3.4. The question tackled here is roughly the following: can
meaningful guarantees be obtained which somehow interpolate between these two
extremes?

Given the knowledge of an induced bipartite subgraph of the input, we con-
sider a natural rounding algorithm based on the standard LP and tightly charac-
terize its approximation ratio. As a byproduct, we also provide tight bounds on
the integrality gap of the standard LP for three colorable graphs.

3.1 Introduction

In the vertex cover problem we are given a weighted graph G = (V, E, w), where
w : V — R, is a non-negative weight function on the vertices, and the goal is
to find a minimal weight subset of vertices U C V that covers every edge of the
graph, i.e.,

min{w(U) | U C V, [UN {5} > 1V, j) € E}.

We denote by OPT an optimal subset of vertices for this problem, and by w(OPT)
the total weight of that solution. The vertex cover problem is known to be NP-
complete [Kar72] and APX-complete [PY88]. Moreover, it was shown to be NP-
hard to approximate within a factor of 7/6 in [Has01], a factor later improved to
1.36 in [DSO05]. It is in fact NP-hard to approximate within a factor of 2 — ¢ for
any fixed € > 0 if the unique games conjecture is true [KRO08].

A natural linear programming relaxation, as well as its dual, is given by:

25
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min E Wy Ty max g Ye

veV ecl
Ty +x,>1 V(u,v) €FE y(o(w)) <w, YveV
T, >0 YveV Ye >0 Veec B

For a given graph G, we denote the primal linear program by P(G) and the dual
by D(G). The integrality gap of the standard linear relaxation P(G) on a graph
of n vertices is upper bounded by 2 — 2/n, a bound which is attained on the
complete graph. In fact, a more fine-grained analysis shows that it is equal to
2—2/x7(G), where x/(G) is the fractional chromatic number of the graph [Sin19).
An integrality gap of 2—e¢ is proved for a large class of linear programs in [ABL02].
It is also known that any linear program which approximates vertex cover within
a factor of 2 — ¢ requires super-polynomially many inequalities [BFPS19].

An important property of P(G) is the fact that any extreme point solution
z* is half-integral, i.e., 27 € {0,4,1} for any vertex v € V [NT75]. This gives
rise to a straightforward rounding algorithm by solving P(G) and outputting all
vertices whose LP variable is at least a half, ie., U= {v e V |z} > 1}. It is
easy to see that this a 2-approximation, because w(U) < 2 w(OPT), see [Hoc82].
Moreover, it is known that P(G) is integral for any bipartite graph [Kuh55]. As
a consequence, the rounding algorithm returns an optimal solution if the graph
is bipartite.

3.2 Outline

Set-up and algorithm

In this chapter, we initiate a beyond the worst-case study of the vertex cover
problem and of its standard linear programming relaxation. As mentioned above,
this simple and natural linear program is extremely powerful for this problem: it
leads to the optimal approximation ratio of 2, under the unique games conjecture,
and its polyhedron has some very nice structural properties since it is integral
for bipartite graphs and half-integral for general graphs. We are in this chapter
interested in having a more fine-grained understanding of it and see whether one
can introduce parameters that allow to somehow interpolate the rounding curve
of this LP in a beyond the worst-case manner.

We consider the following setup. We are given a weighted non-bipartite graph
G = (V,E,w) and an optimal solution z* € {0,3,1} to P(G). We denote by
Vo = {v € V | ¥ = a} the vertices taking value a and by G, = G[V,] the
subgraph of G induced by the vertices V,, for any o € {0, %, 1}. By a standard
preprocessing step, we may assume that we only work on the graph G/, since
any c-approximate solution on this reduced graph can be lifted to a c-approximate

solution on the original graph by adding the nodes V; to the solution [NT75]. In
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addition, we suppose that we have knowledge of an odd cycle transversal S of
G1/2, meaning that G/, \ S is a bipartite graph. Equivalently, S intersects every
odd cycle of Gi/5. The question of finding a good such odd cycle transversal is
also tackled later on.

We consider the following simple algorithm, detailed in Algorithm 3.2.1. It
first solves P(G), takes the vertices assigned value one by the linear program to
the solution and removes all the integral nodes from the graph to arrive at G o.
The algorithm then takes all the vertices in the set S to the solution, removes
them from the graph and solves another (now integral) linear program to get the
optimal solution on the bipartite remainder. These vertices are then also added
to the solution.

Algorithm 3.2.1
Input: Weighted graph G = (V, E,w), odd cycle transversal S C Vi,
Output: Vertex cover U C V

1: Solve the linear program P(G) to get Vy, Vi/2 and V)

2: Solve the integral linear program P(Gy/ \ S) to get W C Vi),
3: return VUSUW

The main question studied is the following. What is the worst-case approxi-
mation ratio of the algorithm and which weight functions are attaining it?

Our motivation to study this question comes from the structural difference
between the polyhedron of P(G) for bipartite and non-bipartite graphs. In par-
ticular, we are interested in identifying parameters of the problem that enable
us to derive more fine-grained bounds determining the approximation ratio of
the algorithm, and allow to interpolate the rounding curve of the standard linear
program from 1 to 2, depending on how far the graph is from being bipartite.

As it turns out, the odd girth, i.e., the length of the shortest odd cycle, is a
key parameter determining tight bounds on the approximation ratio. It is also a
natural parameter, since a graph is bipartite if and only if it does not contain an
odd cycle. The larger the odd girth, the closer the graph is to being bipartite.
It is also shown in [GKL.97| that graphs with a large odd girth admit a small-
cardinality odd cycle transversal.

Contributions and high-level view

We first do a pre-processing step and show that we may without loss of generality
focus on weighted graphs G = (V, E,w) where the weights come from a certain
weight space Q. Each edge has a dual weight y. > 0 with a total sum of
y(E) = 1, and the weight on each node is then determined by w, = y(d(v)). This
follows from the Nemhauser-Trotter theorem, complementary slackness and an
appropriate normalization.
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We then do the analysis under the assumption that S is a stable set, high-
lighting the main ideas of the analysis and the proof techniques. We show that
the approximation ratio is upper bounded by 1+ 1/p, where 2p — 1 denotes the
odd girth of the graph G:=¢ /S, where all the vertices in S are contracted into
a single node. Note that the parameter range is p € [2, 0o|, with p = 0o naturally
corresponding to the case where G is bipartite. The proof technique involves a key
concept, that we call pairwise edge-separate feasible vertex covers. Constructing
k such covers allows to bound the approximation ratio by 1+ 1/k. The construc-
tion of p such covers to get the result follows from a structural understanding
of the contracted graph G. As a byproduct, this structural understanding also
allows to get improved bounds on the integrality gap and the fractional chromatic
number of 3-colorable graphs. In particular, it even manages to compute an exact
formula, depending on the odd girth, for the integrality gap and the fractional
chromatic number of the contracted graph G.

We then construct a class of weight functions W C Q%W where this upper
bound holds with equality, thus showing that this proof technique obtains tight
bounds and might have additional applications. This result can then be lifted
to the case where S is a general set, by introducing an additional parameter o
counting the total dual sum of the weights on the edges inside S, i.e. a = y(E[5]).
This then leads to an approximation ratio interpolating the rounding curve of the
standard linear program with a tight bound of (14+1/p)(1—«)+ 2« for any values
of p € [2,00] and « € [0, 1].

We then discuss algorithmic applications to find good such sets S and show
that our analysis is optimal in the following sense: the worst case bounds for p
and «, which are p = 2 and a = 1 — 4/n, recover the integrality gap of 2 — 2/n
of the standard linear programming relaxation for a graph on n vertices.

Implications and related work

Our analysis falls into the framework of beyond the worst-case analysis [Rou21].
In particular, note that an odd cycle transversal always exists: we may simply take
S = Vi /2, which recovers the standard 2-approximation algorithm for vertex cover.
Depending on how S is chosen, our algorithm can however admit significantly
better approximation ratios.

Our algorithm also connects to learning-augmented algorithms, which have ac-
cess to some prediction in their input (e.g., obtained for instance through machine
learning). This prediction is assumed to come without any worst-case guarantees,
and the goal is then to take advantage of it by making the algorithm perform
better when this prediction is good, while still keeping robust worst-case guaran-
tees when it is off [BMS20, LV21, PSK18, LLMV20, ACE*20, AGKK20]. In our
case, assuming a prediction on the set S, robustness is guaranteed since we are
never worse than a 2-approximation. In fact, even if the predicted set is not an
odd cycle transversal, one may simply greedily add vertices to it until it becomes
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one, while still guaranteeing a 2-approximation. Otherwise, our results provide a
precise understanding of how the approximation ratio improves depending on the
predicted set S. In addition, once such a set S is found, the parameters o and
p can easily be computed to see the improved guarantee on the approximation
ratio.

The odd cycle transversal number oct(G) is defined as the minimum number
of vertices needed to be removed in order to make the graph bipartite. The mini-
mum odd cycle transversal problem has been studied in terms of fixed-parameter
tractability [RSV04, KW14]. In particular, it is the first problem where the it-
erated compression technique has been applied [RSV04], now a classical tool in
the design of fixed-parameter tractable algorithms. The best known approxi-
mation algorithm for it has a ratio of O(y/log(n)) [ACMMO05]. Another rele-
vant concept is the odd cycle packing number ocp(G), defined as the maximum
number of vertex-disjoint odd cycles of G and satisfying ocp(G) < oct(G). The
related maximum stable set problem has been studied in terms of ocp(G) in
[BFMRV14, AWZ17, CFH"20, FTWY22].

A key property implying the integrality of a polyhedron is the total unimodu-
larity (TU) of the constraint matrix describing the underlying problem, meaning
that all the square subdeterminants of the matrix are required to lie in {—1,0, 1}
(see for instance [Sch98, Sch03]). In general, we believe it is an interesting ques-
tion to study whether one may exploit the knowledge of a TU substructure in an
integer program to obtain improved approximation guarantees through rounding
algorithms. In our case, the knowledge of an odd cycle transveral S is equivalent
to the knowledge of an induced bipartite subgraph G’ = G\ S, for which P(G’) is
TU. We hope the techniques introduced for the pair (G, S) can help tackle other
problems.

One technique which might also benefit from our analysis is iterative rounding,
which requires solving a linear program at each iteration [LRS11]. Having a better
analysis for the case where the linear program becomes integral could potentially
be used to reduce the number of iterations and allow for better guarantees, since
iterative rounding can terminate at this step without losing solution quality.

Several different algorithms achieving approximation ratios of 2 — o(1) have
been found for the weighted and unweighted versions of the vertex cover problem:
[Kar05, Hal02, BYES83, MS85, BYES81, Hoc83]. Another large body of work is
interested in exact fixed parameter tractable algorithms for the decision version:
[BG93, BFRI8, CKJ01, CLJ00, DF92, NR99, NR03, SF99, DF12].

3.3 Preliminaries

We define R, to be the non-negative real numbers and [k] := {1,...,k} to be
the natural numbers up to kK € N. For a vector x € R", we denote the sum of
the coordinates on a subset by x(A4) := > ,_, ;. A key property of P(G) was
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introduced by Nemhauser and Trotter in [NT75]. It essentially allows to reduce
an optimal solution z* € {0, 3,1}V to a fully half-integral solution by looking
at the subgraph induced by the half-integral vertices. As before, we denote by
Vo = {v € V | 2} = a} the vertices taking value o and by G, = G[V,] the

subgraph induced by the vertices V.

Theorem. 3.3.1 (Nemhauser, Trotter [NT75]). Let z* € {0, 3,1}V be an opti-
mal extreme point solution to P(G). Then, w(OPT(G/2)) = w(OPT(G)) —w(V}).

Corollary 3.3.2. Let z* € {0,1,1}V be an optimal solution to P(G). If U C

Vij2 is a feasible vertex cover on Gy, with approximation ratio at most ¢, i.e.,

w(U) < ¢ w(OPT(G/2)), then w(U) +w (V1) < ¢ w(OPT(G)).

Proof:
The proof is an easy consequence of Theorem 3.3.1 and the fact that ¢ > 1:

w(U) +w(V1) < ¢ w(OPT(Gyy2)) + w(Vi) < ¢ w(OPT(G)).

O

The previous corollary thus implies that we may restrict our attention to the

graph G /2, since any ¢-approximate solution on this reduced instance can be lifted

to a ¢-approximate solution on the original graph by adding V; to the solution.
Note that on the weighted graph G5, the solution (%, e %) is optimal.

For a given set S C V, we define G’ := G\ S = (V', E’) to be the graph obtained
by removing the set S and all the incident edges to it. Hence, E = E'Ud(S)UE]S]
where 0(S) = {(u,v) € E|u € S,v ¢ S} and E[S] := {(u,v) € E|u € S,v €
S}. We also denote by G:=g /S = (V, E) the graph obtained by contracting all
the vertices in S into a single new node v° € V. We allow for multiple edges, but
no self-loops. The only edges present in E but not in £ are thus the ones with

both endpoints in S, i.e., E[S].

3.4 Weight space

By Corollary 3.3.2, we may assume that every weighted graph G we work with
has the property that the fully half-integral solution x = (%, e %) is an optimal
solution to the linear program P(G). In this section, we characterize the weight

functions satisfying this assumption.

Lemma 3.4.1. Let G = (V, E) be a graph and let w : 'V — R, be a weight

function. The feasible solution (3,...,3) to the linear program P(G) is optimal

if and only if there exists y € RY satisfying y(0(v)) = w, for every v € V.
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Proof:
By complementary slackness, a feasible solution = € RK to the primal P(G) and
a feasible solution y € R¥ to the dual D(G) are optimal if and only if:

T, >0 = y(d(v)) =w, YveV

and
Ye >0 = xy,+2,=1 Ve=(u,v) € E.

If v = (%, s %) is an optimal solution, then, by strong duality, there exists an
optimal dual solution y and this solution needs to satisfy y(d(v)) = w, for every

v € V. Conversely, if there exists a dual solution y satisfying y(6(v)) = w, for

every v € V, then the pair © = (3,...,3) and y satisfy both the conditions of
complementary slackness, implying that x is optimal. O

Such instances have been called edge-induced in [CFH*20, FJWY22], in the
sense that the dual values on the edges are free parameters, and the weights on
the nodes are determined once the dual values are fixed. Such instances also
satisfy:

w(V) = Zwv = 29(5(0)) = Z Zye Leesw)y = Zye Z Licesw)y = 2 y(E).
veV veV veV eeFE eckE veV

Observe that the approximation ratio of a feasible solution U C V is defined as
w(U)/w(OPT(G)) and is invariant under scaling of the weights. We thus make a
normalization ensuring that the optimal LP solution has objective value one, i.e.,
w(V)/2 =y(F) =1, to get the following weight space polytope:

Q" :={weRY |3y € [0,1]” such that y(E) =1 and w, = y(6(v)) Yo € V}.

It turns out that the vertices of the polytope Q" have a one-to-one correspon-
dance with the edges of the graph. We denote by 1, € RV the indicator vector
of a vertex v € V.

Theorem 3.4.2. The polytope QW of a graph G = (V, E) can be expressed as:
QY = ConV({]lu + 1, | (u,0) € E})

Moreover, 1, + 1, is an extreme point of QY for every edge (u,v) € E.

Proof:
Let w € QY and y € RE such that y(6(v)) = w, for every v € V, as well as
y(E) = 1. Observe that:

w= Y Yuw(lu+1,).

(u,w)EE
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By looking at this equality coordinate by coordinate, for a fixed vertex v € V,
the contribution from the left hand side is w, whereas the contribution from the
right hand side is y(d(v)). We have thus managed to decompose an arbitrary

w € Q"W into a convex combination of the vectors {]lu +1, | (u,v) € E}

Let (u,v) € E and let us now show that w := 1, + 1, is an extreme point of
Q"W. Firstly, it is clear that w € Q" the dual solution satisfying complementary
slackness being Y,y = 1 and y. = 0 for every e € E \ (u,v), and the sum
of all the weights being indeed equal to two. Suppose for contradiction that
there exist distinct w', w? € Q" such that w = $(w' + w?). Notice that, since

the weight vectors are required to be non-negative, w, = w! = w? = 0 for every

z € V\{u,v}. Thus, we can assume without loss of generality that w. = w? = 1+¢
and w! = w? =1 — ¢ for some ¢ > 0. However, the fully half-integral solution is
now not an optimal LP solution on the weights w' and w?. Indeed, on the weight
function w!, the feasible solution V'\ {u} has objective value 1 — ¢, whereas the
fully half-integral solution has weight 1. Similarly, on the weight function w?, the
feasible solution V' \ v has objective value 1 —e. By Lemma 3.4.1, w', w? ¢ QW
leading to a contradiction. The weight function w thus cannot be written as a
non-trivial convex combination of two other points in the polytope Q" and is

therefore an extreme point (or a vertex) of Q". O

We end this section by showing that this normalization of the weight space
allows us to get a convenient lower bound on w(OPT(G)).

Lemma 3.4.3. Let G = (V, E) be a graph. For any w € QV, w(OPT(G)) > 1.

Proof:

Since w € Q", we know that the fully half-integral solution is an optimal linear
programming solution, showing 1 = w(V)/2 < w(OPT(G)), by feasibility of
OPT(G). O

3.5 Analysis of the algorithm

This section is devoted to the analysis of the approximation ratio of the algorithm.
We assume that we are given as input a pair (G, S) consisting of a weighted graph
and an odd cycle transversal S C V. By Corollary 3.3.2, we may assume that
the weight function satisfies w € Q". By the previous section, there are dual
edge weights y. > 0 such that w, = y(d(v)) for every v € V and which satisfy
DecpYe = 1.

The algorithm is now very simple. First, take the vertices in S C V to the
cover and remove them from the graph. Then solve the integral linear program
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P(G\ S) and take the vertices having LP value one to the cover. The approxi-
mation ratio, given a weight function w € QW is thus defined as

w(S) +w(OPT(G\ 5))

Rw) = w(OPT(G))

(3.5.1)

For simplicity of notation, we omit the dependence on w of OPT(G) and OPT(G\
S). As a reminder, the bipartite graph G \ S is denoted by G’ = (V', E’). The
vertex contracted graph G/S is denoted by G = (V, E) and the contracted node
is denoted by vg.

3.5.1 Stable set to bipartite

We assume in this section that S is a stable set. We will then generalize the
results obtained here in a natural way to the most general setting of an arbitrary
set S. We now state our main theorem of this section.

Theorem 3.5.1. Let (G, S) be the input to the rounding algorithm, with S being
a stable set. For any w € QW, the approzimation ratio satisfies

1

Rw) <1+ -

P
where 2p — 1 is the odd girth of the contracted graph G and satisfies p € [2,00].
Moreover, this bound is tight and is attained for a class of weight functions

wcQv.
Remark 3.5.2. We define the odd girth of a bipartite graph as being oco.

Definition 3.5.3. Let (G,S) be a pair consisting of a graph with an odd cycle
transversal S. For a feasible vertex cover U C V \ S of the bipartite graph
G =G\ S, we define

EU::{(u,v)EElueU,UEUor uEU,vGS}.

In words, these are the edges with either both endpoints in the cover U, or with
one endpoint in U and one in S.

Definition 3.5.4. Let (G,S) be a pair consisting of a graph with an odd cycle
transversal S. Feasible vertex covers Uy, ..., U of the bipartite graph G’ = G\
S are defined to be pairwise edge-separate if the edge sets {Ey,,..., Ey,} are
pairwise disjoint.

Remark 3.5.5. We will often say that covers are pairwise edge-separate for the
pair (G, S). It is however worth emphasizing that these covers are defined on the
bipartite graph G’ = G \ S.
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This definition turns out to be the key concept for us in order to prove im-
proved bounds on the approximation ratio of the algorithm, as shown by the next
lemma.

Lemma 3.5.6. Let (G,S) be the input to the rounding algorithm, with S being
a stable set. If there exists k pairwise edge-separate feasible vertex covers of the
bipartite graph G' = G\ S, then, for every w € QY , the approzimation ratio of
the algorithm satisfies

Proof:

Let w € Q" and let y € RY be the corresponding dual solution satisfying w, =
y(0(v)) and y(E) = 1. We denote by {Ui,...,U} the pairwise edge-separate
covers of G’ = (V', E’). We can now write down the weights of S and every
feasible cover U; with the help of the dual variables:

w(S) =Y Jwy =Y y(6(v)) = y(5(5))

w(lUy) =Y wy =Y y(6(v)) = y(E') +y(Ey,)  Vie K

The first equality holds because S is a stable set and thus only has edges crossing
the set. The second equality holds because every U; counts the dual value v,
of every e € E’ at least once, by feasibility of the cover, and thus giving a
contribution of y(E’). The edges in Ey, then give an additional contribution of
y(EUz)

By Lemma 3.4.3, the approximation ratio satisfies:

Cw($) $w(OPTG\S) _
Riw) = ZE i A < () + w(OPT(G) < w(S) + minu V)
— y(3(8)) + y(E) + miny(Ey) = 1+ miny(Ev) < 1+ 1

The last equality follows from the fact that £ = E'U§(S) and y(E) = 1. The last
inequality follows from the fact that the edge sets { £y, }icx) are pairwise disjoint
and have a dual sum of at most one, since the total sum of the edges of the graph
is y(E£) = 1. This minimum can thus be upper bounded by 1/k. O

In order to prove the upper bound in Theorem 3.5.1, we thus need to construct
p pairwise edge-separate covers of G’ = G\ S. The key for being able to do that is
to analyze the structure of the contracted graph G = G /S, where S is contracted
into a single node vg.
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Lemma 3.5.7. Let (G,S) be a graph with an odd cycle transversal S. If the
contracted graph G contains an odd cycle, then there exists p edge-separate feasible
covers for the pair (G,vg), where 2p — 1 is the odd girth of G.

Proof:

We now dive deeper into the structure of the bipartite graph G\ S = G \ vg.
By assumption, this graph admits a bipartition A U B of the vertices. Let us
assume that it has k& connected components A; U By, ..., Ay U By, all of which
are bipartite as well, where A = J, A; and B = |J, B;. We now fix an arbitrary
such component A; U B;.

o If vg has an incident edge to both A; and Bj, then this component contains
(if including vg) an odd cycle of G. This holds since any path between a
node in A; and a node in B; has odd length.

o If vg has incident edges with only one side, we assume without loss of
generality that this side is A;. One could simply switch both sides in the
other case while still keeping a valid bipartition of the graph G \ vg.

 If vg does not have incident edges with either of the two sides, then A;UB; is
a connected component of G. We call such components dummy components
and denote by Ay U B, the bipartite graph formed by taking the union of
all the dummy components.

We denote Ny(vs) = N(vs) N A and Np(vs) = N(vs) N B. We now split the
graph into layers, where each layer corresponds to the nodes at the same shortest
path distance from N4(vs). More precisely, we define

L= {v € AU B | d(Na(vs),v) = z} fori € {0,...,q} (3.5.2)

where d(N4(vs),v) represents the unweighted shortest path distance between v
and a vertex in N4(vg). The parameter ¢ is defined to be the maximal finite
distance from N4(vg) in the graph G. An important observation is the fact that
these layers are alternatingly included in one side of the bipartition, see Figure
3.1 for an illustration of the construction.

If the graph G is not connected, note that d(N4(vg),v) = oo for the vertices v
lying in dummy components. In order to add the dummy components to the layers
and keep alternation between the two sides of the bipartition, we define the last
two layers to either be {L,11 := A4, Ly42 := Bq} or {Ly11 = By, L2 := Ag},
depending on which side of the bipartition the last connected layer £, lies. We
now have that £; C A if 7 is even, and £; C B if 7 is odd. In fact,

11/2] [1/2]
A= U ,Cgi and B = U Egi_l,

=0 =1
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Lo L1 Lop_3

Figure 3.1: The layers of a bipartite graph G \ vg = (AU B, E') with p = 4. The
blue square vertices correspond to N (vg), where the two left ones are Lo = N4(vs)
and the two right ones are Np(vg).

where the parameter [ € N represents the index of the last layer: if G is connected,
then | = ¢, otherwise [ = ¢ + 2. Notice also that £y = Na(vg). However, Np(vs)
may now have several different vertices in different layers, see Figure 3.1.

Let C' C V be an arbitrary odd cycle of G. Notice that this cycle contains
vg, a vertex from N4(vg) and a vertex from Ng(vg), since G \ vg is bipartite and
therefore does not contain an odd cycle. Any odd cycle C' in G thus corresponds
to an odd path between a vertex in Na(vg) = Ly and a vertex in Np(vg). By
the assumption that the shortest odd cycle length of G is 2p — 1, the first layer
having a non-empty intersection with Np(vg) is L£o,-3. A shortest odd cycle of
length 2p — 1 therefore corresponds to an odd path of length 2p — 3 between L
and a vertex in Lo,_3 N Np(vs), see Figure 3.1 for an illustration. We now define
edges connecting two consecutive layers £; and £;,; as follows:

E[£i7£i+1] = {(U,U) € F | u € /:Z',U € £i+1} Vi € {0, .. ,l — 1}
We also denote by
Sa(vs) = {(vs,u) € E|u € A}, 65(vs) = {(vs,u) € E | u € B}

the incident edges to vg respectively connecting to A and B.

We are now ready to construct our desired p pairwise edge-separate covers
of G \ vg, that we denote by Uy,...,U, and illustrated in Figure 3.2. Firstly,
notice that taking one side of the bipartition is a feasible vertex cover. We thus
define U, = A and U,_; = B. Observe that we then have Ey, = d4(vs) and
EIU/k1 = (53(1)5).

We now construct p — 2 additional covers with the help of the layers. If p # 2,
fix a j € [p—2], and start the cover U; by taking the two consecutive layers Lo, 1
and Ly;. Complete this cover by taking remaining layers alternatingly (hence
always skipping one) until covering every edge of the graph. Notice that this
cover has an empty intersection with N(vg). We then have that

Ey, =06alvs),  Eu,,=90dp(vs), By, = E[Lyj-1,Ls5] Vj€[p—2],

which are all pairwise disjoint edge sets, finishing the proof. O
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D@@m

E[L4, Lo) v, = E[L3, L4]
vy = 05 (vs) vy, = 0a(vs)

Figure 3.2: The p feasible covers of G’ constructed in the proof of Lemma 3.5.7.

We now have all the tools to prove the upper bound of Theorem 3.5.1.
Proof:
Asume first that p < oo, meaning that G contains an odd cycle. By Lemma 3.5.7,
there exists p pairwise edge-separate covers for the pair (G, vg). These covers are
then still edge-separate for the pair (G, S), since the bipartite graph is the same
in both cases, i.e. ¢ =G \ vg =G\ S. This finishes the proof by Lemma 3.5.6.

If p = oo, then G is bipartite, with a bipartition A U B. Assume without
loss of generality that v5 € A. Note that E = E' U d(v®) and thus 1 = y(F) =
y(E') + y(6(v¥)). Any feasible cover of G’ = G \ S needs to count the dual
value of every edge in E' at least once. Taking the cover A \ v¥ counts every
edge in E’ exactly once, showing that w(OPT(G \ S)) = y(£’). Hence, R(w) <
w(S) +w(OPT(G\ 5)) = y(d(vs)) +y(E) = 1. O

We now show that this bound is tight and is attained for a class of weight
functions w € W for any such graph G and stable set S. For the case where p = oo
it is clear that the approximation ratio always satisfies R(w) > 1, showing that
the bound in Theorem 3.5.1 is tight for any w € Q.

We thus assume that p < co. Let C be all the shortest odd cycles (of length
2p—1) of the graph G, each of which is containing vg. For every such cycle C' € C,
we define the following dual function on the edges y© : E — R, : set both dual
edges incident to vg to 1/p and then alternatingly set the dual edges to 0 and
1/p along the odd cycle. For any edge outside of C, set its dual value to 0. Such
a solution clearly satisfies y©(E) = 1. We now take the convex hull of all these
functions:

y::{y:E—HRJFLy:Z)\CC, Y A=1, A0 vc*ec}.

ceC ceC

Because of the one-to-one correspondence between the edge sets E and E., due to
the fact that S is a stable set, we can naturally define a weight function on the
original vertex set once we fix a y € ) by setting w, := y(d(v)) for every v € V.
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Figure 3.3: An example of a weight function w € W obtained by a convex
combination of two basic weight functions of shortest odd cycles.

We define the space of all such weight functions as

Wi={w: V=R, |w,=y0v) YveV, yel}.

Theorem 3.5.8. For any weight function w € W, the approximation ratio sat-

isfies
1
R(w) =1+ -
(w) ;

where 2p — 1 is the odd girth of G and satisfies p € [2,00).
Proof: .
Let C be the set of all the shortest odd cycles (of length 2p — 1) of the graph G

and let w € W with the corresponding y = > .. X¢yC. Notice that, for any
subset of vertices U C V' of the bipartite graph G’, we can count its weight as

wl) =Y w, =Y yw)=> Y Ay 0(v))

velU vel velU CeC
AC 1 .o 1 .
=33 Slpeey == DA ey ==Y _AUNC (35.3)
vev e P Peec  vev P oee

The end of the proof now heavily uses the decomposition of G into layers described
in (3.5.2). Notice that every odd cycle C' € C intersects each layer £; for i €
{0,...,2p — 3} exactly once. Therefore, by (3.5.3), w(L;) = 1/p for every i €
{0,...,2p —3}. We now claim that

—1 2
w(OPT(G)) =1, w(OPT(G)) =" and w(S)=".
p p
The fact that w(OPT(G)) > 1 follows from Lemma 3.4.3. For the reverse inequal-
ity, notice that it is possible to take a feasible cover by taking exactly p layers in
addition to the zero weight vertices, for instance Lo U Lo U L3 U L5+ U Lo,_3,
showing w(OPT(G)) < 1.
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2 2
1+1/p
1
0 1 0 1
G/S is bipartite G/S is not bipartite

Figure 3.4: The plot of the approximation ratio R(w) with respect to the param-
eter a € [0, 1].

Observe now that w(OPT(G")) = w(OPT(G \ S)) = w(OPT(G \ vs)). After
removal of vg, every cycle C' € C becomes a path of length 2p — 3 (and thus
consisting of 2p—2 vertices), with one vertex in each layer £; for i € {0,...,2p—3}.
By feasibility, OPT(G’) has to contain at least p — 1 vertices for every such path.
Using (3.5.3), we infer w(OPT(G")) > (p—1)/p. For the reverse inequality, taking
p — 1 layers alternatively, such as Lo U Lo U Ly--- U Loy,_4, as well as the zero
weight vertices, builds a feasible cover of weight exactly (p — 1)/p.

Finally, notice that w(S) = w(vs) = 2/p because every C' € C contains vg.
By combining the three equalities, we get the desired result

w(S) + w(OPT(@) . 1
wOoPT©) T

R(w) =

3.5.2 Arbitrary set to bipartite

We now consider the setting where S is now an arbitrary set. Our guarantee
on the approximation ratio will now also depend on the total sum of the dual
variables on the edges inside of the set S. We denote this sum by

a = y(E[S)) € [0, 1.

Theorem 3.5.9. For any w € QW , the approzimation ratio satisfies

R(w) < (1 + %) (1—a)+2a with a € [0, 1] and p € [2, 0]

where 2p — 1 denotes the odd girth of the contracted graph G. Moreover, these
bounds are tight and are attained for any o € [0,1] and any p € [2,0].
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Proof:

Upper bound for p < co. We consider first the case where p < oco. The
proof essentially follows the same arguments as the one of Lemma 3.5.6 with the
a parameter incorporated, and we thus only highlight the main differences. We
decompose the weight of the set S with respect to the dual variables. The edges
in E[S] are counted twice, whereas the edges in () are counted once:

w(S) =2a+y(6(9)). (3.5.4)

Consider the contracted graph G = G/S = (V, E) and denote by v° the contracted
node. The edge set of this graph is now E = §(S) U E’ , since the edges in E [S]
have been collapsed. By Lemma 3.5.7, we can construct p edge-separate covers
Up,...,U, C V\ % for the pair (G,vs). These covers are still edge-separate for
the pair (g S), implying

w(OPT(G\ S)) < min w(U;) = y(E'") + miny(Ey,) < y(E') + L= “.

i€[p] i€[p] P

(3.5.5)

The first inequality holds since every U is a feasible cover of G\ S. The second
equality holds by counting the weight of a cover U; in terms of the dual edges.
The last inequality holds because the edge sets {Ey, }ic|p are pairwise disjoint,
and their total dual sum is at most 1 — . Combining Lemma 3.4.3, (3.5.4) and
(3.5.5),

neltme vl oYY a2
R(w) <2a+y(8(5)) +y(E') + ; 1+a+ p (1+p)(1 )+ 2a.

Upper bound for p = oco. The only change with respect to the previous
proof is the bound on w(OPT(Q \ 9)) in (3.5.5). We denote the contracted
graph by G = G /S and by v the contracted vertex. Suppose Q admits the
bipartition (AU B, E) and assume without loss of generality that v5 € A. Note
that £ = E' U &(v%).

Any feasible cover of G\ S needs to count the dual value of every edge in E’ at
least once. Taking the cover fl\vs counts every edge in E’ exactly once, showing
that w(OPT(G \ S)) = y(E’). Hence, using y(E) = a +y(4(S)) + y(E') =1, we
get

R(w) <2a+y(0(S)) +y(E') =1+ .

Tight instance for p < co. An example of a tight instance can be con-
structed as follows. We first construct G/S: take an odd cycle of length 2p — 1
with a distinguished node v* and assign dual value (1 — «)/p to both edges inci-
dent to it. Alternatively assign dual values 0 and (1—a«)/p along the odd cycle for
the remaining edges. In order to construct G, replace v° by a triangle S with dual
edges set to a, 0 and 0, where the two previous incident edges to v° are adjacent
to the endpoints of the edge with value a. Note that we replace it with a triangle
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instead of a single edge in order to avoid G becoming bipartite. Similarly to the
proof of Theorem 3.5.8, one can check that

w(S) = 2a + @; w(OPT(G\ S)) = (1- O‘)p(p — D; w(OPT(G)) = 1.
Therefore,
o 20-a) (=)= (1Y,
R(w) = 2a+ P + p _(1+p>(1 ) + 2.

Tight instance for p = co. Let G be an arbitrary odd cycle. Consider an
arbitrary edge (u,v) € E and assign it dual value a. The set S is defined to
be S = {u,v}. Assign dual value zero to the edge (u,w) € E, where w is the
second neighbour of w in the cycle. For the remaining edges, arbitrarily assign
dual values, while ensuring that they sum up to 1 — a. The fact that one edge
is equal to zero is necessary in order to get the exact formula w(OPT(G)) =1, a
feasible cover showing w(OPT(G)) < 1 being the following: take both endpoints
of the edge (u, w) and take remaining vertices alternatively (hence always skipping
one) along the odd cycle. All the edges are counted once, except for (u,w),
which is counted twice but has value zero. Moreover, w(S) = 2a + y(6(S)) and
w(OPT(G\ S)) = y(E'), where E’ is the edge set of the bipartite graph G \ S.
Therefore,

R(w) =2a+y(0(S)) +y(E') =1+ «a.

3.6 Algorithmic applications

We focus in this section on efficient ways to find odd cycle transversals with a low
value for the a parameter. In fact, once such a set S is found, there can also be
freedom in the choice of the dual solution in order to optimize the o parameter.
This motivates the following definition.

Definition 3.6.1. Let (G, S,y,w) be a graph with an odd cycle transversal S C
V, weights w € Q" and a dual solution y € R¥. A tuple (¢, 5"y, w') is
approzimation preserving if

w(S) + w(OPT(G\ 9)) <w'(S") + w'(OPT(G"\ 9")).

Moreover, we say that a € [0,1] is wvalid for the pair (G,S) if there exists an
approximation preserving (G’, 5", vy, w’) such that a = y/'(E[S"]).



42 Chapter 3. Round and bipartize for vertex cover approximation

Finding a valid a € [0, 1] would directly allow us to use it in the bound of Theorem
3.5.9, where the p parameter would correspond to the one of the approximation
preserving graph. We present here an application if a coloring of a graph can be
found efficiently.

Theorem 3.6.2. Let G = (V. E) be a graph with weights w € QY that can be
k-colored in polynomial time for k > 4. There exists an efficiently findable set
S C V bipartizing the graph and a valid o such that o < 1 —4/k, leading to an

approximation ratio of
4 1
R(w)§2——(1——>.
k p

Proof:
Let us denote by Vi,..., Vi the k independent sets defining the color classes of
the graph G. We assume without loss of generality that they are ordered by
weight w(Vy) < w(Va)--- < w(Vy). Since w(V) = 2, the two color classes with
the largest weights satisfy w(Vj_1) + w(Vy) > 4/k. We define the bipartizing set
to be the remaining color classes: S :=V;U---UV;_,. We denote by y € RY the
dual solution satisfying complementary slackness and y(F) = 1.

We now define an approximation preserving (G',S’,y/,w’) in the following
way. Let G’ = K}, be the complete graph on k vertices, denoted by {vy, ..., v}
The weights are defined to be

w'(vy) == w(V;)  and Y (v, v5) = y(E[V;, Vi)

for every i,j € [k]. These clearly satisfy the complementary slackness condition
y'(8(v;)) = w'(v;) for every i € [k]. The bipartizing set is defined to be S’ :=
{v1,...,vk_2}. This tuple is approximation preserving since w(S) = w'(S") and
w(OPT(G\ S)) <w'(OPT(G"\ S")). In order to prove the theorem, we still need
to tweak the dual solution ' to ensure a := y/(E[S’]) < 1 —4/k. Observe that
w (vg—1) + w'(vg) > 4/k.

1. If ¥/ (vg—1,vk) = 0, then the result follows since in that case y/(0(S")) > 4/k
and thus y'(E[S]) <1—4/k.

2. If y/(E[S']) = 0, then the result trivially follows as well.

Suppose thus that y'(E[S]) > 0 and y'(vg_1,v;) > 0. Pick an arbitrary edge
(vi,v5) € E[S'] satistying y/(v;,v;) > 0 and consider the 4-cycle (v;, v;, Vg—1, V).
Notice that alternatively increasing and decreasing the dual values on the edges
of this cycle by a small amount ¢ > 0 gives another feasible dual solution
satisfying the complementary slackness condition. More formally, we set ¢ :=
min{y'(vi, v;), ¥ (vk_1, vg) }, decrease y'(v;, v;) and y'(vk_1, vg) by €, while increas-
ing v'(vj,vk—1) and y'(vg,v;) by the same amount. Observe that this leads to
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either (v;,v;) or (vk_1,vx) dropping to dual value zero. We can repeat this pro-
cedure until either y'(E[S’]) = 0 or y/(vg_1,vx) = 0, finishing the proof of the
theorem. 0

We now claim that this result is optimal in the following sense. Consider
an n-vertex graph. It is known that the integrality gap of the standard linear
programming relaxation for vertex cover is upper bounded by 2 — 2/n, a bound
which is attained on the complete graph. This implies that any approximation
algorithm lower bounding w(OPT) by comparing it to the optimal LP solution,
as we do in Lemma 3.4.3, cannot do better than 2—2/n in the worst case. Setting
p = 2 in Theorem 3.6.2, which corresponds to the worst case since p € [2, 0],
recovers this bound and a result of Hochbaum in [Hoc83].

3.7 Integrality gap and fractional chromatic num-
ber

We focus in this section on proving tight bounds for the integrality gap of 3-
colorable graphs. A key result that we use in this section is given by Singh in
[Sin19], which relates the integrality gap with the fractional chromatic number of
a graph. The latter is denoted as x/(G) and is defined as the optimal solution of
the following primal-dual linear programming pair. We denote by Z C 2V the set
of all independent sets of the graph G. Solving these linear programs is however
NP-hard because of the possible exponential number of independent sets.

ming yr maxg Zu

IeT veV
S w1 wev Yz <1 VieT

IeZvel vel
yr>0 VIieZl 2, >0 YoeV

Note that x/(G) = 2 if and only if G is bipartite.

Theorem. 3.7.1 (Singh, [Sinl9]). Let G = (V, E) be a graph. The integrality gap
of the vertex cover linear programming relazation P(G) satisfies

2
1G(G) =2~ il

We first focus on graphs with the existence of a single vertex whose removal
produces a bipartite graph. The following theorem generalizes the result given
for the cycle graph in [ABL02, SU11] and turns out to be the same formula as
for series-parallel graphs [GX16].
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Lo L1 Lop_3

Figure 3.5: An optimal dual solution constructed in the proof of Theorem 3.7.2.
Each node on a shortest odd cycle is assigned a fractional value of 1/(p — 1).

Theorem 3.7.2. Let G = (V, E) be a non-bipartite graph and v, € V' such that
G\ v, = (AU B, E') is bipartite. Then,
1

f
X(g)—2+p i

where 2p — 1 is the odd girth of G.

Proof of Theorem 3.7.2:
We prove this theorem by constructing feasible primal and dual solutions of ob-
jective value 24 1/(p—1). By weak duality, these two solutions are then optimal
for their respective linear programs, hence proving the theorem.

We first construct the dual solution. Let C be the set of all the shortest odd
cycles of G. For any such cycle C' € C, define the dual solution z¢ € R by

c:{Uw—i) if v € C

“ o ifoeV\C

This solution is feasible since any independent set in an odd cycle of length 2p—1
has size at most p — 1. Indeed, fix an independent set I € Z, then:

S §: | umiw_

vel velnC

Moreover, the objective value of this solution is:

Y=Y =t e

-1
veV veC p

Let us now construct the primal solution. We will do so by constructing
2p — 1 independent sets I € Z and assigning to each of them a fractional value
of y(Iy) = 1/(p — 1). All the other independent sets are assigned value zero. We
split the bipartite graph G \ v, into the layers

Li={ve AUB|d(Na(v,),v) =1} forie{0,...,1}.
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S e e L

Figure 3.6: The 2p — 1 independent sets [ constructed in the optimal primal
solution. The blue nodes correspond to {Uy | k € [2p — 1]}, whereas the orange
nodes correspond to { Ry, Ro}.

as explained in (3.5.2). As a reminder, any shortest odd cycle corresponds to a
path between Ly = N4(v,) and L9,_3 N Np(v,). The original vertex set V' is thus
decomposed into {v,} ULy U---U L, where each layer is an independent set and
only has edges going out to v, or its two neighbouring layers.

Let us first focus on the subgraph consisting of the vertices in {v, }UJ?,* £i,
where any shortest odd cycle has exactly one vertex per layer (per abuse of
notation, we say that {v,} is also a layer in this situation). For convenience of
indexing, we rename these layers as £~1, ey Egp_l where £~1 = v, and £~, =L 9
for ¢ > 1. We now create 2p—1 independent sets on this subgraph in the following
way. The first independent set is defined as U; = L1UL, U£~6 - -UENQP,Q, where we
take the first layer £y, skip two before taking the next one and then continue by
taking the remaining layers alternatingly (hence always skipping one), see Figure
3.6. Note that the layer following ﬁgp_l is assumed to be £~1. This procedure
generates in fact a distinct independent set by starting at Ly for any k € [2p — 1]
and we denote the corresponding independent set by Uy. Notice that each layer is
contained in exactly p— 1 of the constructed independent sets {Uy | k € [2p—1]}.

We now focus on the subgraph consisting of the vertices in [ J,., )3 L;. We
can construct two different independent sets there by taking either the odd or
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even indexed layers, i.e.

R1 = U ﬁz and R2 = U 'Cz .

1 odd, i>2p—3 i even, 1>2p—3

We now define our final 2p — 1 independent sets on the full graph as:

I, = {UkURl %fvpgéUk Vk € [2p —1].
UsURy ifv, € Uy
These are in fact independent sets: in the first case, the first layer in Ry is L£9,-4
whereas the last layer in Uy has index at most 2p — 3, meaning that there are
no two neighbouring layers. In the second case, since v, € Ui, we have that
Lo,—3 ¢ Uy, by construction of Uy. The last layer in Uy thus has index at most
2p—4, whereas the first layer in R; is £9,_2, meaning again that there are no two
neighbouring layers. In addition, there is no edge between v, and Ry, because
the only even indexed layer having edges sent to v, is Lo = N4(vp).
We now define our primal solution as

W)= vkeRp—1l

and y(I) = 0 for every other independent set I € Z. We now show this is a feasible
solution, i.e. that every vertex v € V belongs to at least p — 1 independent
sets in {I | k € 20— 1]}. For v € {v,} UU¥,"Li, such a vertex lies by
construction in exactly p — 1 independent sets {Uy, | k € [2p — 1]}, and thus also
of {I | k € [2p — 1]}. For v € U;5y, 3L, if v belongs to an even indexed layer,
then it is contained in p — 1 of the desired independent sets. If it belongs to an
odd indexed layer, then it is contained in p of them. Therefore,

2p—1 2p—1

1
Z Yyr = Z y(Ir) Lpeny = 1 Z Livery = 1.
k=1 k=1

IeTvel

The objective value of this primal solution is clearly 2 + 1/(p — 1). We have
constructed feasible primal and dual solutions with the same objective value. By
weak duality, this finishes the proof of the theorem. O

We now consider the case where G = (V, E) is a graph with chromatic number

x(G) = 3.

Theorem 3.7.3. Let G = (V, E) be a 3-colorable graph with color classes V =
ViuVaUVs. Then,

1
gy <2 i
X(G) <2+ iGI{rll,12I,l3} pi—1

where 2p; — 1 is the odd girth of the contracted graph G/V; for each i € {1,2,3}.
Moreover, equality holds if one color class only contains one vertex.
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Proof:

We prove this theorem by constructing three feasible solutions of value 2+1/(p; —
1) for each i € {1,2,3} to the primal linear program of the fractional chromatic
number on the graph G.

Fix an i € {1,2,3} and consider the graph G := G/V; = (V, E) with odd girth
2p; — 1. We denote the contracted node by v € V. Since this graph is bipartite
if we were to remove v, we know that its fractional chromatic number is equal to
2+1/(p; — 1) by Theorem 3.7.2. Let {I}, k € [2p; — 1]} be the independent sets
in the support of the optimal primal solution of the graph G constructed in the
proof of this theorem. For each of these independent sets, we extend them to the
original graph in the following way:

I if o ¢ I,
I,=4" 5T

In words, if © happens to belong to I, we replace it by V; to get a valid inde-
pendent set in the original graph. Assigning fractional value y(Ix) = 1/(p; — 1)
for every k € [2p; — 1] yields a feasible primal solution with objective value
2+ 1/(p; — 1). Since we can do this for every ¢ € {1,2,3}, and the optimal
minimum value of the primal linear program is at most the objective value of any
of these feasible solutions, the proof is finished.

Moreover, this upper bound is in fact tight, since it holds with equality when
one of the color classes only contains one vertex by Theorem 3.7.2. O

It is now straightforward to extend this result for the integrality gap by The-
orem 3.7.1.

Corollary 3.7.4. Let G = (V, E) be a 3-colorable graph with color classes V =
ViU Vo U Vs, The integrality gap IG(G) of the standard linear programming
relazation P(G) satisfies:

1G <1 i
@) <1+ ier{l}gal?»} 2p;, — 1

where 2p; — 1 is the odd girth of the contracted graph G/V; for each i € {1,2,3}.
Moreover, equality holds if one color class only contains one vertew.






Chapter 4

Online matching on 3-uniform
hypergraphs

In this chapter, we study an online matching problem on 3-uniform hypergraphs
under adversarial vertex arrivals. It is straightforward to see that the greedy algo-
rithm obtains a competitive ratio of 1/3 for this problem by adapting Algorithm
2.5.1 and its analysis in Theorem 2.5.2.

Our main result here is to settle the fractional version of this problem. We
first provide an algorithm achieving a competitive ratio of (e—1)/(e+1) ~ 0.462.
As our main contribution, we then show that this algorithm is in fact optimal
by constructing an adversarial instance proving a matching upper bound. We
moreover provide a randomized integral algorithm beating the greedy algorithm
when the online nodes have bounded degree.

4.1 Introduction

Online matching is a classic problem in the field of online algorithms. It was first
introduced in the seminal work of Karp, Vazirani and Vazirani [KVV90], who
considered the bipartite version with one-sided vertex arrivals. In this setting,
we are given a bipartite graph where vertices on one side are known in advance
(offline), and vertices on the other side arrive sequentially (online). When an
online vertex arrives, it reveals its incident edges, at which point the algorithm
must decide how to match it (or not) irrevocably. The goal is to maximize
the cardinality of the resulting matching. Karp et al. [KVV90] gave an elegant
randomized algorithm RANKING, which achieves the optimal competitive ratio of
1—1/e.

In certain applications, each offline vertex may be matched more than once.
Examples include matching online jobs to servers, or matching online impressions
to advertisers. This is the online b-matching model of Kalyanasundaram and
Pruhs [KP0Ob], where b > 1 is the maximum number of times an offline vertex
can be matched. As b and the number of online vertices tend to infinity, it in
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turn captures the fractional relaxation of the Karp et al. [KVV90] model. This
means that the algorithm is allowed to match an online node fractionally to
multiple neighbours, as long as the total load on every vertex does not exceed
1. For this problem, it is known that the deterministic algorithm BALANCE (or
WATER-FILLING) achieves the optimal competitive ratio of 1 — 1/e.

4.1.1 Online hypergraph matching

The online bipartite matching problem can be naturally generalized to hyper-
graphs as follows. For k > 2, let H = (V,W, H) be a k-uniform hypergraph
with offline vertices V', online vertices W and hyperedges H. Every hyperedge
h € H contains k — 1 elements from V' and 1 element from W. Just like before,
the online vertices arrive sequentially with their incident hyperedges, and the
goal is to select a large matching, i.e., a set of disjoint hyperedges. The greedy
algorithm is 1/k-competitive. On the other hand, no integral algorithm can be
2 /k-competitive 1.

For the fractional version of the problem, Buchbinder and Naor [BN09] gave a
deterministic algorithm which is €(1/log k)-competitive. They also constructed
an instance showing that any algorithm is O(1/log k)-competitive. In fact, their
results apply to the more general setting of online packing linear program (LP), in
which variables arrive sequentially. In the context of hypergraphs, this means that
the hyperedges arrive sequentially. Note that for k-uniform hypergraphs, there
is a trivial reduction from this edge-arrival model to our vertez-arrival model on
(k + 1)-uniform hypergraphs, by adding degree 1 online nodes.

The aforementioned results show that asymptotically, both integral and frac-
tional versions of the online matching problem on k-uniform hypergraphs are
essentially settled (up to constant factors). However, our understanding of the
problem for small values of k (other than & = 2) remains poor. Many applications
of online hypergraph matching in practice have small values of k. For instance,
in ride-sharing and on-demand delivery services [PSST22|, k — 1 represents the
capacity of service vehicles, which is often small. Another example is network
revenue management problems [MRST20]. In this setting, given a collection of
limited resources, a sequence of product requests arrive over time. When a prod-
uct request arrives, we have to decide whether to accept it irrevocably. Accepting
a product request generates profit, but also consumes a certain amount of each
resource. The goal is to devise a policy which maximizes profit. In this context,
k — 1 represents the maximum number of resources used by a product. As Ma et
al. [MRST20] noted, many of these problems have small values of k. In airlines,
for example, k — 1 corresponds to the maximum number of flight legs included in
an itinerary, which usually does not exceed two or three.

n [TU24], it is shown that no algorithm can be (2 + f(k))/k-competitive for some positive
function f with f(k) = o(1). In Section 4.7, we give a simple construction showing that no
integral algorithm can be 2/k-competitive.
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4.1.2 Our contributions

Motivated by the importance of online hypergraph matching for small values of
k, we focus on 3-uniform hypergraphs, with the goal of obtaining tighter bounds.
Our main result is a tight competitive ratio for the fractional version of this
problem.

Theorem 4.1.1. For the online fractional matching problem on 3-uniform hyper-
graphs, there is a deterministic (e—1)/(e+1)-competitive algorithm. Furthermore,
every algorithm is at most (e — 1)/(e + 1)-competitive.

The deterministic algorithm in Theorem 4.1.1 belongs to the class of WATER-
FILLING algorithms. It uses the function f(x) := e*/(e + 1) to decide which
hyperedges receive load. In particular, for every online vertex w, the incident
hyperedges h = {u,v,w} € é(w) which minimize ¢(h) = f(x(d(u)))+ f(z(6(v)))
receive load until ¢(h) > 1.

Our main contribution is proving a matching upper bound in Theorem 4.1.1.
For this, it suffices to consider deterministic algorithms because every randomized
algorithm induces a deterministic fractional algorithm with the same expected
value. This, in turn, allows us to construct an instance which is adaptive to the
actions of the algorithm. The key idea is to combine two hard instances for online
matching on bipartite graphs [KVV90, GKM*19].

We start with the instance in [GKM*19], designed for the edge-arrival model.
In this instance, edge arrivals are grouped into phases, such that the size of
an online maximum matching increases by one per phase. At the end of every
phase, as long as the total fractional value on the revealed edges exceeds a certain
threshold, the next phase begins. Otherwise, the instance terminates. For our
purpose, we want a more fine-grained control over the actions of the algorithm.
So, we apply thresholding at the node level instead, based on fractional degrees,
to determine which nodes become incident to the edges arriving in the next phase.

In our construction, we will have multiple copies of this modified edge-arrival
instance. The edges in these instances are connected to the online nodes to form
hyperedges. The way in which they are connected is inspired by the instance
in [KVV90], originally designed for the vertex-arrival model. The idea behind
this vertex-arrival instance is to obfuscate the partners of the online nodes in an
offline maximum matching, which is also applicable in our setting.

Our next result concerns the online integral matching problem on k-uniform
hypergraphs. We show that one can do better than the greedy algorithm if
the online nodes have bounded degree. It is achieved by the simple algorithm
RANDOM: for every online vertex w, uniformly select a hyperedge among all the
hyperedges incident to w which are disjoint from the current matching.

Theorem 4.1.2. For the online matching problem on k-uniform hypergraphs
where online vertices have mazimum degree d, the competitive ratio of RANDOM
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1s at least

(1 d
M E T @Dk +1)

Note that in Theorem 4.1.2, the first term is at most the second term if and only if
d < k —1. Moreover, RANDOM is at least as good as the greedy algorithm, since
the latter is 1/k-competitive. For 3-uniform hypergraphs, the bound becomes
1/2 for d < 2 and 1/(3 —2/d) otherwise, thus interpolating between 1/3 and 1/2.
Note that for d < 2, the bound is optimal, since the online matching problem on
graphs under edge arrivals is a special case of this setting (with £ = 3,d = 1),
for which an upper bound of 1/2 is known even against fractional algorithms on
bipartite graphs [GKM119].

Since every randomized algorithm for integral matching induces a determinis-
tic algorithm for fractional matching, the upper bound of (e—1)/(e+1) ~ 0.4621
in Theorem 4.1.1 also applies to the integral problem on 3-uniform hypergraphs.
However, the best known lower bound is 1/3, given by the greedy algorithm.
An interesting question for future research is whether there exists an integral
algorithm better than greedy on 3-uniform hypergraphs.

4.1.3 Related work

Since the online matching problem was introduced in [KVV90], it has garnered
a lot of interest, leading to extensive follow-up work. We refer the reader to
the excellent survey by Mehta [Meh13| for navigating this rich literature. The
original analysis of RANKING [KVV90] was simplified in a series of papers [BMO08,
DJK13, GM08, EFFS21]. Many variants of the problem have been studied, such
as the online b-matching problem [KPO0Ob|, and its extension to the AdWords
problem [BJNO07, DJ12, HZZ20, MSVV07]. Weighted generalizations have been
considered, e.g., vertex weights [AGKM11, HTWZ19] and edge weights [FHTZ22].
Weakening the adversary by requiring that online nodes arrive in a random order
has also been of interest [KMT11, MY11, KRTV13]. Another line of research
explored more general arrival models such as two-sided vertex arrival [WW15],
general vertex arrival [GKM™119], edge arrival [BST19, GKM*19], and general
vertex arrival with departure times [HKT*20, HTWZ20, ABD*23].

In contrast, the literature on the online hypergraph matching problem is rel-
atively sparse. Most work has focused on stochastic models, such as the random-
order model. Korula and Pal [KP09] first studied the edge-weighted version under
this model. For k-uniform hypergraphs, they gave an Q(1/k?)-competitive algo-
rithm. This was subsequently improved to ©(1/k) by Kesselheim et al. [KRTV13].
Ma et al. [MRST20] gave a 1/k-competitive algorithm under ‘nonstationary’ ar-
rivals. Pavone et al. [PSST22] studied online hypergraph matching with delays
under the adversarial model. At each time step, a vertex arrives, and it will
depart after d time steps. A hyperedge is revealed once all of its vertices have
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arrived. Note that their model is incomparable to ours because every vertex has
the same delay d.

In the prophet IID setting, every online node has a weight function which
assigns weights to its incident hyperedges, and these functions are independently
sampled from the same distribution. For this problem, [MSV24] gave a O(log(k)/k)
upper bound on the competitive ratio. We refer to [MSV24] for an overview of
known results in related settings.

Hypergraph matching on k-uniform hypergraphs is a well-studied problem in
the offline setting. It is NP-hard to approximate within a factor of Q(log(k)/k)
[HSS06]. Moreover, the factor between the optimal solution and the optimal value
of the natural LP relaxation is at least 1/(k — 1+ 1/k) [CL12].

A special case that has also been studied is the restriction to k-partite graphs,
where the vertices are partitioned into k sets and every hyperedge contains exactly
one vertex from each set. This setting is called k-dimensional matching, and the
optimal solution is known to be at least 1/(k — 1) times the optimal value of
the standard LP relaxation [CL12]. For k = 3, the best known polynomial time
approximation algorithm gives a (3/4 — ¢)-approximation [Cygl3].

4.1.4 Chapter organization

In Section 4.2, we give the necessary preliminaries and discuss notation. Sec-
tion 4.3 presents the optimal primal-dual fractional algorithm for 3-uniform hy-
pergraphs, which shows the first part of Theorem 4.1.1. Section 4.4 complements
this with a tight upper bound, proving the second part of Theorem 4.1.1. The
proof of Theorem 4.1.2 is shown in Section 4.5.

4.2 Preliminaries

Given a hypergraph H = (V, H) with vertex set V' and hyperedge set H, the maxi-
mum matching problem involves finding a maximum cardinality subset of disjoint
hyperedges. The canonical primal and dual LP relaxations for this problem are
respectively given by:

heH veV
th<1 YoeV Zyv>1 Vh € H
hed(v) veh

r, >0 VheH Yy >0 VYoeV.

We denote by OPTp(#H) the offline optimal value of these two LPs. We denote by
OPT(H) the objective value of an offline optimal integral solution to the primal
LP, which clearly satisfies OPT(#H) < OPT p(H).
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The online matching problem on k-uniform hypergraphs under vertex ar-
rivals is defined as follows. An instance consists of a k-uniform hypergraph
H = (V,W,H), where V is the set of offline nodes and W = (wy,ws,...) is
the sequence of online nodes. The ordering of W corresponds to the arrival order
of the online nodes. Every hyperedge h € H has exactly one node in W and
k — 1 nodes in V. When an online node w € W arrives, its incident hyperedges
d(w) are revealed. A fractional algorithm is allowed to irrevocably increase x, for
every h € §(w), whereas an integral algorithm is allowed to irrevocably pick one
of these hyperedges, i.e., setting x; = 1 for some h € §(w).

Given an algorithm 4 and an instance H, we denote by V(A, H) := >,y @n
the value of the (fractional) matching obtained by A on H. An integral algorithm
is p-competitive if for any instance H, V(A,H) > p OPT(#H). Similarly, a frac-
tional algorithm is p-competitive if for any instance H, V(A, H) > p OPT p(H).

In this thesis, we focus on 3-uniform hypergraphs. For a 3-uniform instance
H = (V,W,H), we denote by I'() = (V, E) the graph on the offline nodes with
edge set

E = {(u,v)EVxV, Jw e W s.t. {u,v,w}EH}. (4.2.1)

We remark that I'(H) is not a multigraph. In particular, an edge (u,v) € E
can have several hyperedges in H containing it. A fractional matching = on the
hyperedges H naturally induces a fractional matching 2’ on the edges F, i.e.,
x, =), cp oy for every e € E. The value obtained by an algorithm A can thus
also be counted as V(A, H) = >,y an = > cp .. For an offline node u € V,
we denote its load (or fractional degree) as ¢, = x(6(u)) € [0, 1].

4.3 Optimal fractional algorithm for 3-uniform
hypergraphs

In this section, we present a primal-dual algorithm for the online fractional match-
ing problem on 3-uniform hypergraphs under vertex arrivals. This algorithm will
turn out to be optimal with a tight competitive ratio of (e —1)/(e+1) ~ 0.4621.
We define the following distribution function f : [0, 1] — [0, 1]:

efL’

flx) = 1 (4.3.1)

When an online node w arrives, our algorithm chooses to uniformly increase the
primal variables of the hyperedges {u,v,w} for which f(z(d(w))) + f(z(6(v)))
is minimal. We note that this belongs to the class of water-filling algorithms
[KPOOb]. For this reason, we define the priority of a hyperedge h = {u, v, w} as:

¢(h) := f(x(5(u))) + f(x(3(v)))- (4.3.2)
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Figure 4.1 shows the possible values of x(0(u)) and x(d(v)) such that ¢(h) < 1.
We now present the algorithm.

Algorithm 4.3.1 Water-filling fractional algorithm for 3-uniform hypergraphs

Input : 3-uniform hypergraph H = (V, W, H) with online nodes W.
Output : Fractional matching = € [0, 1]

when w € W arrives with §(w) C H:
set x, = 0 for every h € 6(w)
increase x, for every h = {u,v,w} € argmingesw){@(h)} at rate 1
increase y, and y, at rates f(x(d(u))) and f(x(d(v)))
increase y,, at rate 1 — f(x(d(u))) — f(z(0(v)))
until z(6(w)) =1 or ¢(h) > 1 for every h € §(w).
return r

Theorem 4.3.1. Algorithm 4.5.1 is (e — 1)/(e + 1)-competitive for the online
fractional matching problem on 3-uniform hypergraphs.

Proof:

We first show that the algorithm produces a feasible primal solution. Note that
the fractional value of a hyperedge h is only being increased if ¢(h) < 1. If
x(d(v)) = 1 for some offline node v then for any hyperedge h > v, we have:

e+1
o(h) = f(z(0w) + f(0()) 2 F) + f(0) = ——7 =1L,
where u denotes the second offline node belonging to h. The value of the hyper-
edge h will thus not be increased anymore, proving the feasibility of the primal
solution.
In order to prove the desired competitive ratio, we show that the primal-dual

solutions constructed during the execution of the algorithm satisfy:

V(A) = Z Tp = Z Yo and (4.3.3)

heH veVUWw
> yu=p VheH (4.3.4)
vEh

This is enough to imply the desired competitiveness of our algorithm, since y/p €
RY is then a feasible dual solution, giving:

V(A) > Z Yo > p OPTp.
veVUW

Note that (4.3.3) holds at the start of the algorithm. Let us fix a hyperedge
h = {u,v,w} € H. When x;, is continuously being increased at rate one, the
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duals on the incident nodes y,, ¥, and y,, are being increased at rate f(z(d(u))),
f(z(6(v))) and 1 — f(x(6(u))) — f(x(5(v))) respectively. Observe that these rates
sum up to one. Hence, V(A) = >,y xn and Y, w Yo are increased at the
same rate, meaning that (4.3.3) holds at all times during the execution of the
algorithm.

We now show that (4.3.4) holds at the end of the execution of the algorithm.
Let us fix an online node w € W. For a given hyperedge h € §(w), note that the
algorithm only stops increasing x,, as soon as either ¢(h) > 1 or z(d(w)) =1 is
reached. We distinguish these two cases for the analysis.

Let us first focus on the first case, meaning that ¢(h) > 1 has been reached
for every h € 6(w). Consider an arbitrary h = {u,v,w} € §(w). For every unit
of increase in z(d(u)), y, will have been increased by f(z(d(u))). If we denote
by £, := x(d(u)) and £, := x(5(v)) the fractional loads on u and v after the last
increase on the hyperedges adjacent to w, then:

Ly, Ly

Yu = o f(S)dS = f(£u> - f(O) and Yo = o f(S)dS = f(gv) - f(O),
(4.3.5)

where we have used the fact that f is an antiderivative of itself. Therefore,
Yu + Yo + Yo Zyu+yv :f(gu) —f(O)—i-f(gv)—f(O)

= 6(n) —2/(0) = 1-2/(0) = 1

Suppose now that xz(d(w)) = 1 has been reached. In particular, this means
that for each {u,v,w} € §(w), the rate at which y,, was increased must have been
at least 1 — f(¢,) — f(¢,) at all times, where ¢, and ¢, denote the fractional loads
on u and v after that the algorithm has finished increasing the edges incident to
the online node w. Hence, we have:

By using (4.3.5) we see that:

e—1
This proves (4.3.4), and thus completes the proof of the theorem. O

4.4 Tight upper bound for 3-uniform hypergraphs

We now prove the second part of Theorem 4.1.1, i.e., every algorithm is at most
(e—1)/(e+1)-competitive for the online fractional matching problem on 3-uniform
hypergraphs under vertex arrivals.
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4.4.1 Overview of the construction

We construct an adversarial instance that is adaptive to the behaviour of the
algorithm. The main idea is to combine the vertex-arrival instance of Karp et
al. [KVV90] and the edge-arrival instance of Gamlath et al. [GKM*19] for bipar-
tite graphs.

We start by giving a high-level overview of the construction. The offline
vertices of the hypergraph are partitioned into m sets C', ..., C,,, which we call
components. Each component will induce a bipartite graph with bipartition C; =
U; UV;, where |U;| = |V;| =T.

The instance consists of T phases. In each phase t € {1,...,T}, the adversary
first selects a bipartite matching Mgt) on each component C;. Taking the union of
these matchings gives a larger matching on the offline nodes: M® := Uz, J\/ll(t).

After selecting the matching M® at phase t, the adversary selects the online
nodes, with their incident hyperedges, arriving in that phase. The set of online
nodes arriving in phase ¢ is denoted by W®. Each node w € W® connects to
a subset of edges F(w) € M®, meaning that the hyperedges incident to w are
{{w}Ue:e € E(w)}.

We briefly explain how the matchings ./\/ll(t) are constructed and how the edges
E(w) are picked:

1. On each component C};, the matching ./\/ll(t) is constructed based on the
behaviour of the algorithm in phase t—1. It draws inspiration from the edge-
arrival instance in [GKM119], together with the function f(z) =e"/(e+1)
defined in (4.3.1). The exact construction is described in Section 4.4.3 and
illustrated in Figures 4.2 and 4.3.

2. For every online node w € W® the edge set E(w) C M® is selected
based on the behaviour of the algorithm during phase ¢t. This part can be
seen as incorporating the vertex-arrival instance in [KVV90]. The exact
construction is described in Section 4.4.5 and illustrated in Figure 4.6.

To summarize, the instance is a hypergraph H = (V, W, H) with offline nodes V/,
online nodes W and hyperedges H given by

V::UC’I-:UUZ-UVZ- W::LTJW(t) H::LTJ U {{w}Ue:e € E(w)}.

m m
=1 =1 t=1 t=1 ew )

K K

4.4.2 Assumptions on the algorithm

To simplify the construction and analysis of our instance, we will make two as-
sumptions on the algorithm. First, we need the following definition, which relates
the behaviour of an algorithm to the priority function ¢ defined in (4.3.2).
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0 In(<Hh) 1

Figure 4.1: An illustration of the region R = {(a,b) € [0,1]* : f(a) + f(b) <
1}. The symmetric point at the boundary of the region has both coordinates
In((e + 1)/2) ~ 0.62. When an online node w arrives, a threshold respecting
algorithm ensures that the fractional matching x satisfies (z(d(w)),z(d(v))) € R
for every hyperedge h = {u,v,w} € 6(w) with z;, > 0 at the end of that iteration.

Definition 4.4.1. Fix ¢ > 0. Let x be the fractional solution given by an al-
gorithm A after the arrival of an online node w. We say that A is e-threshold
respecting on w if ¢(h) = 3 j\ 1y f(2(0(v))) < 1+ ¢ for all incident hyperedges
h € §(w) with x;, > 0. We also call A threshold respecting if € = 0.

Remark 4.4.2. We emphasize that the property in Theorem 4.4.1 only needs to
hold for the fractional solution x after w has arrived, and before the arrival of the
next online node. In particular, it is possible that ¢(h) > 1+¢ in later iterations.
For a hyperedge h = {u,v,w} € §(w), Figure 4.1 shows the possible values of
x(0(u)) and x(d(v)) such that ¢p(h) < 1.

The two assumptions that we make are the following. In Section 4.6, we show
that they can be made without loss of generality.

1. The algorithm is e-threshold respecting on all online nodes in the first T'— 1
phases for some arbitrarily small € > 0.

2. The algorithm is symmetric on each component C; = U; U V;. In particu-
lar, for every t € {1,...,T}, the tth vertices of U; and V; have the same
fractional degrees throughout the execution of the algorithm.

4.4.3 Constructing the matching M

In this section, we construct the matching /\/lz(-t) for every component i € [m]
and phase t € [T]. We will only describe the matchings for a single component
C;, ie., MW ./\/l@), - ,M(T), because the same construction applies to other

i A %
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Figure 4.2: The partial matchings MY

, if the fractional algorithm ensures that

every edge reaches the threshold at the end of every phase, meaning that f (&(f)) +
f (fq(f) ) > 1 for every (u,v) € /\/ll(t). The maximum matching at the end of phase
5 has size five and consists of MEE’).

components. Intuitively, the value obtained by the algorithm in the first 7' — 1
phases is already limited by Assumption 1. So, the goal of this construction is
to prevent the algorithm from gaining too much value in the last phase T. In
particular, we will show that it can only obtain O(v/T) + & O(T?) in the last
phase on every component Cj.

The matchings /\/ll(-l), e MET) are adaptive to the behaviour of the algorithm
in every phase. It is essentially the instance of [GKM'19] with our threshold
function incorporated. The vertex set of these matchings is on a bipartite graph,
with T" nodes on both sides of the bipartition. Let us denote this bipartition as
U=A{l,...,T} and V; = {1,...,T}. We index them the same way due to the
symmetry assumption of the algorithm (Assumption 2). Each matching ./\/lgt)
satisfies the invariant that (u,v) € J\/lgt) if and only if (v,u) € M§”.

For an offline node u € V, we denote its load (or fractional degree) at the
end of phase ¢ as 1) = 2 (5(u)) € [0,1], where 2® is the fractional matching
generated by the algorithm at the end of phase t.

. ME” is a matching of size one that consists of the single edge (1, 1).

o At the end of phase t, we will call a node active if it is incident to an edge
e = (u,v) € ./\/lz(»t) satisfying ¢(e) = f(€9) + f(¢) > 1. All other nodes
are said to be inactive and will not be used in any of the matchings of later
phases. Let 04(1) < 04(2) < ... < 04(r;) be the active nodes in U; at the
end of phase ¢, where r; denotes the number of such active nodes. By the
aforementioned invariant and Assumption 2, the active nodes in V; are also
(1) < 01(2) < ... < ay(ry).

o The matching at phase ¢t + 1 is then of size r; + 1 and is defined as:

MY = {(at(k),at(rt yo- k;)),k {1, + 1}},
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Figure 4.3: In this example, the algorithm does not increase the edge (1,3), and
thus by symmetry the edge (3,1), up to the threshold during phase ¢ = 3. Hence,
f (6%3)) + f (ﬁg‘q’)) < 1 and nodes 1 and 3 become inactive from that point on. The

maximum matching at the end of phase 5 still has size five and consists of M§5),
in addition to the two edges (1,3) and (3, 1) that are below the threshold.

where we define oy(r; + 1) := t + 1 for convenience. In particular, note that
t+1 € U;and t+ 1 € V; are two fresh nodes with zero load, which are
always part of the matching /\/ll(-tﬂ) , but not part of any matching from a
previous phase. Clearly, the invariant is maintained. Figures 4.2 and 4.3
illustrate the construction.

Let us denote ¢, := (r; + 1)/2. Observe that the nodes oy(k) € U; and
oi(k) € V; for every k € {1,...,[q:]} form a vertex cover of the matching Mf“),
meaning that every edge of the matching in phase t 4 1 is covered by one of these
active nodes at phase t. Intuitively, this construction ensures that as t gets large,
these nodes have a high fractional degree. Consequently, the algorithm does not
have a lot of room to increase the fractional value on any edge of Mgtﬂ), due to
the degree constraints. In order to upper bound the value that the algorithm can
get in phase t 4+ 1, we will thus lower bound the fractional degree of the active

nodes oy(i) for : € {1,...,[¢|}. For this reason, we define:

0t i) ::x(t)<5(at(i))>: Y a2,

e€d (o4 (i)

In words, this is the fractional degree of the i'* active node at the end of phase ¢.
One can now see {{(t,4)}:; as a process with two parameters, which depends on
the behaviour of the algorithm. To analyze this process, we will relate it to the
CDF of the binomial distribution B(¢,1/2). We will in fact show that

[qr-1]
21— T - 1,i)) = O(VT) + £ O(T?). (4.4.1)

i=1

Since the left-hand side is the residual capacity of the vertex cover of MZ(»T), this
will yield an upper bound on the value obtained by the algorithm in component
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Figure 4.4: Plot of the ¢(¢,7) process for two different values of ¢ if the algorithm
exactly matches the threshold at every phase. Observe that, since t is odd,
(oe(q), 0¢(qr)) € ./\/ll(t) with the load of node o,(¢;) staying at In((e+1)/2) ~ 0.62.

C; during the last phase. For intuition, Figure 4.4 provides an example of ¢(¢,1)
if the algorithm exactly reaches the threshold for every edge.

4.4.4 Bound for the last phase T

In this section, we prove the following theorem by showing (4.4.1).

Theorem 4.4.3. During the last phase T', the value gained by the algorithm in
each component C; is at most O(VT) + ¢ O(T?).

In order to be able to get a lower bound on £(¢,7), we now relate it to a process
which is simpler to analyze, defined as follows on N x Z/2:

t 1 t
tbyy= Pr | X<-+4yl+=- Pr |X=-+y|,
vit9) X~B(t,3) [ 2 y} 2 X~B(t,3) [ 2 y}

where B(t, 3) is the binomial distribution with parameters ¢ and % (see Figure
4.5 for an illustration). An important property of this function that will help us
prove Theorem 4.4.3 is the following upper bound:

i(l—zp(t, g)) < 1+%\/E V> 1. (4.4.2)

We then relate the process £(t,4) to a linear transformation of the process 1 (t, ),
by defining:

§<t7l) = a¢(t7Qt - Z) +b— 5t7
where a :=2—21In ((e+1)/2)) ~ 0.76 and b := 21In <(e—|—1)/2) —1~0.24. Here,
a and b are chosen such that whenever the algorithm exactly hits the threshold
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Figure 4.5: Plot of 1 (t,y) for two different values of ¢, the horizontal axis repre-
sents y € Z/2.

for every edge, we have £(¢,t/2) = In((e + 1)/2) = ((t,t/2) for all even t and
limy o0 &(t,2) = 1 = limy_,o, £(t, ) for all . Let us now state the properties we
need from the v function.

Claim 4.4.1. The function v satisfies the following properties:
1. Forallt, y(t,5%%) = 1.
2. For allt, (t,y) is nondecreasing in y.
3. For all t, we have: ¢¥(t,0) = %
4. For allt and y, we have: ¥(t + 1,y) = 10(t,y — 3) + 10(t,y + 3).

5. For allt, we have ) 7 (1 —9(t, 5) <1+ %\/Z

Proof:

The first two statements follow directly from the definition. The third statement
follows from the symmetry of B(t,3) around %. For the fourth statement, let
X ~ B(t,3) and Y ~ B(1, ) be independent. Then, we have:

t+1 1 t+1

t 1 t 1
=Pr[Y =1]Pr {X<§+y—§} +Pr[Y =0]Pr {X<§—|—y—|—§}

1 t 1
S Py =0]Pr|X = - -
+2 r| 0] r{ 2+y—|—2

1 1 1 1
=§w <t,y—§> +§¢ (t’y+§>'

1 t 1
“PrY =1 Pr | X =< ty— -
]+2 r| ] r{ 2+y 2}
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Now, let us prove the last statement. Let X ~ B(t, %) and observe that 1 —
Y(t,y) < Pr[X > L +y], leading to:

Yy

2

i(l—w(t,%y)) SiPr [X—%z %} < iPr HX—%‘ >
)
:1+2¢V§Eﬁ:1+%¢5

y=0
(¥
where the last inequality follows by Jensen’s inequality. O

t
§1+2E{\X—§!} <1+2,|E

N | =+

We need one additional lemma before being able to get a lower bound for the
loads of the nodes. As a reminder, r; is the number of active nodes on each side
of the bipartition at the end of phase ¢ and ¢; := (r;+1)/2. For every active node
u = o0y(i), where i < 1y, let us define dy(u) = |i — ¢;|. This quantity measures the
distance, in index, between node u and the active node at position ¢;.

Lemma 4.4.4. Let u = 04(i) for i <r, then the following holds:
r .. ..
di(u) < dp_1(u) + 5 ifi<q and di(u) < dp—1(u) — 5 if 1 > q.

Proof:

Let S be the set of indices ¢ < r,_; + 1 such that o,_1(¢) is not active after
phase t. Let j be such that o, 1(j) = u. Consider the case that i < ¢. Let
c=lseS:i<s<rg+2-—il. Wehavedt(u):qt—i:qT_l—i—%—%c—ig
qr—1 + % —i=di_1(u) + % The proof for ¢ > ¢; is similar. O

We are now ready to prove the desired lower bound on the loads.

Lemma 4.4.5. For everyt € {1,...,T —1} andi € {1,...,[q]|}, we have

0(t, 1) > (1),

where ¢ = (ry +1)/2 and 1y is the number of active nodes at the end of phase t,
when ry > 1.

Proof:
We will prove this statement by induction on ¢. For the base case, consider ¢ = 1.
There are two possibilities, either the edge (1, 1) does not make it to the threshold,

ie. 2f(€§1)) < 1, in which case r; = 0, ¢; = 0, and the statement is then trivially
satisfied. If the edge (1, 1) makes it to the threshold, then 2f(€§1)) =2f(((1,1)) >
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1, which is equivalent to ¢(1,1) > In((e+1)/2) by definition of f(z) = e*/(e+1).
Observe that in this case r; = ¢; = 1, leading to

0(1,1) > In((e + 1)/2) = g Fh=ap(1,0)+b=¢(1,1)+et > £(1,1),

where we have used the fact that ¢(1,0) = 1/2.

Suppose now by induction that the statement holds for ¢ — 1, let r; be the
active nodes at the end of phase ¢, let ¢; := (r, + 1)/2 and consider an arbitrary
i€ {l,...,[q]} Let us first consider the case where i = ¢; = (r; + 1)/2, which
can only occur when r; is odd. Observe that this means the edge (o4(i), 0¢())

belongs to the matching Mgt) and exceeds the threshold, i.e. £(¢,7) > In((e+1)/2).
Using the fact that ¢(¢,0) = 1/2 for all ¢, i = ¢; and the exact same arguments
as above, we get

0(t,4) > In((e+1)/2) = g+b = at(t,0)+b = ao(t, g—i)+b = E(t, i) +et > £(L, 7).

Consider now the case where i < ¢;. Let e = (u,v) = (04(i),0u(ri +1—1)) € ./\/l,(;t)
and observe that e exceeds the threshold, i.e. f(€0) + (&) = f(et, i) +
fl(t,ry +1 —14)) > 1. Let us pick indices j, k such that v = 0;_1(j) and v =
ot-1(ri—1 + 1 — k). Observe that:

0t i) =Lt —1,5) +29 and L(t,r, +1—d) =Lt — 1,11 +1—k)+20.

€ €

If £ = 0, then v has not appeared in any of the prior matchings, so (=D = .
In particular, we have f(ES,t_l)) =f(0)=1—f(1)<1+e— f(&(t—1,k)).

Otherwise, we have (0y_1(k),v) € MZ(-t*l) and by using the fact that the
algorithm is e-threshold respecting, we get f(¢(t — 1,k)) + f(&(f_l)) <1+e. By
using the inductive hypothesis £(t — 1,k) > &(t — 1, k), we get

FOEDY < 14— f(E(E—1,k)).

Since edge e exceeds the threshold at the end of phase ¢, we have f (fﬁf‘” —I—xg)) +
f(éq(f_l) + mét)) > 1, which leads to
e > —n (FE) 4 FE)) 2~ (L e — FE(E— 1R) + F(E))
> fE(t=1k) = f(7Y) — e = f(E(t = L, k) = F(E(t = 1,5)) — <.

where we have used the fact that f(z) = e”/(e+ 1) is an increasing function and
In(1+z) > =x.
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Finally, since we have 1/(£¢) = f(£4Y) > h(ln((e 1) /2)) —1/2:
0(t,4) = 60D 4 20 > (&0 4 /(D) <§(t — k) — Ot — 1, j)) —c
= U= 1)+ 6~ 1 k) ¢
> CE(t—1,4) + 56t~ LK) —<
_ g(¢(t _ l,dt_l(u)> +¢<t . 1,dt_1(v)>) Fb—et

> g<¢<t— 1, dy(u) + %) + ot —1,dfv) - 1)) Lh—et

2
— g(w(t— 1,dt(u)+%) +¢(t— 1, dy(u) — %)) Ty
=a(t,qg—1i)+b—et
= (1)

where we have the inductive hypothesis in the second inequality, Lemma 4.4.4 in
the third inequality and the fourth property of the v function in the second to
last inequality. O

We are now ready to bound the value obtained by the algorithm in the last
phase and thus prove Theorem 4.4.3.
Proof of Theorem 4.4.3:
Consider the end of phase T'— 1. Observe that the nodes or_1(k) € U; and
or_1(k) € V; for k € {1,...,[gr_1]} form a vertex cover of the final matching
/\/ll(»T). Because of the degree constraints, this means that the value the algorithm

can gain on the last phase T is at most twice the following expression:

MT—ﬂ (f]T—ﬂ

3 (1—€(T—1,k)>§ 3 (1—§(T—1,k))

lgr—1]

=a > (1= (T = 1grs— k) +e(T = 1) gr 4]

k=1

— 1
<eT’+ay (1— ¢<T—1,g)> §5T2+a<2+§\/T—1)
y=-—1
= O(VT) +¢ O(T?).
The first equality uses the relation 1 — b = a, the second inequality is due to
qgr—1 = (rr—1 +1)/2 < T'/2 and the change of index y := 2(gr_1 — k), while the
last inequality is by (4.4.2) and (¢, —1) <1 for all ¢ > 1. 0
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Figure 4.6: An illustration of the instance constructed in Lemma 4.4.6

4.4.5 Connecting the matching M to the online nodes

In this section, we connect the matching M® = U?;l/\/ll(-t) to the online vertices
to form hyperedges, for every phase t € [T']. The way in which they are connected
is similar to the vertex-arrival instance of [KVV90] for bipartite graphs. The main
idea is to obfuscate the partners of the online nodes in the optimal matching.

The following construction is an adaptation of the vertex-arrival instance for
bipartite graphs [KVV90] to tripartite hypergraphs. Given a graph matching M
on the offline nodes, the first online node connects to every edge in M. After
the algorithm sets fractional values on every edge of M, the second online node
connects to M \ {e1}, where e; is the edge in the matching with the lowest
fractional value. More generally, for every k € {1,...,|M]|}, the k" online node
connects to the M| —k+1 edges M\ {ey,...,ex_1}, and e is defined as the edge
having the lowest fractional value among them at the end of the k' iteration.
This instance is illustrated in Figure 4.6.

We now state the guarantee obtained by this construction, parametrized by
the maximum (fractional) degree A € [0, 1] attained by an offline node.

Lemma 4.4.6. For any graph matching M = (V, E), there exists an online
tripartite hypergraph instance H = (V, W, H) such thatT'(H) = M and OPT(H) =
|IM|. Moreover, for any fractional algorithm A whose returned solution x satisfies
z(6(v)) < A for all offline nodes v € V, we have

V(A H) < (1 —e®)|M|+3/2.

Proof:
Let n := |M]|. By construction of the instance, observe that z(e;) < 1/n. More
generally, it is easy to see that:

L l
1

The inner sum in (4.4.3) reaches A approximately when k ~ (1 —e~2)n. For
higher values of k, it is thus better to use the bound z(ex) < A, which holds by
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assumption. By defining p := |[e™®n| and ¢ := n — p, we can now compute a
precise upper bound on the total value generated by the algorithm using (4.4.3):

n q k 1 n q q 1
V(A,H)ng(ek)S;;n_i+1+k§1A:;;n—i+1+M
gl q 1
:Z—Z_Z+1+pA=q—(n—Q)Zn_—m+pA

i=1 =1
n

1
=pA+(n—p)=p D, S=pA+n—p-p(H,—H,)  (444)

i=n—q+1

In order to get the desired result for every value of n > 1, we now need to tightly
approximate the difference of the harmonic numbers H,, — H,. In particular, the
well known bounds In(n) +1/n < H,, <In(n+ 1) for every n € N are not enough
in this case. We use the equality

H, =1In(n) + v+ ¢(n) for some 0 < €(n) (4.4.5)

< PR
2n
where v = lim,, oo (H, — In(n)) ~ 0.58 is Euler’s constant. Moreover, recall that
etn—1<p<e®n. (4.4.6)

Using (4.4.5) and (4.4.6) together gives:

Hn—szln(ﬁ)+e(n)_e(p)21n( ") L a2

: T

(4.4.7)

Finally, plugging (4.4.6) and (4.4.7) into (4.4.4) gets us the desired result for every
value of n € N :

1 1 3
V(A,H)SpA+n—p—p<A—2—p> :n—p—i—§§(1—e’A)n—|—§.

O

The way now in which we apply this construction is by partitioning the match-
ing M® into submatchings based on the load (or fractional degree) of the vertices,
and applying Lemma 4.4.6 on each submatching separately. More precisely, let
us fix n := |MO|73 and N := [2/n]. We partition the edges of the matching
M® into N? submatchings as follows

1 1
(5 7) — ® .y L I P
MW (i, ) {(u,v)é/\/l UG[N’N}’UG{N’N
for all i,7 € [N]. Then, we apply the construction illustrated in Figure 4.6 to
each submatching M® (i, 7). This finishes the description of our instance.
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4.4.6 Bound for the first 7'— 1 phases

Recall from Section 4.4.1 that our instance consists of 7" phases. For ease of
analysis, we will split the total value gained by the algorithm into the value
gained in each phase. For an algorithm A, let V®(A) denote the value obtained
by A in phase t. The next lemma upper bounds V) (A) for a threshold-respecting
algorithm A, in terms of the loads of the offline nodes at the end of phase ¢ — 1.
Recall that W® is the set of online nodes which arrive during phase .

Lemma 4.4.7. If A is threshold-respecting on W | then
VO < 30 (1= A7) = F)) 4+ 15 MO,
(u,w)eEM®

Proof:

Since we are considering a threshold-respecting algorithm, we can compute an
upper bound on the amount that the algorithm can put on an edge e € M® (4, §)
while staying below the threshold:

A(1,7) ::max{x:f(%—i—x) —|—f(—1+x> §1}
e+1
:ln(exp( )+exp( )>

A simpler way to write this equation is as follows:

ew(-a6.0) = 1 (57) + 1 (5.

By Lemma 4.4.6, we know that there exists sets of online nodes W® (i, 5) which,
together with the matchings M® (i, 5), form online hypergraphs H® (i, j) such
that

]2</L7{“Kihﬁ> < (1——exp(—¢S(Lj))’/Vﬁ”(ﬁj)’+-g Vi, j € [N].

Now, observe that for an edge {u,v} € M® (i, j) with loads (87D and A7V we

have - . .
Lt (t-1) _ * (t-1)y _ *

The first inequality follows from the fact that f is a non-decreasing function. The
second inequality follows from the fact that f'(z) = f(z) < 1 for every x € [0, 1].

Similarly, we have
j—1 1 1
> —.
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Hence, the value gained by the algorithm in phase ¢ can be upper bounded as

VO (A) = V(A,H(t)(z’, j))

(=1 ()1 () bl s 3

=Dy _ p(pt-y 4 2 43
> (1) - s+ 1) 4

L (u,0)e M® (i,5)

(1= JE) = F(E) + 2 MO+ 252

ﬁMZ

S

<
I
—_

a&

<
Il
—

[]=101-

.

7j

< (1= £ = FE7) + MO+ 14572

u v

2
(u,0)EM®)
2

(u,w)EM®)

For the last inequality, since N = [2/n], we have used the bounds 2/N < p
and N? < (2/n+ 1) = (4 +4n +n*)/n* < 9/n* because n € (0,1]. In fact,
n = |MW|71/3 50 the bound becomes

VO < Y (1= fD) = f(eD) + 15| MO,
(u,v)EM®)
(]
From the definition of f and the construction of the matching M®, we can

convert the previous bound into the following expression. We remark that the
threshold-respecting property is only used in the proof of Lemma 4.4.7.

Lemma 4.4.8. If A is threshold-respecting on W® | then

1
VO(A) st 15 23m?2/3,

Proof:
By splitting the matching M® based on the m components, we can rewrite the
bound in Lemma 4.4.7 as

m

VOA) <Y Y (1= fEY) = feD)) + 15 [ MOD/3, (4.4.8)

i=1 (u,v)GMEt)

Fix a component ¢ € [m], and let &; := {e € Mgt_l) | FOEDY + £ (8Y) > 1}
be the subset of edges in the matching Mgt_l) which exceed the threshold at the



70 Chapter 4. Online matching on 3-uniform hypergraphs

end of phase t — 1. By the construction of Mgt) in Section 4.4.3, we know that its
node set consists of the nodes incident to &;, in addition to two new fresh nodes
whose load is 0 at the end of phase ¢ — 1. This allows us to expand the inner sum
in (4.4.8) as:

S 1Y) = )y =1=2£(0)+ > 1= fEETY) = F(EY)
(u,p) M) (u,0)€E;
e—1

S1_2f<0):e—|—1

where the inequality follows from definition of &;. Plugging this into (4.4.8) with
the bound |M®| < tm (which is immediate by the construction in Section 4.4.3)
yields the desired result. O

For an e-threshold-respecting algorithm, we pick up an extra etm term.

Corollary 4.4.9. If A is e-threshold-respecting on W® for some ¢ > 0, then
) e—1 2/3
VU(A) < ——m+ 15 (tm)“° + etm.
e+1

Proof:

Fix an edge e € M® . Let hy, ho, ..., h; be the hyperedges arriving in phase t
which contain e, denoted such that h; arrives before h; if and only if ¢ < j. Let
J € [k] be the smallest index such that ¢(h;) > 1 immediately after A assigns
Ty, to hj. Let z,, > 0 be the largest value such that ¢(h;) > 1 if A were to
assign xp; — zp, to h; instead. Define z, := 0 for all ¢ < j, and 2, := =z, for all
i > j. Since A is e-threshold-respecting on W® we have Zle zp, < € because
f is convex and f' = f.

Let z be the vector obtained by repeating this procedure on every edge e €
M® . Then, 17z < etm as [M®| < tm. Moreover, observe that the algorithm
which assigns « — z in phase ¢ is threshold-respecting on W® . Thus, we can apply
Lemma 4.4.8 to obtain the desired upper bound on 1" (z — z). O

4.4.7 Putting everything together

In this section, we complete the proof of Theorem 4.1.1. Since we assumed that
the algorithm is e-threshold respecting in the first 7" — 1 phases, we can apply
Corollary 4.4.9 to upper bound the value obtained in the first T'— 1 phases as

T-1
—1 —1
E (e m + etm + O ((tm)Q/g)) <SS Tm+elPm+0 (T5/3m??) .
—~ \e+1 e+1
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By Theorem 4.4.3, the value gained by the algorithm on each component C;
during the last phase T is at most O(ﬁ + €T?). Hence, the algorithm gains at
most O(vTm + £T?m) in the last phase.

We now argue that our instance H = (V, W, H) has a perfect matching.

Lemma 4.4.10. Our adversarial instance H = (V, W, H) satisfies
OPT(#) = Tm.

Proof:
We prove that for every ¢t € [T, there exists a hypergraph matching of size tm at
the end of phase t. Let C; be a component with blpartltlon Ui=[T]and V; = [T].

It suffices to show that there exists a graph matching J\/l with vertex set [t| on
each side. This is because M® := U?;l./\/lz(») can be extended to a hypergraph
matching in H by our construction (see Lemma 4.4.6). Let E /\/l be the
edges whose endpoints are not active at the end of phase t. Then a simple
inductive argument on ¢ > 1 shows that Ui;llEi(S) U Mgt) is a graph matching
with vertex set [t] on each side (see Figure 4.3 for an example). O

By Lemma 4.4.10, the competitive ratio of the algorithm is at most

1
Z ") + O(eT 4+ T*3m~Y3 4 7712,

Hence, letting m — oo, picking T' = o(y/m) such that " — oo and setting ¢ =
o(1/T), we conclude that the competitive ratio is upper bounded by (e—1)/(e+1),
thus finishing the proof of Theorem 4.1.1.

4.5 Integral algorithm for bounded degree hy-
pergraphs
In this section, we show that RANDOM (Algorithm 4.5.1) performs better than

the greedy algorithm when the online nodes have bounded degree. We prove
Theorem 4.1.2, restated below.

Theorem 4.5.1. Algorithm 4.5.1 is p-competitive for k-uniform hypergraphs whose
online nodes have degree at most d, where

(1 d
VN e

Proof:
Let the algorithm be denoted by .A. We prove the result via a primal-dual analysis,
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Algorithm 4.5.1 RANDOM algorithm for bounded degree hypergraphs

Input : k-uniform hypergraph H = (V, W, H) with online arrivals of each w €
W with |0(w)| < d.
Output : Matching M C H

set M« 0
when w € W arrives with §(w) C H

pick uniformly at random h € §(w ) among the hyperedges that are disjoint
from M

set y, = min (ﬁ, (dl—k+1> for all v € b\ {w}

set 1, = max (0, M)

d—1)k+1
return M

where the random primal solution is given by zj := Lysemy for every h € H and
the random dual solution is the vector y € [0,1]V"" constructed during the
execution of the algorithm. Observe that the objective values of both solutions
are equal at all times during the execution of the algorithm:

= M| = Zl‘h— Z Yo- (4.5.1)

heH veVUW

This holds since every time a hyperedge h € H is matched by the algorithm,
increasing the primal value V(A) by one, the dual objective increases by >, -, 4.
Two easy computations that we omit show that the latter is also equal to one in
both cases where d < k—1and d > k — 1.

We will now show that, in expectation, the dual constraints are satisfied up
to a factor of p, i.e.

E Zyv] >p VheH. (4.5.2)

vEh

This will imply the theorem, since the random vector E[y]/p will then be a feasible
dual solution, leading to E[V(A)] = E [>,cyuw ¥o] = p OPTLp by (4.5.1) and
(4.5.2).

To show this inequality, let h € H be an arbitrary hyperedge incident to some
online node w € W. We now consider the following probabilistic event upon the
arrival of w:

&= {Elv € h\ {w} which is already matched at the arrival of w}.

We will show (4.5.2) by conditioning on £ and on its complementary event &,
which states that all nodes in h \ {w} are unmatched when w arrives, and that
the hyperedge h is thus available and considered in the random choice of the
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algorithm in this step. In the first case, if £ happens, then some offline node

u € h\ {w} has already had its dual value set to y, = min (ﬁ, m) =pin

a previous step of the algorithm, leading to

> e

vEh

E

5] = Ely | E] = E[y. | €] = p.

veh

Otherwise, if £ happens, we know that with probability at least 1/d, the algorithm
adds h to the matching. Summing the dual values of the offline nodes contained
in h gives

_ 1 ) 1 d
>, Efwl£] Z8'(k_1>'nlln(k—1’(d—1)1~<:+1)'

veh\{w}

Furthermore, since the algorithm will always match w to a hyperedge in this case,
we have:

E[yw|5_]:max(0, d=k+1 )

d—1k+1

Adding those terms together, we get:
- 1 1 d d—k+1
E E > — . — 1) mi -
[yvlg}_d (k=1) mm(k—l’(d—l)k—l—l)+max(0’(d—1)k+1>

vEh
= min l—k_l + max O—d_(k_l)
B d' (d—1)k+1 (d—1)k+1

> min (£, — 1 +d_(k_1) >
= dd-Dk+1 d-Dk+1)="

This shows that (4.5.2) holds, and hence proves that the algorithm is p-competitive.
O

4.6 Justification of assumptions in Section 4.4.2

In this section, we justify the two assumptions made on the algorithm in Sec-
tion 4.4.2.

4.6.1 Assumption 1: Symmetry

We start by justifying the symmetry assumption. For a vertex-arrival hypergraph
H, we denote V(H) as the set of offline nodes, W (H) as the set of online nodes,
and H(H) as the set of hyperedges.
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Definition 4.6.1. Given a vertex-arrival hypergraph H = (V,W, H), an auto-
morphism is a permutation o of the offline nodes V' such that for every S C V
and w € W,

Su{w} e H < {o(v):ve Stu{w} e H.

For S C V, we write o(S) = {o(v) : v € S} for the sake of brevity. For a
hyperedge h = S U {w} where S C V and w € W, we denote o(h) = o(S) U w.
We also denote the relabelled hypergraph after applying o to H as

o(H) = (a(V),W,{o(h): h € H}).

Definition 4.6.2. Given a vertex-arrival hypergraph H = (V,W, H), let ¥ be
a subset of its automorphisms. We say that H is X-symmetric. A fractional
matching x in H is X-symmetric if x, = x4 for all h € H and 0 € ¥. An
algorithm A is 3-symmetric on ‘H if it outputs a S-symmetric fractional matching
given H.

Since the construction of our vertex-arrival instance depends on the behaviour
of the algorithm, we will overload the notation H as follows. An (adaptive vertez-
arrival) instance is a function H which takes as input an algorithm A and outputs
a vertex-arrival hypergraph #H(.A). For ¢ > 1, let H;(.A) be the subgraph of H(.A)
right after the arrival of the ith online node w;. We assume that H;(A) = H(A")
for any pair of algorithms A and A’. Note that this implies V/(H(A)) = V(H(A")).

Definition 4.6.3. Let ¥ be a subgroup of permutations of V' such that H(A)
is X-symmetric for every Y-symmetric algorithm A. Given an algorithm A, we
define the Y-symmetrization of A, denoted symy,(A), as the algorithm that sets:

1 /
xp = ] ng(h) Vh e H(H),

oeEY

where a7, ,,, is the value that A would assign to hyperedge o(h) when running on

H(syms(A)).

We make a couple of observations about symy.(A). First, symy,(A) is well-
defined for any algorithm A. Recall that we assumed H;(A) = H,(A) for any
other algorithm A’. In particular, #;(A) = Hi(symy(.A)). For every i > 1, when
the ¢th online node w; arrives in H(symy,(A)), A assigns fractional values to the
hyperedges in d(w;). This defines how symy.(.A) assigns fractional values to the
hyperedges in §(w;), which in turn determines what the next set of hyperedges
d(wir1) will be in H(symy(A)).

Next, symy,(A) is X-symmetric. For any hyperedge h € H(H(symy(A))) and
permutation 7 € X, we have

1 / 1 !
Lr(n) = ] Z Lo(r(h)) = =] Z To(h) = Ths

ceEX oeY
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where the second equality is due to X being a group. Note that for a ¥-symmetric
algorithm A, we have symg(A) = A.

We now show that one only needs to define the behavior of a »-symmetric
instance H for a ¥-symmetric algorithm A. That is, any Y-symmetric instance H
defined for ¥-symmetric algorithms can be extended to a ¥-symmetric instance
‘H' defined for all algorithms.

Lemma 4.6.4. Let H(A) be a X-symmetric instance defined for all X-symmetric
algorithms A. There is an instance H' defined for all algorithms, such that for
any algorithm A:

o H'(A) is X-symmetric,
« H'(A) = H(symy(A)),
V(AH) = V(symy(A), H).

Proof:

We define H'(A) := H(symy(A)) for any algorithm A. This immediately gives
the first two properties. For the last property, let  be the output of symy(.A)
on H(symy(A)) and let 2’ be the output of A on H'(A) = H(symy(A)). By
definition, we have xj, ;= ﬁ Y oes Ty for every hyperedge h € H(H(symg(A))).

Hence,
th Z |E| Z |E| sza(h ;x’h

ocX h
(]

In Section 4.4.2, we assumed that the algorithm treats the kth vertex in U;,
say u;, and the kth vertex in V, say v; ;, symmetrically. If our constructed hy-
pergraph ‘H was symmetric with respect to these vertices, i.e. if the permutation
o swapping u; , and v; ; for all 7 and £ was an automorphism of H, then Lemma
4.6.4 would show that this assumption can be made without loss of generality.
In particular, using the subgroup > = ({0, e}, o) where e is the identity permuta-
tion, it shows that H can be extended to all algorithms A so that .4 and symy,(.A)
have the same performance.

However, one part of the instance that breaks this symmetry is the con-
struction given in the proof of Lemma 4.4.6 and illustrated in Figure 4.6. As
a reminder, this construction is repeatedly applied to submatchings of M®
Section 4.4.5. Let us fix one such submatching and denote it by M := M® (i, j).
As described in Section 4.4.3 and illustrated in Figure 4.3, if some u;, € M,
then v;;, € M and the submatching is symmetric with respect to this pair,
i.e. o(e) € M for every edge e in M. However, due to the Lemma 4.4.6 con-
struction, e U {w} might be a hyperedge in H for some online vertex w, while
o(eU{w}) = o(e) U{w} might not be a hyperedge in H.
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To fix this, the construction can be slightly tweaked in the following way. An
important observation is that the horizontal edges in M (between w;; and v; )
are not isomorphic to any other edge in the hypergraph, whereas each of the
diagonal edges (non-horizontal edges) are isomorphic to exactly one other edge
in M. For this reason, we can first apply the Lemma 4.4.6 construction on just
the horizontal edges of M.

We can then apply a slightly modified construction to the diagonal edges,
where the pairs of isomorphic edges are treated in the same way. In the original
construction, a newly arriving online vertex w would be connected to all edges
in M that were incident to the previous online vertex, except for the one with
the smallest fractional value. In the modified construction, we instead consider
the online vertices in groups of two. For every two consecutive online vertices, we
connect them to all edges in M that were incident to the previous online vertex,
except for the diagonal pair with the smallest total fractional value. This ensures
that the symmetry between the diagonal edges is respected.

This modified construction would slightly worsen the upper bound in Lemma
4.4.6. Let My, be the set of horizontal edges in M and Mg, be the set of
diagonal edges in M. By applying Lemma 4.4.6 to the horizontal edges, we get
that the value of the matching is at most (1 — e )| Myer| + 3/2. The value of
the diagonal edges is at most twice the value of the original construction from
Lemma 4.4.6 applied to a transversal of the pairs of diagonal edges, which is at
most (1—e"2)- 3| Maiag|+3/2 by Lemma 4.4.6. So the total value of the matching
is at most:

(1 —e ™) Mypoe| +3/24+2- ((1 —e ). %y/\/ldiaa + 3/2) =(1—e®)M|+9/2.

This results in a constant of 9/2 instead of 3/2 in Lemma 4.4.6, and a constant
of 42 instead of 15 in Lemma 4.4.7, Lemma 4.4.8 and Corollary 4.4.9. This
does not affect the asymptotic upper bound for large m. Hence, it shows that
Theorem 4.1.1 also holds for non-symmetric algorithms.

4.6.2 Assumption 2: There is an optimal s-threshold re-
specting algorithm

Next, we justify that we restrict to e-threshold respecting algorithms in our proof.
Let H be the instance constructed in Section 4.4.1. Let f be the function given
by

T

f(@):

and recall the definition of e-threshold respecting with respect to f (Definition
4.4.1).

:e—i—l’
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For any algorithm A and € > 0, we now show that there exists an algorithm
A’ which is e-threshold respecting on all online nodes before the last phase. More-
over, there exists an instance H' such that the performance of A on H' matches
the performance of A" on H.

Lemma 4.6.5. Let H be the instance constructed in Section 4.4.1. For any
algorithm A and e > 0, there exists an algorithm A’ which is e-threshold respecting
on all online nodes before the last phase. Furthermore, there exists an instance

H' such that
VA H(A) VA HA))
OPT(H'(A)) OPT(H(A))

Proof:
From H, we construct a new instance H’ as follows. Let N = [2/¢]. For every
offline node v in H, create N offline copies in H', denoted v}, v}, ..., vyy. The

new algorithm A’ will be defined based on the behaviour of A on H'. When the
ith online node w; arrives in H(A") for ¢ > 1, at most N copies of w; arrives
sequentially in H'(A), denoted w; ;, w;,,.... When the jth copy wj ; arrives, for
every edge h = S U w; in H;(A'), add the edge R = {v] : v € S} Uw;; to
H'(A). Now, let } ; denote the solution given by A in H' after the arrival of wy ;.
Consider the following averaged solution

vis(h) = %Z 2 (L) Vh e H(H;(A)).

If j = N, or w; appeared before the last phase and there exists a hyperedge
h € §(w;) such that

> flri(v) > 1,

veh\{w;}

then w; ;. y,...,w; y will not arrive in H'. In this case, A’ sets z(h) < x;;(h) for
all h € 6(w;) in H. Otherwise, we proceed to let the (j + 1)th copy wj ;,, arrive
in ‘H'. This completes the description of A’.

Clearly, = is a fractional matching in #H(.A"). Moreover,

VA HAY) = 3 a(h) = %W'

h
Next, we claim that N - OPT(H(A’)) = OPT(#H'(A)). Based on the construction
of H, the offline optimal matching in H(A’) covers all the online nodes in the
last phase, and the online nodes on which A’ is strictly threshold respecting. Let
Wopt denote the union of these two sets. For each w; € Wopt, observe that w;
is present in H'(A) for all j € [N] by our construction of H'. Hence, the offline
optimal matching in H'(.A) covers the following online nodes

{w; j : w; € Wopr,j € [N]}.
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So, N - OPT(H(A')) = OPT(H'(A)) as desired.

It is left to show that A’ is e-threshold respecting on all online nodes before
the last phase. Pick such an online node w; and let w; ; be its last copy in H'(.A).
Note that z; ; is the output of A’ in H;(A’). For any h € §(w;), we have

> S X f(aad) ) G0 <

veh\{w;} veh\{w;}

< Z (f(:cml(é(v)) + %) (f is 1-Lipschitz)

veh\{w;}
2
<1+ N (due to || = 3 and the construction of H’)

<l+4¢

4.7 Integral upper bound for k-uniform hyper-
graphs

In this section, we prove a strong upper bound against any randomized integral
algorithm, showing that the greedy algorithm is almost optimal, since it achieves
a competitive ratio of 1/k.

Theorem 4.7.1. For the online matching problem on k-uniform hypergraphs, no
randomized integral algorithm can be 2/k-competitive.

Proof:

We prove that any randomized integral algorithm is at most (2 — 27%+1) /k-
competitive. To do so, we make use of Yao’s principle [Yao77|: it suffices to
construct a randomized instance for which any deterministic integral algorithm
is at most (2 — 27F*1) /k-competitive in expectation. Let us now describe our
randomized construction H = (V, W, H) for any k € N.

o The offline nodes are partitioned into k — 1 blocks: V =CiU---U Cj_q,
where |C;| = 2(k—i) for each i € {1,..., k—1}, meaning that |V| = k(k—1).

o The instance first consists of k£ — 1 phases with online nodes wq, ..., wy_1
arriving, all of which are incident to 2 hyperedges. For every i € {1,... k—
1}, both hyperedges incident to w; are disjoint on the offline nodes V' and
they will both contain (k — i) nodes from Cj, as well as 1 node from each
Cjforjed{l,...,i—1}
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o We now construct a random subset of hyperedges H; C H in the following
way. At the arrival of w; for every ¢ < k — 1, pick one of the two incident
hyperedges uniformly at random and put it in H;. We denote by V(H,)
the offline nodes spanned by H;.

o Our construction will now satisfy the following property. For every i €
{1,...,k — 1}, after the arrival of w; and the random choice described
above, we have that

ICA\V(H)| =k—i Yje{l,... i} (4.7.1)

After a certain phase i — 1 < k — 2, the two hyperedges incident to w; in
the next iteration are then both constructed as follows: take k — ¢ nodes
from C; and complete it by arbitrarily picking one node from C; \ V(H,)
for every j <1v—1.

o After phase k — 1, we have that |C; \ V(H;)| = 1 for every j < k — 1,
by invariant (4.7.1). The instance now makes one more online node wy,
incident to one hyperedge arrive, whose offline nodes are C; \ V(H;) for
every j € {1,...,k —1}. Let us also add this hyperedge to H;.

Let us first show that (4.7.1) holds by induction. In the first phase, both
hyperedges partition C on the offline nodes, since |C}| = 2(k — 1). One of them
is chosen to enter H;, meaning that C; \ V(H;) = k — 1 after phase 1. Let
us now fix a phase i < k — 1 and suppose that (4.7.1) holds for all previous
phases. By construction, C; is completely covered by the two hyperedges arriving
at phase i, since |C;| = 2(k — i) and both of these hyperedges contain k — i
nodes from C;. One of these hyperedges enters H; at the end of phase i, meaning
that |C; \ V(H1)| = k — i indeed holds. For any other C; with j < ¢, note that
|C; \ V(Hy)| = k — i+ 1 at the beginning of phase ¢, by induction hypothesis.
Both hyperedges coming at phase ¢ intersect C; at two different nodes, one of
which enters V(H;) by the random choice, meaning that |C; \ V(H;)| drops by 1
and equals k — 7, thus showing (4.7.1).

Observe that, by construction, the hyperedges in H; are all disjoint from each
other. Since we add one hyperedge to H; for every online node, we get that
OPT(H) = k.

Let us now upper bound the value that any deterministic algorithm can get
on this randomized instance. The key observation is that, if the algorithm picks a
hyperedge h € d(w;) which is not placed in H; for some phase i € {1,...,k— 1},
then it cannot pick any hyperedge arriving in later iterations. This holds, since
in that case, C; \ V(H;) C h, and any hyperedges arriving in later iterations
necessarily intersect C; \ V(H;) by construction.

Let us denote by V; the maximum expected value that a deterministic algo-
rithm can get if we were to start the instance from phase 7 and go up to phase k.
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Clearly, Vx = 1. For a phase ¢ € {1,...,k — 1}, the algorithm can either choose
not to select anything, or it picks a hyperedge and cannot pick anything in later
iterations with probability 1/2. We thus get the following recurrence relation:

V; = max {Vi.}rl, % - %(1 + Vi+1)} = max {Vl‘+1, 1+ %Viﬂ}.

It is easily checked that the solution to this recurrence is a geometric series Vi _; =
> 0277 and thus V; = Z;:ol 277 = 2 — 27k We have therefore just shown
that any algorithm is at most (2 — 27%1) /k competitive. O

4.8 Rounding algorithm for online hypergraph
b-matching

In this section, we consider the online b-matching problem on k-uniform hyper-
graphs, in which every (offline and online) node v can be matched to at most
b hyperedges. We show that, for b = Q(logk), any fractional algorithm can be
converted to a randomized integral algorithm while incurring a small loss in the
competitive ratio.

Let A be a fractional algorithm that is p-competitive and let H = (V, W, H) be
an online k-uniform hypergraph instance. We denote by x € [0, 1]¥ the fractional
solution constructed by A on the instance H. The rounding algorithm is now
quite simple and is similar to the methods used in [EOJ12, RT87, SS95].

Fix some small 0 < € < 1 and initialize two empty sets of hyperedges S, M <+
(). Upon the arrival of an online vertex w € W with §(w) C H and x;, € [0,1] for
every h € §(w), the rounding algorithm is as follows:

o Forall h € §(w), independently add h to S with probability zj, := (1 —¢€)xy.

o If h was added to S, add it to M as long as it does not violate the degree
constraints.

The solution outputted is M C H. Let us denote this rounding algorithm by
R(A,e).

Lemma 4.8.1. Let A be a p-competitive fractional algorithm. The randomized
integral algorithm R(A,€) achieves a competitive ratio of at least (1 — €)(1 —

kexp(—€*b/3)) - p.

Proof:

Consider an arbitrary node v € VUW. To bound the probability that v is matched
to more than b hyperedges in S, we use a Chernoff bound [Doel9, Theorem 1.10.1].
Fix a node v and a hyperedge h, and let X, = Zh’e&(v)\{h} 1{pesy. Note that
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p=E[X,,] <(1—¢b. If p =0, it is clear that x,;, < b, so assume p > 0. We

now have:
A (b=p\ b—p
Pr{X,, > b <exp | —min : w/3
7 7

oo (i (U5 )

< exp (— min (eQb, eb) /3) < exp(—€°b/3),

where the second inequality follows from b — . > €b and the last inequality from
b/ > 1. We now upper bound the probability that a hyperedge h cannot be
included in M because of the degree constraints:

Prih € S\M |he S| <> Pr[X,, > b < kexp(—e’b/3).

veh

Hence, we have:

E[M[]=> Prhe M]=> PrheS|(1-Prhe S\ M|he S

> Z ), (1 — kexp(—€*b/3))
= (1 — kexp(—€°b/3)) (1 —€) Z Lh

heH
> (1 — kexp(—€°b/3)) (1 — €)p OPTyp.

O

If b = C -log(k) for some C' > 6, then by choosing ¢ = 1/6/C we get that
the competitive ratio is at least (1 — 1/6/C)(1 — 1)p. By using the Q(1/logk)-
competitive fractional algorithm from [BN09], this gives an £2(1/ log k)-competitive
integral algorithm for this setting.






Chapter 5

Price of anarchy for scheduling games
via vector fitting

In this chapter, we introduce a semidefinite programming relaxation allowing to
relax scheduling and congestion problems which can be cast as a binary integer
quadratic program, an example of which we have introduced in (2.1.2). We then
provide a dual fitting technique on this SDP allowing to tightly upper bound the
price of anarchy of these games in a simple and unified way. We also illustrate
how the same technique can be adapted to tightly upper bound the approximation
ratio of local search algorithms.

In the next chapter, we will show how this technique can be adapted to analyze
the competitive ratio of different online algorithms for such scheduling problems.

5.1 Introduction

A standard way of quantifying inefficiency of selfish behaviour in algorithmic
game theory is the price of anarchy, introduced in [KP99]. It is defined as the
ratio between the cost of a worst-case Nash equilibrium and the cost of a so-
cial optimum. This definition can be used to understand inefficiency of pure or
mixed Nash equilibria, and can also be extended to more general notions, such
as correlated or coarse-correlated equilibria.

Developing tools to bound the price of anarchy is a central question, and sev-
eral approaches have been proposed in the literature to tackle this problem. One
technique that has been very successful for a variety of games is the smoothness
framework, introduced in [Roul5]. One advantage of this approach is that it
automatically bounds the price of anarchy for all the different notions of equilib-
ria mentioned above, yielding bounds on the robust price of anarchy of a game
[Roul5].

Another possible avenue is to use convex relaxations to help bound the price
of anarchy, as done in [KM14]. The high-level approach is to formulate a convex
relaxation of the underlying optimization problem of a given game, and to con-

83
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struct a feasible solution to the dual of that relaxation, whose cost can then be
compared to the cost of an equilibrium. Bounding the ratio between the cost of
the equilibrium and of the feasible dual solution then yields an upper bound on
the price of anarchy by weak duality.

In this chapter, we build on this approach and show that a single convex
semidefinite programming relaxation can be used to obtain tight (robust) price
of anarchy bounds for several different congestion and scheduling games. This
relaxation can in fact be obtained using the first round of the Lasserre hierarchy
[Las01], and the proofs bounding the price of anarchy through the dual of that
relaxation are surprisingly simple and essentially follow the same template for all
the games considered. In addition to bounding the price of anarchy, it turns out
that the same approach also allows to bound the approximation ratio of local
optima for machine scheduling.

As a main illustration of this technique, we consider the following model of
congestion games. We are given a set of players N and a set of resources F.
The strategy set for each player j € N is a collection of subsets of resources
and is denoted by S; C 2. Each player has a resource-dependent processing
time p.; > 0 and a weight w; > 0. Once each player chooses a strategy, if a given
resource e € F is shared by several players, then e uses a coordination mechanism,
defined as a local policy for each resource, in order to process the players using
it. One natural example of such a coordination mechanism is to order the players
by increasing Smith ratios, defined as the ratio between the processing time on a
resource and the weight of a given player [Smi56].

This model is a generalization of the unrelated machine scheduling game
R|| Y- w;C;, where each job needs to selfishly pick a machine to minimize its
own weighted completion time, while knowing that each machine uses a coordi-
nation mechanism to process the jobs assigned to it. In our model, the set of
resources F is the set of machines, and the strategy set of each player is a sub-
set of the machines. An important special case of our model, which generalizes
R|| Y- w;C;, is the following selfish routing game. We are given a directed graph
G = (V,E) and a set of players N. Each player j wants to pick a path between
a source node s; € V and a sink node ¢; € V. The strategy set S; for player
J € N is the set of all paths between s; and ¢;. A parallel link network where each
player has the same source and sink node exactly corresponds to the R|| Y w;C;
scheduling problem.

The work of [CCG™11] considers three different coordination mechanisms for
R||>>w;C;. Their main results are that Smith’s Rule leads to a tight price of
anarchy of 4, and this can be improved to (3 +1/5)/2 ~ 2.618 and 32/15 ~ 2.133
by respectively considering a preemptive mechanism called Proportional Sharing,
as well as a randomized one named Rand. The latter two results in fact bound
the coordination ratio of the coordination mechanism, meaning that the cost of a
worst-case Nash equilibrium is compared to the cost of an optimal solution under
Smith’s Rule, since this is always how an optimal solution processes the jobs once
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an assignment is given [Smi56]. The proof technique they use to obtain their
results is based on the smoothness framework [Roulb]. In order to exploit the
structure of the problem, they map strategy vectors into a carefully chosen inner
product space, where the social cost is closely related to a squared norm in that
space. Generalizing their results to selfish routing games was mentioned as an
open question.

The inner product space structure developed in [CCG™11] turns out to have
a natural connection to semidefinite programming, since the latter can be seen as
optimizing over inner products of vectors. In this work, we study this connection
and show that it leads to simple dual fitting proofs that allow to tightly bound
the price of anarchy, as well as the approximation ratio of local optima, for several
different congestion and scheduling games in a unified way. We hope that this
new approach might turn out to be useful in other contexts as well.

Our contributions

Our main contribution is a unified dual fitting technique on a single semidefinite
program to bound the price of anarchy, as well as the approximation ratio of local
optima, for a class of games whose underlying optimization problem can be cast
as a binary quadratic program. We illustrate the applicability of this approach
for different scheduling and congestion games. The semidefinite program used
can be obtained by applying one round of the Lasserre/Sum of Squares hierarchy
to the exact binary quadratic program.

We show that the three bounds of respectively 4, (3 + v/5)/2 ~ 2.618 and
32/15 =~ 2.133 for the policies Smith’s Rule, Proportional Sharing and Rand
can be obtained through our approach in the above congestion game model. This
yields alternative and simple proofs of these results in a more general model, which
avoid the use of minimum norm distortion inequalities, as done in [CCG*11]. We
moreover show that the last bound can be improved from 2.133 to 2 for the natural
special case where the processing times are proportional to the weight of a given
player on every feasible resource. This means that every resource has a real-value
Ae > 0, interpreted as the processing power, and the processing time of every
player satisfies p.; € {A\.w;, 00} for every e € E,j € N. The importance of this
model in a scheduling setting has been mentioned in [KST17]. This improvement
from 2.133 to 2 can also be obtained for general instances if one considers the
price of anarchy of the game, rather than the coordination ratio. This means that
the cost of a worst-case Nash equilibrium is now compared against an optimal
solution using the Rand policy, rather than Smith’s Rule.

Moreover, we show that the same approach (on the same relaxation) can be
used to bound the approximation ratio of local optima of local search algorithms
for machine scheduling under the sum of weighted completion times objective.
We first consider a natural algorithm whose local optima simply ensure that
no job can decrease the global objective function by switching to a different
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machine. Observe the analogy with Nash equilibria, which ensure that no job
can improve its own objective (or completion time) by switching machines. We
recover the approximation ratios of (3 4+ 1/5)/2 ~ 2.618 and (5 + v/5)/4 ~ 1.809
for the scheduling problems R||)" w;C; and P|M;|> w;C; given in [CM22].
In addition, we also analyze an improved local search algorithm for R|| > w;C;
attaining a bound of (5 + v/5)/4 + ¢ &~ 1.809 + ¢ [CGV17], and show an almost
matching lower bound of 1.791. To the best of our knowledge, this is the currently
best known combinatorial approximation algorithm for this problem.

As a further illustration of the technique, we apply it to two classical games
and show that it yields simple proofs of known tight bounds. We first show
how to get the tight bound of (3 + /5)/2 for the price of anarchy of weighted
affine congestion games. While a dual fitting proof through a convex relaxation
of this bound is already provided in [KM14], this result showcases the versatility
of our SDP relaxation and of the fitting strategy. In addition, a dual fitting proof
of the Kawaguchi-Kyan bound of (1 + 4/2)/2 for the pure price of anarchy of
the scheduling game P|| > w;C; is also provided through the same relaxation.
We note that the dual fitting strategy used for this result uses a reduction to
worst-case instances of [Schll].

Further related work

There is a vast literature on exact or approximation algorithms for scheduling
problems under the (weighted) sum of completion times objective. We adopt
the standard three-field notation «|f|y of [GLLK79]. The problem with un-
weighted completion times R|| ) C; is polynomial time solvable [Hor73, BCJS74].
For P||>_ C; on parallel machines, the shortest first policy gives an optimal so-
lution which also turns out to be a Nash equilibrium [CM67]. On the other
hand, the weighted completion times objective is NP-hard even for P|| > w,;C;
[LKB77]. A PTAS is known for P|| > w;C; [SWO00], while R|| > w;C; is APX-
hard [HSW98]. Constant factor approximation algorithms are however possible,
with major results being a simple 3/2-approximation by rounding a convex relax-
ation [Sku01, SS99] and the first algorithm breaking the 3 /2-approximation using
a semidefinite relaxation [BSS16]. We note that the primal semidefinite program
that we use is very similar to their relaxation. Building on this, subsequent im-
provements have been made [1S20, 1L23, Har24] with the current best (to the best
of our knowledge) approximation algorithm for this problem obtaining a ratio of
1.36 4 ¢ [Li24]. In the special case where Smith ratios are uniform, an improved
bound of (1 + v/2)/2 + ¢ has been obtained [KST17].

Scheduling problems have also been vastly studied from a game theoretic
perspective. For P|| Y w;C}, the pure price of anarchy of Smith’s Rule coincides
with the approximation ratio of a simple greedy algorithm and was shown to be
(1++/2)/2 ~ 1.207 in a classic result of [KK86]. A much simpler proof of this
result is shown in [Sch11]. Interestingly, the mixed price of anarchy of this game
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is higher, with a tight bound of 3/2 even for P|| > C; [RS13]. For the unweighted
version, Smith’s Rule in fact reduces to the shortest processing time first policy,
under which [HU11] shows an upper and lower bound of respectively 2 for the
robust price of anarchy and e/(e — 1) ~ 1.58 for the pure price of anarchy of
Q|| > C;. For related machines, it is still an interesting open question whether
the upper bounds of respectively 2 and 4 for Q|| > C; and Q|| > w;C; can be
improved.

Coordination mechanisms were introduced in the work of [CKNO04] for P||Cyqx
and a selfish routing/congestion game. Four different scheduling games under
four different policies were analyzed in [ILMS09] under the makespan objective.
Upper and lower bounds for different coordination mechanisms for R||C),q. can be
found in [AJMOS, Carl3, FS10, CDNK11, AH12]. Further work on coordination
mechanisms for the makespan objective has been done in [BIKM14, CF19, Kol13|.

The literature for the sum of completion times objective is somewhat sparser.
The work of [CCGT11] considers R|| Y w;C; and shows that the policies Smith’s
Rule, Proportional Sharing and Rand respectively give bounds of 4,2.618 and
2.133 on the robust price of anarchy. The first two bounds are tight, with match-
ing lower bounds given in [CQ12] and [CFKT06]. The latter two coordination
mechanisms can in fact be interpreted as a cost-sharing protocol [CGV17]. Us-
ing similar techniques, [ACH14] extend some of the previous results to multi-job
scheduling games. Coordination mechanisms for a more general model with re-
lease dates and assignment costs have been studied in [BIKM14].

The study of the price of anarchy for weighted congestion games was initiated
in [KP99] for parallel links under the maximum load (or makespan) objective.
Tight bounds for parallel links have been shown in [CV07]. For general networks
under the MinSum objective with affine latency functions, the works of [AAEO05,
CKO5] establish that the price of anarchy is 5/2 for the unweighted version and
(3 ++/5)/2 in the weighted case. Other models have been studied in [ADG*11,
CFK'06, BGR14, STZ04, FOV08]. To the best of our knowledge, the literature on
coordination mechanisms for congestion/selfish routing games is relatively sparse
[CKN04, CMP14, BKM14].

5.2 Preliminaries

Game format. All the games considered are of the following form. A set of
players N is given. Each player ;7 € N has a strategy set §;, and we denote by
z;; € {0, 1} the binary value indicating whether the player chooses strategy i € S;.
If z;; € [0,1], then this corresponds to the probability of player j independently
choosing strategy i. The (expected) cost incurred by the player is denoted by
Cj(z) and is a quadratic (possibly non-convex) function of x. Given weights
w; > 0 for every player j € N, the total social cost is the weighted sum of costs

incurred by every player, and we denote it by C(z) = >, w;Cj(x).
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Scheduling. One example falling in this class are scheduling games. Given
is a set of jobs J = N, which are the players, and a set of machines M. The
strategy set of every player is a subset of the machines §; € M. We adopt the
standard three-field notation «|f|y of [GLLKT79], with o denoting the machine
environment, § denoting the constraints, and v denoting the objective function.
The most general such problem we consider is R|| Y w;C;, where each job j € N
has unrelated processing times p;; € Ry U {oo} for each i € M. If p;; = oo,
we will without loss of generality assume that ¢ ¢ S;. Once an assignment x is
fixed, the optimal way to process the jobs for each machine is to order them by
increasing Smith ratios, which we denote as 0;; := p;;/w;. We denote k <; j if k
precedes j in the ordering of machine ¢, meaning that d;, < §;;. We assume ties
are broken in a consistent way. The completion time of every job is then

Cj(x) = Z Tij (pij + Z]%k%k)
ieM k<ij
Observe that this is indeed a quadratic function in z. If every job has the same
processing time p;; = p; on every machine, this model is denoted by P|| > w,;C;.
If p;; € {pj, 00}, then the model is denoted as P|M;| > w;C;.

Congestion model. We consider the following model of congestion games,
which generalize the scheduling games described above. We are given a set of
players N and a set of resources E. The strategy set for each player j € N is
denoted by S; C 2% and is a collection of subsets of resources. Each player has a
resource-dependent processing time p.; > 0 and a weight w; > 0. Without loss
of generality, we assume that for every feasible strategy ¢ € S; of a player j € N,
we have that p.; < oo for every e € i (otherwise simply remove i from S; since
it is not a valid strategy). The Smith ratio is defined as d.; = p.;/w; for every
e€ E,j € N. Wedenote k <, j if d¢ < 0¢j, meaning that k& has a smaller Smith
ratio than j on the resource e € E, where ties are broken in a consistent manner.
For a given assignment (7y;);en,ics;, We denote

Zej = E Lij.

1€S;:eci

We invite the reader to think about pure assignments. In that case, z;; € {0,1}
is binary and indicates whether or not player j chooses strategy i € S;, whereas
zej € {0,1} takes value one if j uses the resource e € E, i.e. chooses a strategy
i € S; containing resource e € E. In the case of mixed assignments, z;; € [0, 1]
represents the probability of player j independently choosing strategy i, whereas
ze; € [0,1] represents the probability of player j using resource e. Once an
assignment x is fixed, Smith’s Rule is again the optimal way for every resource
to process the jobs, and the cost incurred by a player j € N is given by:

Cj(x) = inj Z (pej + Z Dek Zek)-

1€S; eci k=<ej
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Nash equilibria. An assignment x is a Nash equilibrium if no player can get
a lower cost by changing his/her strategy. The price of anarchy is defined as the
ratio between the cost of a worst-case Nash equilibrium and the cost of an optimal
solution. Unless explicitly stated otherwise, we consider mixed Nash equilibria,
meaning that the following set of constraints is satisfied:

CJ(?L’> < Cj(l'_j,i) Vj e N,Vi e Sj (521)

where z_; refers to the assignment of all players other than j. In Section 5.8, we
show how to extend our results to a more general equilibrium concept, namely a
coarse-correlated equilibrium.

Coordination mechanisms. In the scheduling setting, a coordination mech-
anism is a set of local policies, one for each machine, deciding on how the jobs
assigned to it should be processed. Smith’s Rule is one example of such a policy,
which is in fact optimal in terms of the social cost. However, picking a different
policy may help improve the price of anarchy. One policy that we consider is a
preemptive mechanism called Proportional Sharing, where the jobs are scheduled
in parallel, with each uncompleted job receiving a fraction of the processor time
proportional to its weight. Another mechanism is Rand, which orders the jobs
randomly by ensuring that the probability of job j being scheduled before £ is
dir./ (07 + 0i1) for every pair of jobs j, k. The reader is referred to [CCGT11] for
details. In our congestion model, each resource uses one of these coordination
mechanisms to process the players using that resource. Note that this modifies
the cost C;(x) incurred by every player, and thus also the social cost C'(z).

Coordination ratio and price of anarchy. We make a distinction between
the coordination ratio of a coordination mechanism and the price of anarchy of
the game. The coordination ratio measures the ratio between a worst-case Nash
equilibrium and an optimal solution if every resource uses Smith’s Rule to process
the players. In contrast, the price of anarchy of the game compares to a weaker
optimal solution where each resource uses the chosen mechanism to process the
players.

Outline of the chapter. The semidefinite programming relaxation and a high-
level view of the approach is presented in Section 5.3. The analysis of the coordi-
nation ratio and the price of anarchy of Smith’s Rule, Proportional Sharing and
Rand for our congestion model are presented in Section 5.4. The analysis of local
optima for machine scheduling is done in Section 5.5. The analysis for the price
of anarchy of weighted affine congestion games is shown in Section 5.6. The pure
price of anarchy of P|| ) w;C}; is presented in Section 5.7.
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5.3 The semidefinite programming relaxation

5.3.1 The primal-dual pair

We assume in this section some basics on semidefinite programs (SDPs), which
can be found in Section 2.4. Let N be a set of players, with each player j € N
having a strategy set S;. An exact quadratic program to compute the social
optimum is given by

min C(z)
Zl‘ij =1 \V/] eN

iGSj

xijE{O,l} VjEN,VZ'GSj.

Since we assume C(z) to be quadratic in z, the social cost can be written as

C(IL’) = 0{070} —|— 2 Z C{O,ij} Il'ij + Z C{ij: i’k}xij ik (531)
JENES; jkeN
iESj,iIESk

for some symmetric matrix C' of dimension 1+ ien |S; |, which has one row/column
corresponding to each z;;, in addition to one extra row/column that we in-
dex by 0. The above equation (5.3.1) can be written in a compact way as
C(z) = (C, X) := Tr(CTX), where X is the rank one matrix X = (1,z)(1,z)7,
where the notation (1,z) refers to a vector in dimension 1+ .\ |S;| obtained
by appending a coordinate with value 1 to x.

We now consider a semidefinite convex relaxation of the above quadratic pro-
gram, which can essentially be obtained through the Lasserre/Sum of Squares
hierarchy [Las01]. The variable of the program is a positive semidefinite matrix
X of dimension 1+ 3, |S;|, which has one row/column corresponding to each
x;j, in addition to one extra row/column that we index by 0.

min(C, X)
> Xy =1 VjeN
ics,
X0y =1
Xio0,i5y = X{ij, ij} Vi€ N,i€S;
Xgj,iky = 0 V(i,7), (¢, k) with j,k € N
X >0

To see that this is in fact a relaxation to the previous quadratic program, note
that for any binary feasible assignment x, the rank-one matrix X = (1,2)(1,z)7 is
a feasible solution to the SDP with the same objective value. The key observation
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that makes this work is the fact that x?j = x,5 for x;; € {0, 1}, leading to X{;; :j) =
xfj = x5 = X{o,ij3- The dual to this relaxation, written in vector form, is the
following. The computation of the dual is shown in Section 5.9.1. We call this
relaxation (SDP-C).

1
maXZyj—§||vg||2 (5.3.2)
JEN
1 ) .
Yi < Clij, iy — 5”%‘!\2 — (vo, vij) VjEN,i€S;
<Uij>Ui’k> <2 C{m ik} V(Z,j) 7& (i/, k’) with j, ke N

The variables of this program are real-valued y; € R for every j € N, as well
as vectors vy € R? and v;; € R? for every j € N,i € S; in some dimension
d € N. This will be the relaxation used for every dual fitting argument in this
thesis. Depending on the problem we are considering, the matrix C', which only
depends on the total social cost, is then picked accordingly. The computation of
this matrix for every game considered is shown in Section 5.9.2.

5.3.2 High-level view of the approach and intuition of the
dual

We describe here a high-level view of the dual fitting approach and of its main
ideas. We also provide some intuition in how the dual program (5.3.2) is used.
For clarity, we illustrate the concepts on a simple concrete toy example that we
introduced in Section 2.6.3: a weighted load balancing game, which is a special
case of an affine weighted congestion game later analyzed in full detail in Section
5.6. Let us remind the reader of the setting.

Example: load balancing. We are given a set of players N and a set of
resources E. The strategy set of every player j € N is a subset of resources
S; € E with unrelated weights w;; > 0 associated for every ¢ € S;. Consider a
pure assignment x, the load of a resource i € F is defined as the total weight of
players assigned to it and is formally defined as (;(z) = .y wi;z;;. The cost
of a player j is then defined as Cj(x) = >, g li(z) wi; x;;, meaning that it is
the weight multiplied by the load of the resource picked. The social cost can be
written as follows

JEN i€E jkeN J,keEN
iGSj,’L'IGSk

Note that the social cost can also be written in a simple way as C'(z) = Y, li(x)*.

The above equation is however written in the form (5.3.1).
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Specializing the dual SDP. After understanding what the social cost looks
like as a quadratic function in the form (5.3.1), we are able to write down the

dual program (5.3.2) for a considered game. In our example, the above equation
tells us that the matrix C' has diagonal entries Cy;; 5y = wfj and non-diagonal

entries Cj, k) = wij Wik, Lyi—yy, meaning that we can write down the dual as:

1
maXZyj - §H’Uoll2 (5.3.4)
JEN
1
yj S UJZQ] — §HUUHQ — <U0,U¢j> VJ € N, Vi € Sj (535)
<Uij7 ’Ui/k> S 2 Wij Wik ]l{i:i’} V(Z,]) 75 (i/, k) with j, k e N. (536)

Given any Nash equilibrium (or local optimum) z, the goal is to use this dual
program to construct a feasible solution with objective value at least p C'(x) for
some p € [0,1]. By weak duality, this would directly imply an upper bound of
1/p for the price of anarchy (or approximation ratio).

Correspondence between the SDP constraints and the Nash conditions.
The key insight is that the first set of constraints (5.3.5) of the SDP has the same
structure as that of the Nash equilibria inequalities (5.2.1). Our goal is to pick a
fitting which will ensure that this set of constraints corresponds to (or is implied
by) these equilibrium conditions. Fix a Nash equilibrium x and let us write down
what the Nash conditions imply for our toy example:

A natural way to achieve the desired correspondence is to have the following:

1

yj ~Ci(x) , wi— §\|Uz'j||2 ~wy o, —(vo, vi) ~ wi G(x) (5.3.7)
where the ~ notation indicates that both quantities are within a fixed constant
(which should be the same for all three cases above) of each other. For local

search algorithms, the Nash inequalities get replaced by local optima conditions.

Picking the vector fitting. Observe that the second correspondence above
implies that [|v;;||* ~ w};. The second set of SDP constraints (5.3.6) tells us that
for i # 4’, one should have (v;;,vy,) < 0. We will in fact ensure tightness of this
constraint by fitting such two vectors to be orthogonal. A very natural candidate
for the fitting of v;; in our example thus becomes the following choice:

Vij - RE defined as Uij(6> = O Wyj ]l{i:e}
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for some constant a € [0,v/2] to be determined. The upper bound on « follows
again from the second set of SDP constraints (5.3.6), since we now get (v;;, vir) =
o wi; wig, L=y under our fitting.

How should vy now be picked? There are two desirable properties to be
satisfied: we want —(vg, v;;) ~ w;;¢;(z) as mentioned above, in addition to relating
|lvol]? to the social cost C(x), since it appears in the objective function of the SDP.
A very natural candidate becomes the following:

vo € RF  defined as  vg(e) = —f £e(z)

where # > 0 is to be determined. Note that we now indeed get —(vg,v;;) =
af wi; i(x) and |jvl|? = B2 C(x), since (5.3.3) can be rewritten as C(x) =

ZieE Ei(xy'

Optimizing the constants. How should a and g be picked? We have seen
that o € [0,v/2] and 8 > 0. Observe that under our fitting, constraints (5.3.5)
now become y; < (1 — o?/2) w;; + aff w;; £;(x). Correspondence (5.3.7) then
tells us to set 1 — a?/2 = af and y; = aBC;(x). The objective value (5.3.4)
of the SDP then becomes (a8 — 5%/2) C(z). Since we want to pick o and 3 to
maximize the dual objective in order to get the best possible bound on the price of
anarchy/approximation ratio, we would want to solve the following optimization
problem:

max{af — 3%/2:1—a%/2=afB,a €[0,V2],5>0}.

Solving this optimization problem would give a price of anarchy bound of (3 +
v/5) /2, which is tight in this setting by a lower bound construction of [CFK*06].
At the high-level, this is the approach used to derive the results in this chapter.
We invite the reader to keep this intuition even for more complex games.

5.3.3 Different inner product spaces

In order to construct a feasible solution to this SDP, one needs to construct
vectors vy and {v;;}e Njies; living in a Euclidean space R? for some d > 0, in
addition to real values {y;};en such that both sets of constraints of the SDP are
satisfied. Note that the inner product is the standard Euclidean one where, for
given f,g € R% it is defined as (f,g) := Zle fig;. For some games, it will be
more convenient to work in a different inner product space, as done in [CCG*11].
Let us fix a finite set E, where each e € F induces a finite set of positive real
values 0 = (5(()6) < 5%6) < ... < 6% We define the following inner product space:

F(E) := {f :Ex[0,00) = Ry : fe,t) = Zozej ]l{éj(-i)lstSé;e)}; Qe ER}.

J=1
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In words, each element satisfies the fact that f(e,-) is a step-function with break-
points at 5§6) < e < 5&6) for every e € E. A valid inner product for two
f,g € F(F) is then given by:

(f,q) Z/ fle,t) gle,t) dt (5.3.8)

ecE

Another inner product space we will consider is the following. Let us fix F
to be a finite set and K € N. For any positive-definite matrix M € RE*K,
we can consider the space G(E, M) := RP*IK] where the inner product for two
f,g € G(E, M) is given by:

Y= fle,)" M gle,-). (5.3.9)

ecE

We now argue that we can work in these spaces without loss of generality.

Lemma 5.3.1. Any feasible dual fitting to (SDP-C) obtained in the inner product
spaces F(E) and G(E, M) can be converted into a feasible dual fitting with the
same objective value in a standard Euclidean space R? for some d > 0 endowed
with the standard inner product.

Proof:
For both spaces, we argue that a collection of elements in it can be mapped
to a collection of vectors in a standard Euclidean space while preserving all the
pairwise inner products (and thus also preserving the norms). This then clearly
implies the claim.

We first show the statement for F(F). Let us denote the difference between

) — 5§€_)1. For each element f € F(E), define

fe REXI as f'(e, ) := f(e, (5](-6_)1 + A;e)/2>\/A§e). By computing the integral
of a step function, we clearly have that for f,g € F(FE),

ZZA (’ i1t /2> <v i+ A /2> =(f.d).

eckE j=1

two breakpoints as Ag.e) = 55-6

Note that the last inner product is the standard Euclidean one, thus showing the
claim for F(F).

We now show the claim for G(E, M ) Let us write a rank-one decomposition
of the positive definite matrix M = Z 1 ujul , which can for instance be done
through the spectral decomposition. For each f € G(E, M), we define a modified
[ e REXIE] a5 f/(e, j) fe,)Tu;. For f,g € Q(E M), we then have:

ZZ]‘ ) uj uj g(e ZZf e,i)g (e,5) = ([, ).

eeE j=1 ecE j=1
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5.4 Congestion games with coordination mech-
anisms

5.4.1 Smith’s Rule

The first coordination mechanism we consider is Smith’s Rule. If z is a mixed
assignment, each player first independently picks a strategy according to his/her
distribution specified by x to get an assignment. Once an assignment is set, each
resource orders the players using it by increasing Smith ratios and processes them
in that order. The cost incurred by a player j on a resource e that he/she is using
is then pe; + 3, ; Pek Zek- The total cost incurred by a player is the sum of the
costs incurred on all the resources used. More formally, the completion time of
player 7 € N under Smith’s Rule is defined to be:

Cilx) =Y @y ) (pej + > Pek Zek:)- (5.4.1)

i€S; e€i k<ej

The outer sum only has one term for a binary assignment. For a mixed assignment
x, the expression above is the expected cost, by the law of total probability and
independence. The social cost is the sum of weighted completion times:

C(z) = ij Cj(x) = Z ij Pej Zej + Z Z Wj Dek Zek Zej,  (D.4.2)

JEN e€eFE jEN e€FE jEN k<]

where the second equality follows by using the definition of C;(z) and changing
the order of summation. Moreover, if x is a Nash equilibrium, the following
inequalities are satisfied:

Ci(z) <Y (pej + Zpekzek> Vj e N, VieS,. (5.4.3)

ect k<ej

The dual semidefinite relaxation (5.3.2) then becomes the following, we call it
(SDP-SR). The computation of the cost matrix C' in this setting is shown in
Section 5.9.2.

max » y; — %HUOHQ (5.4.4)
JEN
Yy <Y W pe — %H%‘H? — (vo, vij) Vje N Vies;
- (5.4.5)
(i vok) <Y wj wy min {de;, e} V(i,7) # (i', k) with j,k € N
ecing/

(5.4.6)
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We note that, in order to bound the coordination ratio of a coordination mech-
anism, one needs to construct a feasible dual solution to this relaxation, since it
gives a valid lower bound on the optimal solution. Indeed, once an assignment is
fixed, the optimal ordering on every resource is to schedule the players according
to Smith’s Rule [Smi56].

Theorem 5.4.1. For any Nash equilibrium x of the above congestion game, where
each resource uses the Smith’s Rule policy, there exists a feasible (SDP-SR) solu-
tion with value at least 1/4 C(x). This implies that the price of anarchy and the
coordination ratio is at most 4.

Remark 5.4.2. This bound is tight, with a matching lower bound given in
[CQ12] even for scheduling on restricted identical machines with unit process-
ing times.

Proof:
We assume that the SDP vectors live in the inner product space F(E). By Lemma

5.3.1, this is without loss of generality. Let us fix 5 = 1/2, we now state the dual
fitting for (SDP-SR):

° UO(G,t) =0 ZkeN Wi Zek ]l{t§5ek}
o (e t) = wy Lieeiy L<s,,) VjieNVies;
o y; = Bw; Cj(x) Vj € N.

Let us now compute the different inner products and norms that we need. For a
job j € N and a strategy i € S;, we have

Hvij”2 = wa Ocj = ij Dej-

ect ect

For vy, we give an upper bound with respect to C(z):

1 o0
7 lwoll> =D~ ) wywy 2z Zek/o Lg<soy Tge<sny dt

e€cE jkeN
= g E WjWZej Ze MIN{0ej, dek }
e€E jkeN
= 222 00+ 2 )
- w]’ Zej ej + WjWEZejZekOek
e€E jEN ecE jeN k<ej
= Wj Pej 22 + 2 W, Zei 2
- j Dej ej i Pek Rej Zek
ecE jeJ e€E jEN k=cj

<20(a). (5.4.7)
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The last equality uses the definition of the Smith Ratio é.; = p.;/w;, whereas the
last inequality follows from the fact that 22, < z; (since zg; € [0,1]) as well as
the definition of the social cost (5.4.2). In addition, for any (¢, j) # (i, k) with
7,k € N, we have

(Vij, Virg) = Z w; Wi Lyeeiy Lieeiry / Tie<s. 3 Lii<s,,y dt

ecE

= Z w; wy min{de;, ex (5.4.8)

ecini’

and observe that this tightly satisfies the second set of SDP constraints (5.4.6).
Finally,

<UO> Uz] = _ﬁ Z Z Wj Wk Zek mln{6637 6ek}

ect keEN

Let us now check that this is a feasible solution to (SDP-SR). The second set of
constraints is satisfied due to (5.4.8). The first set of constraints (5.4.5) under
the above fitting becomes:

i <Y wjpe — mu (00, Vi)

ect

1 .
= Pw; Cj(x) < 5 Z Wj Pej + Z Z Wj Wy Zep MIN{0ej, Oek }

ect eci keN

< C < Z <pe] + Z Wk Zek mln{56]7 (Sek})

ect keN
< C < Z <p6] + Zpek Zek+ Zwk Zek 56])
e€t k=<ej k=ej

We have simplified both sides by f w; = 1/2 w; in the third line, which holds
by definition of 5 := 1/2. We have also used the definition of the Smith ratio
dek = Per/wy in the last line. This set of constraints is now clearly satisfied by
the Nash conditions (5.4.3). The objective function of this SDP can now be lower
bounded using (5.4.7):

S~ llvoll > 63wy () — 0() = (8- ) Cla) = | Cl).

JEN JEN

5.4.2 The Proportional Sharing policy

In this section, we consider a preemptive policy for every resource named Propor-
tional Sharing. Once an assignment is fixed, each resource splits its processing
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capacity among the uncompleted jobs proportionally to their weights. Given an
assignment x, the completion time of player 7 € N is defined to be:

Cj (]3) = Z Lij Z (pej + Z Pek Zek T Z W Zek 5ej>-
1€S; ect k<eJ k>ej

For this policy, it is in fact more intuitive to understand the definition by looking
at the weighted completion time:

ijj(l’) = Z iL'ij Z (wjpej —+ Z ijk min{dej, 5ek} Zek) .
i€S;  eci keN\{j}
The social cost is the sum of weighted completion times:
C(z) = Z w; Cj(x) = Z Z Wj Pej Zej + 2 Z Z Wj Pek Zek Zej-  (5.4.9)
JEN ecE jeN e€FE jeNk<ej

Observe that there is now a factor 2 in front of the second term if one compares
it to the Smith Rule policy. Moreover, if x is a Nash equilibrium, the following
inequalities are satisfied:

(@) <Y (b + D Pazer + 3 Wiz b))  ViEN, Vi€ S, (5410
eci k=<ej k-ej

We first need a small lemma about two parameters that will play a key role in
the dual fitting. The first property will ensure feasibility of the solution, whereas
the second one will be the constant in front of the objective function.

Lemma 5.4.3. Let a, B > 0 be defined as o® :=2/\/5 and §:= 1/ — /2. The
following two properties hold:

e 1—0a?/2=0ap
e aff = f%/2=2/(3+5)

Proof:
The first property is immediate by definition of 5. For the second property, we
get

2 o2 1/1 a\* 3 5a2 1 2

2 2 2\a 2 2 8 20 3445

Theorem 5.4.4. For any Nash equilibrium x of the above congestion game, where
each resource uses the Proportional Sharing policy, there exists a feasible (SDP-
SR) solution with value at least 2/(3 + /5) C(x), implying that the coordination
ratio is at most (3 ++/5)/2.
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Remark 5.4.5. This bound is tight, with a matching lower bound given in
[CFK™06] even for the price of anarchy of the game.

Proof:

The proof is very similar to the one of Theorem 5.4.1, but with the modified
constants a? := 2/v/5 and 8 := 1/a — a/2 stated in Lemma 5.4.3. We now state
the dual fitting.

¢ vo(e, t) =0 ZkeN Wk Zek ]l{tgéek}
o viile,t) = aw; Lieeiy Ti<s, ) VjieN,Vies,;
e Y= Oéﬁ'LUj C](fﬂ) VJEN

Using the same computations as in Theorem 5.4.1, we compute the different inner
products and norms that we need.

o vl = B (Z Do WiPej 25 T2 DL W Pek Zej Zek) < B2C(x)
e€E jEN €€EE jJEN k<ej

o Jloill* = > s wj pe

o (vg,vij) = —afB Zeéi ZkeN Wj Wk Zery Min{dej, Ger }

o (vij,vp1) = a? Y ecini Wi Wi min {de;, dex }
The main difference with Smith’s Rule which allows us to get an improved bound
is the fact that the upper bound on the squared norm of v, is a factor 2 stronger
in this case (see (5.4.7)), due to the new definition of the social cost C(x) given
in (5.4.9). To see that this solution is feasible, note that the second set of SDP
constraints (5.4.6) is satisfied due to the last computation above and the fact that
a? < 1. The first set of constraints (5.4.5) under the above fitting reads:

1
yi <Y w;pej — §H%‘H2 — (o, vyy)

ect

o? .
— afw; Cj(x) < <1 - ?> ij Pej + Z Z Wj Wy, Zefp MIn{dej, dex, }

ect eci keN

e CJ(Q?) < Z (pej + Z Wy, Zek min{6€j7 6ek}>

eci keN
— Cj(r) < Z <Pej + Z Pek Zek =+ Z Wy, Zek 55]')-
ect k<ej k=ej

The third equivalence follows from the first property of Lemma 5.4.3. We see
that this is satisfied due to the Nash conditions (5.4.10). The objective value of
the solution can now be lower bounded as follows:

1 2 62 = —5—2 xTr) = xz
S gllal? 2 a8 S uCe) - 5 o) = (o8- ) €)= 22w

JEN JEN
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where the last equality follows by the second property of Lemma 5.4.3. O

5.4.3 The Rand policy

In this section, we consider a randomized policy named Rand. If x is a mixed
assignment, each player first independently picks a strategy according to his/her
distribution specified by z. We denote by N(e) C N the (possibly random)
subset of players using resource e € E. Fach resource then orders the players
using it randomly in a way ensuring that for any pair j, k € N(e), the probability
that j comes after £ in the ordering is exactly equal to d¢j/(de; + der). Such a
distribution can be achieved by sampling one player j € N(e) at random with
probability 6;/ >, N(e) Ock Putting that player at the end of the ordering, and
repeating this process. The expected completion time of every player is thus given

by:
Z T4 Z <pe] + Z 5€J + 5 Pek Zek:)-

1€5; eci
The social cost is the sum of weighted completion times:

- ij Ci(x Z ij Dej Zej + Z Z 50y + 5ek WjWg ZejZek-

JEN ecl jeN e€FE jEN,k#j

(5.4.11)

Moreover, if z is a Nash equilibrium, the following inequalities are satisfied:
< 62@ (pej + Z 56] _|_ 6ek DPek Zek) VJ € N,Z < Sj. (5412)

We now state a small lemma about some constants that will be important for the
fitting. The first property will ensure that our dual fitting is feasible, whereas the
second property will be the constant in front of the objective value of our SDP
solution, thus determining the coordination ratio.

Lemma 5.4.6. Let o, 5 > 0 be defined as o :== 1 and B := 3/4. The following
two properties hold:

e 1—a?/4=ap
. af—B2/2=15/32

Proof:
The proof is immediate. O
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Theorem 5.4.7. For any instance of the above congestion game under the Rand
policy, and for any Nash equilibrium z, there ezists a feasible (SDP-SR) solution
with value at least 15/32 C(x). This implies that the coordination ratio is at most
32/15 ~ 2.133.

Proof:
For simplicity of presentation, let us assume without loss of generality that the
processing times are scaled such that the Smith ratios d.; = pej/w; with p.; < oo
are all integral. Moreover, let us take K € N large enough such that 6.,; < K
for all pairs (e,7) € E x N such that p.; < co. Consider the matrix M € R¥*¥
given by

rs
r+s

A key insight shown in [CCGT11] is that this matrix is positive-definite. By
Lemma 5.3.1, we can thus assume that the SDP vectors live in the space G(E, M).
Let a, 8 be defined as in Lemma 5.4.6, we now state the dual fitting:

Vr,s e {l,...,K}.

rs

« vle,r):=-p4 ZkeN Wi Zek Lis.,=r}
¢ Uij(e7r) = awy ]l{eéi} ]l{éej:'r} VJ € N,Z € S]'
o y;j = afw; Cj(x) Vj € N.

Let us now compute the different inner products and norms that we need. For
every j € N,i € S;:

) ||UZ.7H ZM{(S@] 66]}w = o =5 ij pe]

ect ect ect

For the squared norm of vy, we give an upper bound with respect to C(z):

||UO||2 Z Z M’rs UO €, T UO Z Z Wj; W, Zej Zek M{dej,éek}

ecE r,s=1 e€E jkeN
00
= E E _eiek — W Wk, Zej Zek < C(2). (5.4.13)
56] + 5ek
e€E jkeN

where the last inequality holds by (5.4.11) and z - < z.;. For any pair (7,7) #
(¢, k) with j, k > 1:

1
el (Vij, Virg) = Z Mis,; 5., w5 Wy = Z Wj Wy ———— 6,33 + 5ek (5.4.14)

e€ind’ e€ind
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Finally, we have:

M 56]66k
Uo, /U’Lj E E W Wk Zek {0ej ek} — E E wj W, Zek

eci keN ect keN e]

= wj Z Z 5@] + 5ek DPek Zek

ecit keN

where the last equality follows by plugging in the definition of e, = per /Wy

Let us now check that this solution is indeed feasible for (SDP-SR). The
second set of constraints (5.4.6) is satisfied due to (5.4.14), the fact that o = 1,
as well as observing that rs/(r + s) < min{r, s} for all r,s > 0. The first set of
constraints (5.4.5) under the above fitting gives:

1
Yi <> W pej — §||Uz‘j||2 — (o, vij)

ect

<:>O‘ﬁwj () (1__)Zw]pe]+a/8wjzz(5 +5 DPek Zek

ect eci keN

= <Z(pe]+25 o Pekzek;>-

ect

We have simplified both sides by a8 w; = (1 — @?/4)w; in the last equivalence,
which holds by the first property of Lemma 5.4.6. These inequalities are now
clearly satisfied by the Nash conditions (5.4.12), implying that our fitted solution
is in fact feasible. The objective value of our solution can be lower bounded as:

S - hul 2 a8 ¥ uicie) - Few) = (a8 -5 ) o) = 3 0w

JEN JEN

where the last equality follows from the second property of Lemma 5.4.6. O

We now show that this bound can be improved if we consider the natural
special case where the processing time of each player is proportional to its weight
for every resource. This means that every resource has a real-value A, > 0, and the
processing time of every player satisfies p.; € {A\.w;, 00} for every e € E,j € N.
Observe that this means that the Smith ratios are uniform for the jobs assigned
to a resource: 6.; = pej/w; = A.. The only difference with respect to the previous
proof will be a change of constants «, 3.

Lemma 5.4.8. Let o, 8 > 0 be defined as o := 2/\/3 and = 1/\/§ The
following two properties hold:

e 1—a?/4=ap
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e af—B2)2=1/2

Proof:
The proof is immediate. O

Theorem 5.4.9. If the Smith ratios are uniform for every resource, for any
instance of the above game and any Nash equilibrium x, there exists a feasible
(SDP-SR) solution with value at least 1/2C(x). This implies that the coordination
ratio of the game is at most 2.

Proof:

Let o, be as in Lemma 5.4.8. The only part of the proof of Theorem 5.4.7
which breaks down under these new constants is the fact that the second set of
constraints (5.4.6) of the SDP might be violated, since we now have a? = 4/3 > 1.
Indeed (5.4.14) states that:

2 5ej 5ek
<Uij7vi’k> = E Wy Wi m
ecing’ € ek

The proof of Theorem 5.4.7 used the easy observation that rs/(r+s) < min{r, s}
for every r,s > 0 to argue feasibility of the solution. Observe that this bound
is very close to tight when s > r (or vice versa). In the case of uniform Smith
ratios, we can get an improved bound since d.; = 0 = A¢:

A .
</Uij7vi/k> = 042 Z Wj; Wi E < Z W; Wy, )\e = Z Wj Wy mln{&ej’gek}

ecind’ ecinNg/ ecing’

where the inequality follows since a?/2 = 4/6 < 1. By the second property of
Lemma 5.4.8, the objective value can now be lower bounded as

50— gllal? 2 083 wiCita) - 50e) = (a8 - 5 ) €)= § Clo

JEN JEN

O

We now show that this bound of 2 can also be attained for arbitrary instances
if we consider the price of anarchy of the game, rather than the coordination
ratio, meaning that we now compare against the optimal solution under the Rand
policy. More precisely, we compare against the best possible assignment x, whose
expected cost is measured if every resource uses the Rand policy to process the
players. Note that this cost is always higher than the cost if every resource were
to use Smith’s Rule. In that case, a relaxation giving a valid lower bound on the
social optimum is the following, we call it (SDP-RAND). The computation of the
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cost matrix C' to plug-in in (5.3.2) in this setting is once again left to Section
5.9.2.

1
manyj - §HUOH2

JEN
1 ) .
Yi <> w; pej — §||Uz'j|!2 — (vo, vij) Vj e N,VieS

ect

<Uij>vi’k> g 2 Z Wj; Wy

ecing’

5ej 6ek .. ./ . .
— v k) with j,k € N

Theorem 5.4.10. For any instance of the above game under the Rand policy,
and for any Nash equilibrium x, there exists a feasible (SDP-RAND) solution with
value at least 1/2 C(x). This implies that the price of anarchy of the game is at
most 2.

Proof:

The proof is identical to the one of Theorem 5.4.7, but the modified constants «, 8
stated in Lemma 5.4.8. This new choice of constants is not valid for (SDP-SR),
due to the fact that a? > 1. Indeed, equation (5.4.14) means that the second set
of constraints (5.4.6) of (SDP-SR) might now be violated. However, the second
set of constraints of (SDP-RAND) is always satisfied, since o < 2. The objective
function guarantee follows from the second property of Lemma 5.4.8. O

5.5 Analyzing local search algorithms for schedul-
ing
We now show that this approach can also be useful to bound the approximation

ratio of local search algorithms. We focus on the R|| Y w;C; scheduling problem,
for which the (SDP-SR) relaxation (5.4.4) becomes the following:

1 2
max 3"y, = 5wl
jeJ
1 ) .
yj < wipi = gllvil” = (o, vig) Vj e JVieS;
<U¢j, Ui’k) S U}j Wi min{&j, 5zk} ]l{i:i’} V(Z,]) 7é (Z'/, k) with j, k S J.
Given an assignment x € {0,1}**7 the completion time of every job j € J is:

Cj(x) = Z Tij (pij + szszk>

€M k=<;j
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Let us also define the following quantity for every j € J:
Dj(x) = Z Z Wk Pij Tij Tik (5.5.1)
1€EM k>;j
and let us denote the weighted sum of processing times as:
n(x) = Z Z Wj Pij Tij- (5.5.2)
ieM jeJ

The total cost can then be written in the following ways:

C(z) = Z w;Cj(x) = n(x) + Z Z Z Wj Pik Tij Tik (5.5.3)

jeJ iEM jeJ k<ij
C(z) =n(x) + Z Dj(z) =n(z) + Z Z Z Wi Dij Tij Tik- (5.5.4)
jed €M jeJ k=ij

5.5.1 A simple and natural local search algorithm

A natural and simple local search algorithm for this problem is to move a job
from one machine to another if that improves the objective function. If such
an improvement is not possible, then a local optimum x € {0, 1}**7 has been
reached. Such a local optimum is called a JumpOpt in [CM22], and it is shown
that the local optimality implies the following constraints. We provide a proof
for the sake of completeness.

Lemma 5.5.1. For any local optimum JumpOpt solution x of the scheduling
problem R|| > w;C;, the following constraints are satisfied:

ij’j(a:) + D](ZB) S Wy Pij + Z W; Wi min{(sij, 5zk} Tik VJ € J, Vi e M.
ke\{j}
Proof:
Fix a job j assigned to machine ¢* € M in the local optimum x and let us assume

that this job switches to machine ¢ € M. The difference of weighted completion
times for job j is

wj <pij + Z Pikﬂfik> — W (pi*j + Z pzkﬂfzk>
k

k=<;j =¥

Moreover, the only other jobs for which the completion time is modified are the
jobs assigned to ¢* and ¢ coming after j in the ordering of the respective machine.
Due to the switch of j, these jobs assigned to ¢* have their completion time
decreased, whereas the ones assigned to ¢ have their completion time increased.
The total difference in cost for these jobs is then

E W Pij Tik — E Wi Pixj Tixk-

k=g k>ixj
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Since x is a local optimum for the global objective function, the total difference
in cost (i.e. the sum of the two expressions above) should be non-negative. After
rearranging the terms, this is equivalent to

wj <pi*j + Z sz%k) + Z Wi Pixj Tire < Wj (pij + Z]%k%k) + Z Wk Pij Tik-

k<;xj k>;xj k=<;j k=ij

Observe that this is exactly the statement of the lemma, finishing the proof. O

We now show that we can recover the tight approximation ratio of (3 ++/5)/2
given in [CM22] using our dual fitting approach. Observe the analogy with the
proof strategy for the price of anarchy in the previous section. The main difference
is that the Nash conditions are replaced by the local optimality conditions of
Lemma 5.5.1, and the y variables are fitted differently.

Theorem 5.5.2. For any JumptOpt local optimum x of the scheduling problem
R|| > w;C;, there exists a feasible (SDP-SR) solution with value at least 2/(3 +
V5) C(x).

Proof:

We assume that the SDP vectors belong to the space F (M), which is without loss
generality by Lemma 5.3.1. Let us fix a, 8 as in Lemma 5.4.3, i.e. a? :=2/v/5
and 5 :=1/a — «/2. We now state the dual fitting:

d Uo(ia t) =0 ZkeJ Wk Tik ]l{tf(sik}
. Uij(i/,t) =Wy ]l{tgéi]-} ]l{z-:i/} VJ € J, Vi € Sj
o yji=af (wj Cj(x) + Dj(x)> VieJ

The desired inner products and norms can be computed to be the following, using
essentially the same computations as in the proof of Theorem 5.4.1:

1 1 )
32 lvol|* = 2C(a) — n(x) - a_ﬁ<7j07vij> = ij wy, min{ 0y, dig} T
keJ
1 1 )
o2 H%’Hz = Wj Pij o2 (Vij, Vi) = wj wi min {5, i } Tgiminy.

The second set of SDP constraints is satisfied due to the last computation above
and the fact that o? < 1. The first set of constraints under this fitting gives:

1
Y < wipij — §||Uz‘j|!2 — (o, vij)

a? .
<~ aff (wj Cj(x) + D; (x)) < (1 — ?> wj pij + af ij Wy, Tk, Min{d;5, Oix }-

keJ
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These are satisfied by Lemma 5.4.3, which states that 1 — a?/2 = af3, as well as
the local optimality conditions of Lemma 5.5.1. The objective function can now
be lower bounded as:

3" 05— Sl = aB(20(@) — niw)) - 2

jeJ

(20@:) ()

2
= 2 (20) — () = C(x) (5.5.5)
3+5 3+ f -

where the first equality follows from (5.5.3) and (5.5.4), the second equality follows
from the second property of Lemma 5.4.3 and the inequality follows from n(x) <
C(z). 0

We now show as in [CM22] that one can get an improved bound for the restricted
identical machines setting, denoted by P|M,| > w;C;. The improvement comes
from the fact that for a JumpOpt solution x and an optimal solution x*, we have
n(x) =n(x*) = >_,c; w;p; in this setting. This means that, instead of bounding
n(x) < C(z) in the last step of (5.5.5), we can now use the stronger upper bound

n(x) < Ca).

Theorem 5.5.3. For any JumptOpt local optimum x of the scheduling problem
PIM;| > w;C;, there exists a feasible (SDP-SR) solution with value at least 2/(3+
V5) (2C(z) — C(x*)). By weak duality, this implies that the approvimation ratio
of x is at most (5 +/5)/4 ~ 1.809.

Proof:

By upper bounding n(z) < C(z*) in the last step of (5.5.5), we get the first state-
ment of the theorem. By weak duality, and since the dual solution constructed
is feasible, we get that

2 Clz) _5+5
55 V5 2C(x) — < C’(x*)g 1

5.5.2 An improved local search algorithm

In this subsection, we show how our approach allows to analyze an improved local
search algorithm for R|| >  w;C; by [CGV17] achieving an approximation ratio
of (5+v5)/4+¢e ~ 1.809 + ¢ for every € > 0. To the best of our knowledge,
this is the best currently known combinatorial approximation algorithm for this
problem. We ignore here the issue of the running time and simply analyze the
quality of a local optimum, referring the reader to [CGV17] for further details.
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Let us fix the constant v := (9 + v/5)/19 & 0.591. For each job j € J and an
assignment x, we keep a potential function

fj(gj) = Z Tij <wj Dij + 7y Z W; Wy min{&j? 5@]@} xzk) \V/j e J

ieM k#j

If a job j € J can pick a different machine than the one it is currently on and
decrease its potential function f;(x), then this constitutes an improving move for
the local search algorithm. If several improving moves exist, the algorithm picks
the one giving the largest decrease in f;(z). For a local optimum z, we get the
following constraints:

k#j

As usual with this approach, we first need a small lemma about important con-
stants.

Lemma 5.5.4. Let a, 8,7 > 0 be defined as o®> = (v/5+1)/5, 2 = (v/5—-1)/5
and v = (9 +/5)/19. The following properties hold:

« af/y=1-0a?/2
« aB(2y—1)/y=p5/2
e 208 — B2 =4/(5+5)

Proof:
The proof consists of simple computations and is omitted. These equations can
also be checked on a computer. O

Theorem 5.5.5. For any local optimum x of the above local search algorithm
for R||> w,;C;, there exists a feasible (SDP-SR) solution with value at least
4/(5+/5) C(z).

Proof:

We assume that the SDP vectors belong to the space F(M), which is without
loss of generality by Lemma 5.3.1. Let us fix a, 8,7 as in Lemma 5.5.4. We now
state the dual fitting:

o vo(i,t) = =B ey Wk Tir Li<s,)
o v(7,1) == aw; Lyes ) Lii—iy Vje JVies,;

.« y =2 filx) vieJ



5.5.  Analyzing local search algorithms for scheduling 109

The desired inner products and norms can be computed to be the following, using
essentially the same computations as in the proof of Theorem 5.4.1:

1 1 .
— llvoll? = 2C () — n(x) — ——(vo, vy5) = ij wy, min{dy;, dix } Tk
af
keJ
1 ) 1 .
) ||UU” = Wj Pij @ <vij7 Ui’k:> = W; Wi, Iin {5ij7 52]{3} ]l{z:z’}

The second set of SDP constraints is satisfied due to the last computation above
and the fact that o® < 1. The first set of constraints under this fitting gives:

1
yj < wipi; = 5llvi1* = (o, vig)
aﬂ a? af ,
— fg( z) < (1 - 7) w; pij + -7 > wj wi min{di;, dix} i
ket

These are satisfied by Lemma 5.5.4, as well as the local optimality conditions
(5.5.6). To argue about the objective, it can be checked (through a simple com-
putation that we omit) that:

> filx) =27 C(x) — (27 — 1) n(x).

jedJ

The objective function then becomes:

2
S 0= lll = 2 (22 0@) = (2 = 1) (o)) = 5 (20() ~ ()
jeJ
_ 2
= (208 - #)cto) - (=D - T i)
4
— (208 - 8*)C(a) = — =)
where the two last equalities follow from Lemma 5.5.4. O

We now provide an almost matching lower bound instance, inspired by con-
structions in [CFK*06, CM22]. We believe that the upper bound of (54-/5)/4 =~
1.809 is tight.

Theorem 5.5.6. There exists an instance of R|| > w,;C; with a local optimum
to the above local search algorithm with approximation ratio at least 1.791.

Proof:

Let \ =~ 1.33849 be the positive solution to the equation A\ = 14+~\. We consider
an instance with jobs J = [n] and machines M = [n+ 1]. The weights of the jobs
are defined as wy = X\ and w; = 1/M ! for every j > 2. The feasible machines
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are S; = {j,j + 1} for every j € J with processing times p; 1, p21 = A for the first
job and p;; = N7 p;i1; = M1 for every j > 2.

The feasible solution where each job j gets assigned to machine j has cost
> jes Wi pj; = A+ (n — 1), showing that the optimum solution z* satisfies
Clx*) <n—1+ N\

We now claim that the solution x where each job j gets assigned to machine
7+ 1 is a local optimum. To see this, observe that the first job clearly cannot
decrease his potential function f;(z) since p; 1 = po1 and no other job is assigned
to machine 1 or 2. For j > 2, we have f;(z) = w; pj+1; = A\?. If job j were to be
reassigned to machine 7, then

[i(r—,3) = wj pj; + 7 wj—rwmin{d;; 1,055 = 1+ A,
which shows that x is a local optimum, by definition of X. The cost of this

solution is then ) jen Wi Pj+1,j = nA2. The approximation ratio of this solution
now satisfies

C(ZZ') > n)\2 n—00

A2 & 1.79154.
C(z*) “n—1+ A2

Picking n large enough thus finishes the proof. O

5.6 Weighted affine congestion games

In this section, we consider the classic weighted affine congestion game. The
price of anarchy of this game was settled in [AAE05, CKO05] with a tight bound of
(3++/5)/2 and this bound can also be obtained through a dual fitting argument
on a convex program [KM14]. We show here how to recover this bound in a
simple way through our approach. For simplicity of presentation, we assume
in this section that the Nash equilibria considered are pure, extensions to more
general equilibrium notions can be found in Section 5.8.

The setting is the following. There is a set N of players and a set FE of
resources. The strategy set for each player j € N is denoted by S; C 2% and is
a collection of subsets of resources. Let us also assume that we have unrelated
weights w,; > 0 for every j € N,e € E. Given a strategy profile z, the load of a

resource is given by:
le(x) == Zwej Z Tij.
JEN iESj: ect
The cost incurred by a player j for a pure assignment z is then given by

Cj<5L‘) = inj Zwej (ac le(x) + be)

’iESJ‘ ect
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where a.,b. € R> for every e € E. The social cost then becomes:

Clz) =Y Cj(x) = acle(x)” + be Le(x) (5.6.1)

JEN eclk

where the last equality holds by changing the order of summation and using the
definition of .(x).

The Nash equilibrium conditions imply the following constraints for every
jeE N1 € Sjt

Cj(x) < Z Wej <ae (le(z) + wes) + be> = Z Wej(ae Wej + be) + Z Wej Qe Le(T).

ect ect ect

(5.6.2)

Indeed, if a player j € N decides to switch to a strategy ¢ € S;, then the load on
every edge e € ¢ can go up by at most w,;. The semidefinite relaxation (5.3.2) in
this special case becomes the following, we call it (SDP-CG).

1
max Yy — 3 ool

JEN

1 . .
Yy <D wej(ae we; + be) — 5”%'”2 — (vo,v55)  VjEN,Vi€S;

ect

(Vi vik) 2 e Wej We V(i,j) # (i, k) with j,k € N

e€ing/

Theorem 5.6.1. For any instance of the above game, and any Nash equilibrium
x, there exists a feasible (SDP-CG) solution with objective value at least 2/(3 +

Proof:
The vectors of the SDP will live in the space RE. Let o, 3 > 0 be defined as in
Lemma 5.4.3. We now state the dual fitting:

o vo(e) == —f ac le(x)
o vij(e) == /e Wej Licei Vjie N,ieS,
« yj=apf Cj(z) VjeN
Let us now compute the different inner products and norms that we need.

o Nwoll* =8 Feep ac le(x)* < 52 C(x)

. ||Uij||2 = o Zeei Qe wzj
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* <U07 Uij> = —ap Zeei (e Wej ee(x)
o (Vij, Vi) = o Zeeiﬂi’ Qe Wej Wek

Let us now check feasibility of the solution. The second set of constraints is
satisfied by the fourth computation above and the fact that a? = 2/v/5 < 2.
The first set of constraints is satisfied due to the Nash conditions (5.6.2). Indeed,
under the above fitting, for every j € N,i € §;, the first set of SDP constraints
read:

af Cj(x) < (1-— 042/2) Zae ng + Zw€j b + af Zae Wej Le().

ect ect e€l

If there was a factor of (1 — &?/2) < 1 multiplying the term ) _; we; be, then
this would be equivalent to (5.6.2) because of the first condition of Lemma 5.4.3.
Not having this term only increases the right hand side and thus ensures that
this set of constraints is satisfied, implying that the SDP solution is feasible. The
objective function can now be lower bounded as:

3 2
S0~ Sl = 083 0w) - 2 0t = (aﬂ—— Cr) )
JEN JEN 3+ \/g
where the last equality follows by the second property of Lemma 5.4.3. O

5.7 Recovering the Kawaguchi-Kyan bound for
Pl 22 w;C

In this section, we show that we can recover the optimal bound of (14 +/2)/2 for
the pure price of anarchy of the scheduling game on parallel machines P|| > w;C},
where each machine uses increasing Smith ratios to schedule the jobs. To do so, we
make use of a sequence of reductions to worst-case instances provided in [Sch11].
The first assumption that we can make is that w; = p; for every job j. The
(SDP-SR) dual semidefinite program shown in (5.4.4) and used in Section 5.5 for
R||>" w;C; in this special case becomes the following. We denote the set of jobs
by J and the set of machines by M.

1
manyj - §HUOH2
jeJ
1 . .
yj S p? — §|]vij||2 — <’U0,Uij> VJ - J,Vl & M
(Vij, virk) < pj ok Lg=iny V(i,7) # (7, k) with j,k € J
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Moreover, the reduction in [Schll] states that we may assume the instance
only has two different processing times ,p > 0, where ¢ is an arbitrarily small
constant. Jobs with processing time ¢ are called small jobs, and the total workload
of these jobs is |M|, i.e. the total number of small jobs is |M|/e. Jobs with
processing times p are called large jobs and the total number of large jobs is
k < |M|, i.e. strictly less than the number of machines. In addition, in a pure
Nash equilibrium x:

 All small jobs are started and completed in the interval [0, 1].
o All large jobs are started at 1.

In this reduced instance, it is also possible to get an exact expression for the
optimum solution. In particular, define o := m/(m — k) and 8 := (m + pk)/m,
an optimal solution x* then has cost:

o firen,
‘q;. = .
%(ka + m62) ifp<a

It can then be shown that in both cases C'(z)/C(z*) < (1 + v/2)/2 through a
simple calculus analysis. The reader is referred to [Schll] for details.

We show here that we can construct a feasible dual solution to the SDP
matching the objective value of C(z*), showing that the SDP does not have an
integrality gap on such a reduced instance and thus implying that the price of
anarchy is at most (1 ++/2)/2 by a dual fitting proof.

Theorem 5.7.1. For any instance of the above game on the reduced instance,
there exists a feasible (SDP-SR) solution with objective value C(x*), implying that
the price of anarchy is at most (1 +v/2)/2.

Proof:
The vectors in our dual fitting will live in the space RM. Let us denote the total
number of machines by m = |M]|, and let us set « := m/(m — k). We denote by
1 the all ones vector and by e; the i** standard basis vector.

We now state the dual fitting for the case where p > a:

e vp=—al
o If j is a large job, then set v;; = ae; and y; = p? + o?/2
« If j is a small job, then set v;; = e ¢; and y; = car

Let us check that this solution is indeed feasible. Clearly, if i # i, then (v;;, virg) =
0 by orthogonality of e; and e;. For two jobs j # k, we have that (v;;,vy) <
lvi;]| llvikl] < pjpr where we use Cauchy-Schwarz for the first inequality and the
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fact that o < p if some job is large for the second inequality. This shows that the
second set of SDP constraints is satisfied.

Moreover, the first set of constraints is satisfied as well, as the SDP inequalities
yield y; < p* + o?/2 for large jobs and y; < €%/2 + e« for small jobs, which is
satified by our choice of y;. The objective value of this dual solution is then:

1 a? m 1 m—k
jeZJyj — §HUoH2 =k (p2 + 7) + —ea— §ma2 = kp® + Ta2

where the first equality follows since the number of small jobs is m/e and the last
equality follows by observing that ma = (m — k)a? by definition of «.

For the case where p < «, we define 5 := (m + pk)/m. We now state the dual
fitting:

[ ] UO = —6 ]]_
o If j is a large job, then set v;; = pe; and y; = p*/2+ B p
« If j is a small job, then set v;; = ce; and y; = ¢f8

Similarly to before, the second set of constraints is satisfied by orthogonality of
the standard basis vectors and the fact that ||v;;|| = p; for all jobs (either small
or large). The first set of constraints yields y; < p?/2 + Bp for large jobs and
y; < e?/2+ e for small jobs, which is clearly satisfied by our choice of y;. The
objective value of this dual solution is then:

1 p? m mp3?
Zyj - 5”%”2 =k (5 +ﬁp) + gfiﬁ -

: 2
jeJ
kp? mB? 1
= Bk +m) — " = L )
where the last equality follows by observing that m3? = (m + pk) by the defi-
nition of f. O

5.8 Robust price of anarchy

In this section, we describe how our proofs can be adapted to give bounds on
the coarse-correlated price of anarchy, meaning that we can now generalize our
results by considering coarse-correlated equilibria, instead of mized (or pure) Nash
equilibria.

Let N be a game with a strategy set §; and payoff function C} for every player
7 € N. A distribution o over &1 X --- X §,, is a coarse correlated equilibrium if

Ex[C;(X)] < ExwolCj(X_;,i)] VjeENi€S, (5.8.1)
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Note that this generalizes a mixed Nash equilibrium. In that case, o is a product
distribution, i.e. every player j picks a random strategy independently from its
own distribution, which we denoted by (z;)ies, previously. We note that our
formulas for C;(x) - see for instance (5.4.1) - for non-binary = (i.e. interpreting
x as a collection of probability distributions rather than an integer assignment)
implicitly use this independence assumption, meaning that the current proofs
do not directly go through for coarse-correlated equilibria. Let us first rewrite
(SDP-C) (5.3.2) in a more convenient matrix form for this argument.

1

max Z g0]—§ {0,0}
JEN
1 . .
i < Cug iy — 5 Yiaasy — Yooan VjeENi€S;
Yiay < 2 Clj,irky V(i,j) # (', k) with j,k € N
Y -0

One way to generalize our results is to consider random dual (SDP-C) so-
lutions, i.e. doing a dual fitting on a realization X ~ o, which induces binary
random variables {X;;}jenies; and {Ze;}jenecr. For any price of anarchy dual
fitting argument in this chapter, first replace every occurence of respectively z;;
and z.; by X;; and Z,;, in which case vy and every y; become random variables
(note that every v;; is always deterministic). To get a feasible dual solution, we
now set Y, p := Ex,[(vq, vp)] for every indices a,b as well as ¢; := Ex.,[y; ]

The second set of constraints of (SDP-C) is always satisfied deterministically
in our fittings, while the first set of constraints is satisfied by considering expec-
tations, due to inequality (5.8.1). Moreover, Y is positive semidefinite since it is
a convex combination of positive semidefinite matrices.

We thus get a feasible solution with objective value V' satisfying
V Z pEXNU[C(X)]

for some desired bound p € [0,1]. Since the dual solution is feasible, we have
V < C(z*), where x* is the social optimum. Combining these two equations
gives:

Ex,[C(X)] < ~C(z)

)

hence yielding a bound on the coarse-correlated price of anarchy.
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5.9 Computation of the dual SDPs

5.9.1 Taking the dual

Recall that our primal semi-definite programming relaxation is the following.

min(C, X)
> Xy =1 VieN
ics,
X0y =1
X{o0,i1 = X{ij, ij} Vi€ N,i€S;
Xgij, iy = 0 V(i,7), (i k) with j,k >0
X*=0

It can be easily checked that the following form of semidefinite programs is a
primal-dual pair. The dual variables ();); and (y;); respectively correspond to the
equality and inequality constraints, whereas the matrix variable Y corresponds
to the semidefinite constraint.

min(C, X) max Z bi\;
(A, X) =b; Vi i
(Bj,X) =0 Vj Y=C-) NA =) B,
X =0 ' i

Y =0, p=>0

Observe that our above primal SDP is in fact of that form. Let us denote by
(y;)jen, z and (0i;)jenies; the dual variables respectively corresponding to the
three sets of equality constraints. Let us denote by figjxy = 0 the dual vari-
ables corresponding to the inequality (or non-negativity) constraints. The dual
objective then becomes ZjeN Y + 2.

All the games considered will satisfy the fact that the objective matrix is all
zeros in the first row and column: Cyopy = 0 and Cyg 453 = 0 for every j € N and
i € §;. The dual matrix equality then becomes:

Yooy = —2
Yr{()’ij}:% VJEN,ZGSJ
Yiigisy = Crijigy — Y5 — 0ij — 1.} VjeN,ieS;
Yiijoowy = Clij,oky = Iig, k) V(i,j) # (¢, k) with j, k>0

Note that we can now eliminate the dual variables z and o by the first two
equalities. Moreover, we can eliminate the p > 0 variables by replacing the last
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two equalities by inequalities. Let us now do the change of variable Y/ = 2Y
and let the vectors of the Cholesky decomposition of Y’ be vy and (vij)jen.ics;
meaning that Y, , = (va,v;) holds for all the entries of Y’. The dual SDP in
vector form can then be rewritten as:

1
maXX:?Jj—§||vo||2
JEN

1
Ui < Clijoi) — 5

<vz-j,vz~/k) S 2 C{ij,i’k} \V/(Z,j) 7é (i,7 k?) Wlth j, k’ > 0

||Uij||2 — (o, vij) VieN,ieS;

5.9.2 Specializing it to the different games considered

Let us now describe how the objective matrix C' looks like for the different games
that we need. Recall from Section 5.3.1 that we need to pick a symmetric matrix
C such that C(z) = (C, X) = Tr(CTX) where X = (1,2)(1,2)7 is a binary rank
one matrix and C(z) is the social cost. By definition of the trace inner product,
this is equivalent to:

O(ZL’) = C{()’()} + 2 Z C{Qij} Lij + Z O{m i’k}xij ik -
JENES, JkEN
1€8;,i' €Sy,

Recall also that x?j = x;; since x;; € {0,1}. Hence, if the social cost does not
have constant terms, we will always be able to pick C' such that C{g o = 0 and
Clo,ijy = 0 for every j € N,i € §;, which we do for all the games below.

For the congestion game under the Smith Rule policy, the social cost in (5.4.2)
can be written as:

1 :
C(x) = Z w; Cj(z) = Z Wj Pej Tij + 5 Z w; Wi Min{de;, Oek } Tij Tirk.

jEN jJEN JEN k]
i€S; i€8;,i' €Sk
ect e€ini’

Therefore, the objective matrix C' is the following:
1 .
Cuigisy = Y wipej » Cuijyiny = 5 > wj wy min{e;, der }-
ect ecini’

If one considers the scheduling problem R|| ) w;C; under Smith’s Rule, which is
a special case of the previous setting, then

1 .
C{m ij} — wj pij s C{ij, ik} = 5 wj Wi mm{éij, (5zk} ]1{1:11}

For the congestion game under the Rand policy, the social cost in (5.4.11) gives

5@]'5814:
Oy =D wipey + Cugvny = ) wyw Oej + Ot

ect ecing/
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For the weighted affine congestion game, we have seen that

Clz) =Y Cj(x) = acle(x)” + be Lo(z)

JEN ecll

where (e(2) = 3 oy Wej D, i Tij- The objective matrix in that case is

Clij,ijy = Z Wej(@e Wej +be) ,  Clijiky = Z Qe Wej Wek-

eci eciNi’



Chapter 6

Online load balancing via vector fitting

In this chapter, we show how our SDP dual fitting technique can be adapted to
tightly bound the competitive ratio of online algorithms for two different online
scheduling problems: online load balancing on unrelated machines and online
R|| > w;C; with an optimal ordering on each machine. We recover the best
known competitive ratios for deterministic and randomized algorithms for the first
model. We also show an improved fractional algorithm, along with a matching
lower bound. For the second model, we provide a deterministic and a randomized
algorithm achieving a competitive ratio of 4, and show that this is optimal by
presenting a matching lower bound.

6.1 Introduction

Scheduling a set of jobs over a collection of machines to optimize some objective
function is one of the most important research topics in computer science theory
and practice. In many practical scenarios, decisions must be made without com-
plete knowledge of future events. This motivates the study of online scheduling,
where jobs arrive over time and must be assigned to machines irrevocably upon
arrival, without knowledge of future job characteristics.

In this work, we provide an SDP dual fitting framework to analyze online
scheduling problems whose offline optimal solution can be modeled as a quadratic
integer program. All our algorithms are analyzed in a unified way, by making a
set of constraints correspond to an equilibrium condition satisfied by the online
algorithm at every time step. Similar approaches were developed in [AGK12,
JLM25, IKMP14, GGKS19, GMUX20, IKM17, Jag23, LM22, GKP12] by using
convex programs or time-indexed linear programs. However, to the best of our
knowledge, this is the first time semidefinite programs are used for such argu-
ments.

We apply our technique to two such problems. The first one concerns the
load balancing problem on unrelated machines, where the objective is to mini-
mize the square of the L, norm of the loads of the machines. This problem has

119
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originally been studied in [AAGT95], who showed that the greedy algorithm is
3+2v2 ~ 5.828-competitive. This algorithm is in fact optimal among determinis-
tic algorithms [Car08]. Improving on the greedy strategy by using randomization
was a challenging open question for more than a decade until a 5-competitive ran-
domized algorithm was shown by [Car08], and this is currently the best known
algorithm to date.

We then study the problem of minimizing the sum of weighted completion
times on unrelated machines, denoted as R|| Y w;C;. In the offline setting, this
is in fact only an assignment problem, since the optimal ordering on every machine
is to schedule the jobs according to increasing Smith ratios, defined as the ratio
between the processing time and the weight of a job. We consider an online
model where jobs arrive one by one and need to irrevocably be assigned to a
machine upon arrival. When assigned, a job then enters the schedule in the right
position with respect to the Smith ratio. Equivalently, the arrival order is an
online decision, but the ordering on each machine can be made offline. This
model has previously been studied in [GMUX20].

6.1.1 Owur contributions

Our main contribution of this chapter is to extend the unified dual fitting ap-
proach to online scheduling problems. The Nash equilibria or local optima in-
equalities of the previous chapter are now replaced by inequalities satisfied by an
online algorithm at every time step. Using this structure, we are able to obtain
numerous results in a unified way. To the best of our knowledge, this is the first
time such SDP dual fitting arguments are used in online algorithms.

We first study the online load balancing problem on unrelated machines, where
the goal is to minimize the sum of squares of the loads. We first analyze the greedy
algorithm for a generalized model where each job can be assigned to hyperedges of
machines and show that it is (3 4+ 2+/2) ~ 5.828-competitive, generalizing a result
of [AAGT95]. The greedy algorithm is known to be optimal among deterministic
algorithms, however an improved 5-competitive randomized algorithm has been
shown by [Car08]. We show how to recover this result through our approach, as
well as providing a matching lower bound for any independent randomized round-
ing algorithm. Finally, we provide an optimal 4-competitive fractional algorithm,
along with a matching lower bound.

We then study an online model for the scheduling problem R|| ) w;C;. Each
job arrives online and needs to be assigned to a machine at its arrival by an
online algorithm. When a job is assigned to a machine, it enters the position in
the schedule at the right position with respect to the Smith ratio. Equivalently,
the ordering of the jobs on each machine is an offline decision. It is shown in
[GMUX20] that the greedy algorithm is 4-competitive. We show that this greedy
algorithm can be analyzed through our approach in a more general hypergraph
model and provide an alternative randomized algorithm in the standard model
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achieving the same bound of 4. We also show a matching lower bound, even
against fractional algorithms.

6.1.2 Further related work

In the offline setting, the unrelated machine scheduling problem R|| > w;C; is
APX-hard [HSW98]. Constant factor approximation algorithms are however pos-
sible, with a simple 3/2-approximation achievable by rounding a convex relax-
ation [Sku0l, SS99]. A 3/2 — ¢ approximation for some absolute constant ¢ > 0
has been shown in [BSS16]. Building on this, subsequent improvements have been
made [IS20, 1123, Har24] with the current best (to the best of our knowledge) ap-
proximation algorithm for this problem obtaining a ratio of 1.36 + ¢ [Li24]. In the
special case where Smith ratios are uniform, an improved bound of (1++/2)/2+¢
is known [KST17].

The unrelated load balancing problem to minimize the square of the L, norm
admits an easy 2-approximation by rounding a convex program [AE05]. The best
known approximation algorithm obtains a bound of 4/3 and is given in [11.23]
by using a time-indexed LP and the Shmoys-Tardos rounding algorithm [ST93].
For the more general L, norm with p < oo, [AAG"95] show how to get a ©(p)
approximation. In a breakthrough, [AEO05] improved this to a 2-approximation
by using (again) the Shmoys-Tardos rounding algorithm. Further improvements
have been made in [KMPS09] by a new dependent rounding approach. The L,
norm corresponds to the makespan minimization problem. It is known to be NP-
hard to approximate within a factor of 1.5, and a 2-approximation is given in the
classic result of [ST93].

In the online unrelated setting to minimize the square of the Ly norm, [AAGT95]
show that the greedy algorithm is 3 4+ 2v/2 ~ 5.828-competitive. This was shown
to be a tight bound in [CFKT06] even in the restricted identical machines set-
ting, and this bound is even best possible among deterministic algorithms [Car08].
Improving this bound was an open question for more than a decade until a 5-
competitive randomized algorithm was shown by [Car08]. In fact, this approach
improved the best known bounds for the more general L, norm for many values
of p > 0. Improvements have been made for the unit weight setting on re-
lated machines [STZ04, CFKT06]. In particular, the greedy algorithm is ~ 4.06-
competitive on restricted parallel machines under unit weights [CFK*06].

Many other models of online scheduling of jobs on machines have been studied.
One natural model consists of jobs having a release date and arriving online
at that point in time, where the objective is to minimize an objective function
depending on the weighted flow time of jobs. In this model, strong lower bounds
are known, even for preemptive algorithms [KTW96, GK07, CKZ01]. Given
these lower bounds, such scheduling problems have been considered in the speed
augmentation model, where each machine is allowed to run at a e-fraction faster
speed than the offline optimum [CGKMO09, IM11, KP00a, BP03]. Dual fitting
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approaches on LPs and convex programs for different scheduling problems have
been developed in [AGK12, JLM25, IKMP14, GGKS19, GMUX20, IKM17, Jég23,
LM22, GKP12].

6.1.3 Outline of the chapter

In Section 6.2, we formally introduce the two online problems studied. We then
study the first model in Section 6.3 and the second model in Section 6.4.

6.2 Preliminaries

6.2.1 Problems studied

Online unrelated load balancing. A set of resources E is given. A set of
jobs N arrives online in an adversarial order. Each time a job j € N arrives, it
reveals a subset §; C E of resources it can be assigned to with unrelated weights
w;; > 0 associated with every ¢ € §;. An online integral algorithm needs to
irrevocably pick a resource i € S; to assign that job to. We denote by z;; € {0,1}
the indicator variable of whether the algorithm assigns j to i. The load of a
resource ¢ € F is the total amount of weight assigned to it and is denoted as:

LZ<I> = Zwij Lij-

JEN

Since jobs arrive online, we order them as N = {1,...n}, where job j arrives
before job k if j < k. For each resource i € E, we denote the load over time as

ng)(x) = Zwik ik Vj € N.

k<j

In words, this is the load of a resource after job j arrived. Observe that the final
load is L;(z) = LE") () and we define LEO) := 0 for convenience. The goal of
the problem is to minimize the following objective function, which is the sum of
squares of the loads:

C(z) = Li(x)*

i€l

Online unrelated weighted completion time. A set of resources F is given.
A set of jobs N arrives online in an adversarial order. Each time a job j € N
arrives, it reveals a weight w; > 0, and a subset §; C E of resources it can be
assigned to with unrelated processing times p;; > 0 for every i € §;. Once every
job has arrived, every resource reorders the jobs assigned to it by increasing Smith
ratios d;; := p;;/w;. We denote the order induced by this rule on each resource
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by k <; j (whenever 6;; < d;;), where ties are broken arbitrarily. The completion
time of every job is defined as:

Cj(x) = Z Tij <pij + Zpik $zk)
iESj k=<ij
The goal of the problem is to minimize the sum of weighted completion times:
C(z) =Y w; Cjx).
JEN
6.2.2 Hypergraph generalizations

We also consider the following generalizations of these models.

Load balancing. A generalization of this problem is when each ;7 € N now
has a collection S; C 2F of subsets or hyperedges of resources it can be assigned
to. In that case, we denote by x;; € {0,1} the indicator variable of whether j is
assigned to the hyperedge i € S; and z; = > .. S;eci Lig whether j is assigned to
a hyperedge containing e € E. The load of a resource e is still the total amount
of weight assigned to it:

Le(ZL’> = Zwej Zej = Zwej Z xij'

JEN JEN  i€Sjieci
The goal of the problem is again to minimize Y _p Le(2)*.
Smith’s Rule. Similarly to above, each j € N now has a collection S; C 2F

of subsets or hyperedges of resources it can be assigned to. We denote again
Zej =Y, ies;eci Tij and the completion time of a job is now defined as follows:

Cj(x) = inj Z (pej + Z Pek Zek:)-
i€S; e€i k=ej

The goal of the problem is still to minimize } .y w;Cj(z).

6.3 Online load balancing on unrelated machines

6.3.1 The greedy algorithm

We now consider the following algorithm named GREEDY for the hypergraph
model. Whenever a job j € N arrives, GREEDY picks i € S; (i.e. sets z;; = 1)
which gives the least increase in the global objective function. The key property
of the greedy algorithm is the following lemma.
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Algorithm 6.3.1 Greedy algorithm
when j € N arrives:
Set x;; = 1 for 7 € §; giving the minimal increase in the objective function
return z

Lemma 6.3.1. For any solution (r4)jen,cs, constructed by GREEDY, the fol-
lowing inequalities are satisfied:

Do (@) =3 (L) < D0 (wf +2 L V@) we)  VjENVIES;

eck eck ect

Proof:
Let us fix an arbitrary 7 € N. By definition of the greedy algorithm, whenever
j € N arrives, one has the following inequality:

ST (V@) <Y (Lg*U(g;) + wejﬂ{e@}>2 Vies;.

eckE e€lR

Expanding out the right hand side and rearranging terms gives:

> (LO@) = (L8 N@) < (wgﬂl{eei} +2 L9V (x) wej]l{eei})-
eck eclk eck
O
We will now analyze the competitive ratio of GREEDY through a dual fitting ar-
gument on the following semidefinite programming relaxation that we call (SDP-
LB). This program is a specialization of (5.3.2).

1
max >~ y; — 5 ool
JEN

1 ) .
i <Y wl - §||Uij||2 — (v, vij)  VjEN,Vi€S;
ect

<Uijyvi,k> S 2 Z wej Wek V(Z,j) 7& (7:/, k) with j, k € N

ecing’

We will do the fitting in a way to ensure that the first set of constraints is satisfied
due to the inequalities of Lemma 6.3.1. We first need two constants that will play
a key role in the fitting. The first property will ensure feasibility of the solution,
whereas the second one will be the constant in front of the objective function
determining the competitive ratio.

Lemma 6.3.2. Let o, 3 > 0 be defined as o> = V2 and B = (2 — o®)/a =
(V2 — 1)a. The following properties hold:
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e 1—0a?/2=0aB/2
-« (af=p%)/2=1/(3+2V2)

Proof:
The first property is immediate by definition of 3. The second property consists
of simple computations and is omitted (it can also be checked on a computer). O

Theorem 6.3.3. For any instance of the online load balancing problem, and
any solution (r);en,cs, obtained by GREEDY, there exists a feasible (SDP-LB)
solution with objective value at least

1
e L.(2)%.
3+2\/§e€ZE (%)

By weak duality, this implies that the competitive ratio of GREEDY is at most
3 +2v/2 = 5.828.

Remark 6.3.4. This generalizes the result given in [AAGT95] for the “standard”
online weighted load balancing problem. Moreover, this bound is tight with a
matching lower bound given in [CFK*06] for restricted identical machines. In
fact, it even turns out that this algorithm is best possible among deterministic
(integral) algorithms [Car08].

Proof:
The vectors of the SDP will live in the space R¥. Let o, 3 > 0 be defined as in
Lemma 6.3.2. We now state the dual fitting:

* v(e) == =5 Le(x)
o vi(e) = awej Lieey VjieN,ieS,
=% [Sun (10@) = Do (L @)?] VieN
Let us now compute the different inner products and norms that we need.
lvoll* = 8% Xoeep Le(x)?
Jvil|? = & e w2

(o, vij) = —aB 3 i Wej Le()

o (Vij, Virk) = % Y cimy Wej Wek
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Let us now check feasibility of the solution. The second set of constraints is
satisfied by the fourth computation above and the fact that o® < 2. The first set
of constraints turns out to be satisfied due to the inequalities valid for GREEDY
stated in Lemma 6.3.2. Indeed, under the above fitting, for every j € N,¢ € S;,
the first set of SDP constraints reads:

a? af
< (1 - 7) >+ P S 2w, L)
ect ect

By our choice of fitting for y; and the first property of Lemma 6.3.2, the constant
terms cancel out on both sides of the inequality. These inequalities are then
clearly satisfied by Lemma 6.3.1, since LY “(z) < Le(x). To argue about the
objective function, observe that

Sy = CY S 10wy - X @ @)] = LY L

where the last equality follows from exchanging the summations, observing that
the inner sum is telescoping and that L (z) = L.(x) is the final load on every
resource. The objective function is therefore equal to:

Sl = (- 5) S nbr = s S ke

JEN eck

where the last equality follows by the second property of Lemma 6.3.2. O

6.3.2 An improved randomized algorithm

In this section, we show how to improve on the greedy algorithm in the standard
model using randomization, yielding a 5-competitive algorithm. The algorithm
we use is due to [Car08] and is called BALANCE. Whenever j € N arrives, we
consider the following potential functions f;; : [0,1] — R for every ¢ € S;:

Fis(t) = w? +4w”<E[L§j_1)(X)] +twij). (6.3.1)

The algorithm BALANCE then defines a probability distribution (x;);cs, which
ensures that

Tej >0 = foj(xe;) < fij(wij) Vi e S;.
For convenience, we also let z.; = 0 if e ¢ S;. Observe that this means that for

every e € S; with x.; > 0, we get that f.;(z.;) = A for some constant A\, whereas
fej(zej) > Nif z.; = 0. In particular, we also get the following inequality:

erj fej(xej) S fl](flfl]) VZ € Sj. (632)

eckE
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Algorithm 6.3.2 Waterfilling and independent rounding algorithm

when j € N arrives:
Compute (z;5)ies,; such that », x;; = 1 and (6.3.2) holds
Assign j to i € S;, i.e. set X;; =1 with probability x;;

return X

This holds since the left hand side equals to A, due to ) __pz.; = 1. BALANCE
can be seen as a waterfilling algorithm.

We show how to analyze this algorithm using our dual SDP framework, yield-
ing a simpler proof of this result. We state the result here for the standard model,
meaning that §; C F for every j € N. Observe that now, both indices 7 € §;
and e € FE refer to elements of E. We will use both interchangeably whenever
convenient. In this model, the dual SDP becomes:

1 2
manyj - §HU0H
JEN
1 . .
ngw,?j—§“vij”2—<vo,’0ij> \V/] eN,VZES‘
(Vij, virk) < 2 wij wirg Lgiminy V(i,7) # (¢, k) with j, k € N.

Similarly to the greedy algorithm, we first need a lemma stating key inequal-
ities satisfied by this algorithm. Let us first define

€ € €

09 (x) = E [LV/(X }2 E [£6-Y X)}Q,
AV (z) :=E [LY(X)?] —E[LVV(X)?*]. (6.3.3)

€ €

The first quantity is the difference, after j has arrived, between the squares of the
first moment of the load of a resource e, whereas the second one is the difference
of the second moments. Let us now expand the definition of these terms. Observe
that for every e € E, we have ng)(X) = ngfl)(X) + X.; wej, meaning that the
squares of the random loads vary as follows:

LP(X)? = L D(X)? = Xejwy; +2 LIV (X) Xej we

e

where we use the fact that X ezj = X,j, since it is a binary random variable. The

term AY )(x) is simply the expectation of the above equation and can be written
as follows:

AV (z) = z0j w? ;2 E[LY™(X)] 2ej weg (6.3.4)

e

where we use that E[X,;] = x.; and the fact that BALANCE makes independent
random choices for different jobs, meaning that the random variables LY~ 1)(X )
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and X.; are independent. In addition, we get:

09 (@) = (LY (X)) + ey wey)” — (BILY V(X))

€ €

= gy wl; + 2 E[LY V(X)) 2y we. (6.3.5)

Observe that the only difference between 6 )(x) and AY )(x) is the square for z.;
in the first term, which will crucially be exploited in the following lemma, which
states key inequalities satisfied by BALANCE needed for the dual fitting.

Lemma 6.3.5. For any solution (7;j)jcn,es; constructed by BALANCE, the fol-
lowing inequalities are satisfied for every j € N:

S (09 () + AD(@)) < wh + 4wy B[L(X)]  Vies,
ecE

Proof:
We first compute

09 (x) + AV (x) = wejwe; (wej + wejre; + 4 B[LI(X))]) .

Observe now that ]E[Léj)(X)] = E[ngfl)(X)] + Wejej, which means that we can
upper bound the above by:
09 (@) + AP () < wejwe; (we; + 4 E[LY (X)])
= 2ej (W2 + 4 wey E[LY(X)]) = ej fej(2e))

where we use the definition (6.3.1) in the last equality. By the equilibrium con-
dition (6.3.2), we get:

D (09(@) + AV (@) < fij(zy) VieS;
eeE

Looking again at the definition (6.3.1) finishes the proof. O
We also need a lemma about the right constants for the dual fitting.

Lemma 6.3.6. Let a, f > 0 be defined as o = 24/2/5 ~ 1.265 and [ = /2/5.
The following properties hold:

e 1—0a?/2=0aB/4

e af/4=1/5
Proof:
The proof is immediate. O

We are now ready to analyze BALANCE using our dual fitting approach.
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Theorem 6.3.7. For any instance of the online load balancing problem, and
any solution (v4)jen cs, obtained by BALANCE, there exists a feasible (SDP-LB)
solution with objective value at least

Y B[R],

By weak duality, this implies that the competitive ratio of BALANCE is at most 5.

Proof:
The vectors of the SDP will live in the space R¥. Let o, 3 > 0 be defined as in
Lemma 6.3.6. We now state the dual fitting:

o vp(e) ;== =B E[L(X)]
o v(e) == awe Liemyy VjeN,ieS,

=t Seew (V@) + AV (@) Vj € N.

Let us now compute the different inner products and norms that we need.

lvoll> = 87 > BIL(X)  Jloyl* = o® w},
eeFE
<U(), Uij) = —Ozﬁ wij E[LZ(X)] <'Uij7 Ui’k> = O_/2 wij Witk ]l{l:z’}

The second set of constraints of the SDP is satisfied due to the last computation
above and the fact that a? = 8/5 < 2. The first set of constraints under the
above fitting reads:

1
y; < wp; — QH%sz — (vo, vi)

— % > (09 (x) + AP (2)) < (1 — %2) w} + % 4w;; B[L;(X))].

Observe that 1 — a?/2 = a3/4 = 1/5 by Lemma 6.3.6, meaning that this set
of constraints is now satisfied by Lemma 6.3.5. To argue about the objective
function, observe that

W éZZN (9(0) + 80(2) = 5 32 (BILOP + B[]

by the definition of the moment increments in (6.3.3) and the fact that the sum
is telescoping. Hence, the objective function is

2
S gl =0~ 3 BILXOP = £ SO E[L(x)]
JEN JEN eckl eck

where the second equality follows from 3%/2 = 1/5 since the definition of 3 states

B=1/2/5. O
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6.3.3 An optimal fractional algorithm

In this section, we show how to get a 4-competitive optimal fractional algorithm.
The algorithm is still of waterfilling type but with the following potential functions
fij 1 10,1] = R for every i € S;:

Fit) = 2w, (ng‘”(x) ti wij) . (6.3.6)

We call the following algorithm FRACBALANCE.

Algorithm 6.3.3 Optimal fractional waterfilling algorithm

when j € N arrives:
Compute (zj)ies; such that (6.3.2) holds for the new definition of f;;
return r

At every time step 7 € N, let us denote the increments as
6V (z) = LY (x)? — LU=Y(2)* Ve € E.

This is in fact exactly the same formula as for the increment of the square of the
first moment in the randomized integral case. However, the key difference here is
that the total cost is now also determined by summing up these increments:

S L@’ =3 Y (@)

eck eck jEN

Lemma 6.3.8. For any solution (2;;)jen.es, constructed by FRACBALANCE, the
following inequalities are satisfied for every j € N:

> 69(z) < 2wy Li(z)  ViES;

eckE

Proof:

Let us compute:
00 (x) = (LY™V(2) + wejwe;)” — LIV (@)? = gy wey (2 L9 (2) + 2ejwe)
S Tej fej(xej)'
By the equilibrium condition (6.3.2), we get:
> 69(x) < fijlwiy) Vi€S;
eck

By definition of f;; given in (6.3.6), we then get that for every i € S;:

fij(wij) =2 wij (ng_l) (ZL’) + xij wij) =2 wij LEJ) (l’) S 2 wij Lz(l')
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Theorem 6.3.9. For any instance and any solution (v4)jenics, obtained by
FRACBALANCE, there exists a feasible (SDP-LB) solution with objective value at

least )
1 Z Le(x)?

eck

By weak duality, this implies that the competitive ratio of FRACBALANCE is at
most 4.

Proof:
The vectors of the SDP will live in the space R¥. Let a = V2 and b= 1/\/5
We now state the dual fitting:

* vo(e) == —f Le(x)
o vij(e) == awe; Lie—yy Vje N,ieS,
© Y= 5 Yeepdd (@) ¥j €N
Let us now compute the different inner products and norms that we need.
[vol|* = Z Le( o |* = 2w}
ecE
<U0, Uij> = —Wyj LZ(ZL‘) <Uij7 Uz"k> =2 Wij Witk l{z:z/}

The second set of constraints of the SDP is satisfied due to the last computation
above. The first set of constraints under the above fitting reads:

1
yj < wiy = Sllvgll* = (o, vig) 25 ) < wij Li(x).
eck
These are clearly satisfied by Lemma 6.3.8. The objective function now becomes:

S glleol? = 5 3 el — 1 30 Ll = ¢ 3 Ll

JEN eeE eckE eeE

6.3.4 A lower bound for fractional algorithms

In this section, we show that our fractional algorithm is optimal by providing a
matching lower bound against any fractional algorithm.

Theorem 6.3.10. For any € > 0, there exists an online instance to the on-
line unrelated load balancing problem such that any fractional algorithm has a
competitive ratio of at least 4 — €.
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Figure 6.1: Illustration of the instance and of the weight distribution (for n = 10).

Proof:

Let n € N, the instance will satisfy £ = N = [n]. Consider a uniformly at random
permutation o : [n] — [n] of the resources. The feasible resources for every job j
will now be:

S;={o(i):j<i<n} Vi € [n].
Consider the function f : [0,1] — R defined as f(x) = 1/4/1 — x. The weights of

the instance are then defined as
j—1 )
wej:wj:f T VJEN,VQGSJ'.

Observe that the weights do not depend on the resource/machine, meaning that
the lower bound will hold even in the restricted identical machines setting. To
simplify computations, we will below often use the following lower and upper
approximations of a sum by an integral for an arbitrary increasing function g :
[0,1] - R and any k& < n:

(k=1)/n 1<~ (i—1\ 1 (k-1 (k=1)/n
dr < — < — dx. (6.3.7
[ i<t Yo (S < ta (P [ swe 63)

i=1

Consider the solution z* where each job j € N is assigned to o(j) € E. This
is in fact the optimal offline solution with value:

- * & 1—1 2 n—1 2 (n—1)/n
;Lz(l’)?:;f( " ) Sf( - ) +n/0 f(a)? do

(n—1)/n 1 1
:n+n/ d:z::n—l—n(log(l)—log(—)>
0 11—z n

=n (log(n) + 1). (6.3.8)

Let us now fix an arbitrary deterministic online fractional algorithm A gen-
erating a solution that we will denote by x. At the arrival of j € N, due to the
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random permutation, we have that E[z,(;) ;] = E[zs) ] for every 4,7 > j. Since
the fractional algorithm exactly sends a total fractional value of one, we get that:

1

E[xo(i),j] = m Vi e {j, - ,n}.

We therefore get that for every i € F:
i o O f(a)
E[Loi ]:EME m--:E . > ——d
()(m) j:1w()’] [x()d] j:lf( n )n_]-i-l_/o 1—2:x

(i-1)/n 3/2 2 (i—=1)/n i—1
= 1—2)7?dx = =2 — 2.
/0 ( ) % 0 / < n )

l1—=x

By using Jensen’s inequality, we can now lower bound the value obtained by the
algorithm:

é;E[LWx@ﬂ;zé;E[Lmﬂmfzzé;(2f<i;1)—2)2

24§;<f(i;1)2—2f<i;1)>
>dn / o (F@)? = 2f(2))da

= 4nlog(n) — 16n (1 — \/%) . (6.3.9)

We thus easily see that the competitive ratio tends to 4 from below when tending
n to infinity. For a fixed € > 0, picking n to be large enough finishes the proof. O

6.3.5 A lower bound for independent rounding algorithms

In this section, we show that any randomized algorithm making independent
random choices for each job j € N cannot be better than 5-competitive. This
shows that Algorithm 6.3.2 is optimal for this class of randomized algorithms.

Theorem 6.3.11. For any e > 0, there exists an instance to the online unrelated
load balancing problem such that any randomized algorithm making independent
random choices for every job has a competitive ratio of at least 5 — ¢.

Proof:
Let us fix such a randomized algorithm A. The instance is exactly the same
as in the proof of Theorem 6.3.10. Let us denote by X;; € {0,1} the indicator
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random variable of whether j is assigned to i. Note that we now have two sources
of randomness: both the random permutation and the random choices of the
algorithm. The cost of a randomized algorithm can be written as follows:

S E[Li(X)Y] =Y E[L(X) + ) Var[L(X
i€E i€k i€k
where the expectation is both over the random permutation and the random

choices of the algorithm. Now note that, for a fixed permutation o, we can
interpret x,(;); = E[X i),;] as a fractional algorithm, where the expectation is

only over the random choices of A. By (6.3.9), we then have that

STEL(X) =Y E [Low(X)]” > 4nlog(n) — 16n (1 — \/%) . (6.3.10)

S S
For the second term, note that

D Var[Li(X)] =Y ) wjwy (E[Xinik] — E[Xij]E[XikD

i€k i€E j ke N

= 3> w? (LX) - ELX,P?)

i€l jEN

where the last equality uses E[X;;X;;] = E[X,;|E[X;] for j # k, due to our
independence assumption. Let us first compute a lower bound for the first term:

S W BX = S w? _Zf( >22n/o(n_l)/nf(x)2d:v:nlog(n)

i€l jEN JEN

where we use ) ., E[X;;] = 1 for the first equality and the approximation (6.3.7)
for the inequality. Note that at the arrival of 7 € N, due to the random permu-
tation, we have:

1
n—j+1

Therefore, we can upper bound the second term as follows:

SN w2 = S w2 SR X —nzz n—j+1

E[Xo3) ] = k= [Zo(i),5] = Vie{j,...,n}.

i€E jEN JEN 1€EE j=1 i=j
_ 1 1 7P
=n —— =" — < —n
;(n—j+1)2 ;ﬂ 6

where the last inequality uses that » 7%, 1/5% = 7%/6. We thus have that

ZVar[Li(X)] > nlog(n) — %Qn (6.3.11)

el
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We have seen that the optimal solution has cost n(log(n) + 1) in (6.3.8). Hence,
by (6.3.10) and (6.3.11), we see that the competitive ratio tends to 5 as n tends
to infinity. O

6.4 Online scheduling under Smith’s Rule

6.4.1 The greedy algorithm

We consider and analyze the algorithm GREEDY for the hypergraph model.
Whenever a job j € N arrives, GREEDY picks i € S; (i.e. sets z;; = 1) which
gives the least increase in the global objective function. The key property of the
greedy algorithm is the following lemma. We denote by C¥)(z) the total cost of
the algorithm after arrival of job j € N.

Lemma 6.4.1. For any adversarial instance of the above online scheduling prob-
lem, and any solution (2;;)jen ies; obtained by GREEDY, the following inequalities
are satisfied for all j € N:

C’(j)(x) - C(j_l)(:v) < Z (wj Pej + Z w; wy, min{dej, der } zek) Vi e S;.
ect k<j

Proof:

Consider the online arrival of j € N. At that moment in time, the total cost

summed over all resources is CU~Y(z). Let us analyze the increase in cost if j

were to pick any ¢ € §;. For every resource e € i, the weighted completion time

of j gives a contribution of

Wj (pej+ Z Dek Zek)-

k<jk<ej

Moreover, the only jobs for which the completion time is modified on that resource
are the already arrived jobs k < j assigned to that resource which have a higher
Smith ratio, since their completion time is pushed further by p.; due to the
entrance of j. Hence, the increase in objective due to those jobs is:

g W, Pej Zek-
kSJ7k>5J

Now, observe that by definition of the Smith ratio d.;, = per/wy, the total increase
in objective on every resource e € i (i.e. the sum of the two above quantities) can
be written as:

Wj Pej + Z wj wy, MIn{dej, Ok} Zek Ve € 1.
k<j
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The total increase in cost then sums this quantity over every resource e € 1.
By definition, GREEDY will pick ¢ € §; which gives the smallest increase in the
objective function, leading to the statement of the Lemma. O

We are now ready to analyze the competitive ratio of GREEDY. We will do
so by doing a dual fitting argument on the following semidefinite program, which
we used extensively in the previous chapter, and which we called (SDP-SR).

1
maXZyj — 5y|uo|y2 (6.4.1)
JEN
<D WP — mju (v, Vi) VjeN,Vies,
ect
(i, ) <Y wjwy, min {5, Ger} V(i j) # (i, k) with j,k € N
ecini’

Theorem 6.4.2. For any instance of the above online scheduling problem, and
any solution (r4)jen,cs, obtained by GREEDY, there exists a feasible (SDP-SR)
solution with objective value at least C(x)/4. By weak duality, this implies that
the competitive ratio of GREEDY is at most 4.

Proof:
We assume that the SDP vectors live in the inner product space F(E), which is
without loss of generality by Lemma 5.3.1. Let us fix § = 1/2, we now state the
dual fitting for (SDP-SR):

° U()(@, t) = _B ZkeN Wk Zek ]l{tg(sek}

o viile,t) = w; Lieeiy Loy VjeNVies;
.y =8 (c(ﬂ (z) c(jfﬂ(g;)) Vj € N.

Let us now compute the different inner products and norms that we need to argue
feasibility of the solution. For a job j € N and a strategy i € §;, we have

|UU||2 Zw Ocj = ij Dej-
ect eci

In addition, for any (7, ) # (¢, k) with j,k € N, we have

<Uij7vz'k ijwk]l{e@}]l{eez’}/ ]l{t§5ej}]l{t§5ek}dt = Z W; Wk min {5€j756k}

eck ecinNi’

(6.4.2)
and observe that this tighly satisfies the second SDP constraint. Finally,

<007 Uzg - _ﬁ Z Z Wj; W Zek mln{66j7 6619}

eci keN
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Let us now check that this is a feasible solution to (SDP-SR). The second set of
constraints is satisfied due to (6.4.2). The first set of constraints under the above
fitting becomes:

IS ij DPej — |UZJ|| (vo, v4j)

ect

= 8 <C'( (z) — =1 ) Zw] Dej + BZ Z Wj Wy Zep MIN{0e;, der }-

eci ect keN

By the choice 8 = 1/2, these inequalities are satisfied by Lemma 6.4.1, implying
that the fitted solution is feasible.
Let us now argue about the objective function. Let us denote

- ZZw] Pej Zej-

ecE jeN

For the norm squared of vy, we get

1 (o)
7 looll> =D > wj wy 2z Zek/o Li<ooyLpss.,y dt

eckE jkeN
= E E WjWZej Zer MIN{0ej, Ok }
eckE jkeN
2 2
= E E W Zg; Oej + 2 g g W Wk Zej ZekOck
ecE jEN e€E jEN,k<cj
— D)) . A
- Wj Pej Zej Wy Pek Zej ek
e€E jEN e€E jEN k<cj
=2C(z) — n(x). (6.4.3)

The last equality uses the definition of the Smith Ratio é.; = p.;/w;, whereas the
last inequality follows from the fact that 22, = z; (since z; € {0,1}) as well as
the definition of the total cost (5.4.2). The sum of the y variables becomes:

Sui=8Y (CO@) = CU (@) = BCW () = B C(x)

JEN JEN

where the second equality uses the fact that the sum is telescoping. The objective
function of this SDP can now be lower bounded using (6.4.3):

S 05— Hll? = BC() - i) + 2 1) - ) ), L

jed
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6.4.2 An alternative randomized algorithm

In this section, we provide an alternative 4-competitive randomized algorithm for
the online problem R|| > w;C}, for which the (SDP-SR) relaxation specializes as:

1
max >~ y; — 5 ool
JEN

1 ) .
yj < wipiy = 5 llvil* = (o, vig) VjeNVies,;
(Vij, Virg) < wj wy, min{dz, O b Lg=iny V(i,j) # (i, k) with j, k € N.

Since we are now considering a randomized algorithm, we will refer to X;; € {0,1}
as the binary random variable indicating whether 7 € N is assigned to ¢ € E.
Moreover, we will refer to z;; := E[X;;] € [0, 1] as the probabilities defined by the
algorithm. The random completion time of a job j € N is thus

C(X) = Z Z pik Xij Xig-
i€E k=]
The total cost is the sum of weighted completion times:
jEN i€E jENk=ij
We can split this cost on a machine by machine basis by defining:
JENk=ij

Clearly, we have that C(X) = >, _p L;j(X). Since the jobs arrive online, we
denote them as N = {1,...,n}, where job k arrives before job j if k < j.

Let us now describe the algorithm. Whenever j € N arrives, we consider the
following potential functions for every i € S;:

fij (t) = ’LU]' pi]’ + 2 (t wj pij + Z ’U)j Wy min{éij, 5zk} :L‘Zk) . (646)
k<j

We now consider a waterfilling type of algorithm, described in Algorithm 6.4.1,
which defines a probability distribution (z;;)ics, ensuring that

Tej >0 = fej(ze) < fij(zyy)  VieS;.

For convenience of notation, we also let z.; = 0 if e ¢ S;. Observe that this
means that for every e € S; with x.; > 0, we get that f.;(z.;) = A for some
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constant A\, whereas fe;(z.;) > A if z,; = 0. In particular, since Zeesj Tej = 1,
we also get the following equilibrium inequality:
Zl’ej fej(xej) S fm<l’”) Vi € Sj. (647)

ecE

Once the algorithm has constructed the distribution (z4;);cs;, it simply randomly
samples a machine from this distribution to assign the job to. Note that the
random decisions are independent for any two jobs j # k.

Algorithm 6.4.1 Waterfilling and randomized rounding

when j € N arrives:
Compute (zj)ies, such that ). z;; = 1 and (6.4.7) holds
Assign j to i € S;, i.e. set X;; = 1 with probability x;;

return X

By a slight abuse of notation, let us denote the expected cost per resource
1€ F as
Li(x) :=E[L(X)] = Y w;pasE[X;; X (6.4.8)
JENk=;j

and let us also define the following quantity for every i € E:

Fy(z) = Z Wj Pik Tij Tik- (6.4.9)

JENk=ij

Since the algorithm makes independent choices for any two jobs j # k, meaning
that E[X;; Xix] = E[X;]E[Xk] = @iz, the only difference between L;(x) and
F;(x) occurs when j = k, in which case we respectively get a contribution of

Let us now define Ll(j)(x) and Fi(j)(m) to be the expressions (6.4.8) and (6.4.9)
for the assignment z after an online job j has arrived (i.e. where z;, = 0 for every
k > j and every i € M). We now define the increments over time of these two
quantities as:

0 (z) = FP(2) — FV V(@) and AY(z) := LY (2) — LYV (x).

We are now ready to state key inequalities satisfied by our algorithm which will
be needed for the dual fitting.

Lemma 6.4.3. For any solution (v);en,ics, constructed by Algorithm 6.4.1, the
following inequalities are satisfied for every j € N:

Z (5£J) (.T) + Agj)<l’>) S U}j pij + 2 Z U)j W min{(SZj, dm} Tik VZ € Sj.

ee M keN
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Proof:
Let us first understand how the cost increases when j € N is assigned to ¢ € F
by the algorithm. The weighted completion time of j increases the cost by:

wj<pij+ Z pisz‘k:>-
k<jk<ij

Moreover, the completion time of the already arrived jobs assigned to that ma-
chine coming after j in the ordering of that machine (i.e. with a higher Smith
ratio) is increased by p;;, leading to an increase in the objective of

g Wy, Pij Xik-
k<jiksij

The total increase in cost (i.e. the sum of the two above quantities) can be written
succinctly as follows:

w;pij + Z wjwy min{dy;, dix § X
k<j

Using that, we can see that the increments become:

AD(3) = 20 | Wy pej + Z wjwy, min{d.;, 5ek}xek> ,

k<j

523‘)(35) = Zej | W) Pej Tej + Z wjwy, min{d;, 5ek}xek>

k<j

= Tej Z wjwy, min{d;, 5ek}xek>
k<j
where the last equality follows from w;p.; = w]z dej. From the above two equations,

we see that 5§j)(x)+A£j) () < x¢j fej(2e;), by definition of (6.4.6). The equilibrium
condition (6.4.7) then tells us that

Z (69 (z) + AV (2)) < Ziﬁej fei(xej) < fij(wi;) VieS;.

eclk eelE

Looking again at the definition (6.4.6) completes the proof of the lemma. O

We are now ready to analyze the competitive ratio of the algorithm in this
model.

Theorem 6.4.4. For any online instance and any solution () en ics, obtained
by Algorithm 6.4.1, there exists a feasible (SDP-SR) solution with objective value
at least E[C(X)]/4. By weak duality, this implies that the competitive ratio of the
algorithm is at most 4.
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Proof:
We assume that the SDP vectors belong to the space F(E), which is without loss
of generality by Lemma 5.3.1. We now state the dual fitting:

o wo(it) == =5 Dpen Wi Tik D<o,
o (7, 1) == wy Ly<s 3 L—iny Vj e N,Vie S,
T D <5£” () + AY (x)) Vj e N.

The desired inner products can be computed to be the following, using essentially
the same computations as in Theorem 5.4.1:

1 .
(o, vij) = =3 > wjw min{0;;, 0} wak,  vig|* = w; pig
keN

1 _ .
HU()H2 = Z Z U)j Wp mln{@j, 5zk} xij Tik <Uij7 Ui’k> = wj Wy MIin {5ij> 61]6} ]1{121/}
j,keEN

The second set of SDP constraints is tightly satisfied due to the last computation
above. The first set of constraints under this fitting gives:
1 2
Yi < wipij = gllvigll® = (vo, vij)

1 - . 1 1 ,
= 7 e%\; (5£J)(x) + Agﬂ)(x)) < 5 Wi Pij + 3 keZij wy, min{d;;, 0 } i

These are now satisfied by Lemma 6.4.3. To argue about the objective, observe

that
Su= S (09 + AP@) = 1 3 (L) + E2)

JEN eeM jeN eeM

by using the definition of the increments and the fact that the sum is telescoping.
In addition,

1 . 1
lvo|* = 2 Z wj wy, min{d;;, 9} iy T < 5 Z F.(x).
J,keN eeM
Hence, the objective can be lower bounded as:

Zyj—%||vo||2 > }1 S <Le(x)+Fe(x)>—i Y Fi2) = ;1 > Le(x) = %E[C(X)]-

JEN eeM eeM

O
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6.4.3 A matching lower bound

In this section, we prove a matching lower bound even against fractional algo-
rithms for this model. To do so, we will use the hard instance constructed for
the unrelated load balancing problem in Theorem 6.3.10. We now describe the
intuition of how the two models are related in the restricted identical machines
setting, meaning that w;; € {w;, co}. Given an instance and a fractional solution
z € [0, 1]*N the square of the Ly norm of the loads is:

CE () =) (Z wj%) 2 :

€M \jeEN

Consider now the same instance in the second model under uniform Smith ratios,
meaning that the processing times are set to p;; = w, for every ¢ € §;. Given a
fractional solution z, the cost in this model can be computed to be:

COR () = = COD(2) + 33 w? <:cw - ) (6.4.10)

€M jeEN

The idea of the proof will now be to modify the instance in Theorem 6.3.10 in
order to make the second term above negligible.

Consider the instance Z constructed in Theorem 6.3.10. We now consider a
modified instance Z(t), which for each job j € N, has t € N copies of the same
job arriving consecutively, all of which have the same feasible machines. These
copies of a job j are denoted as K(j). Moreover, for every k € K(j), we set the
weight to be wy = w;/t. The new set of jobs is denoted by N = Ujen K (7).

Lemma 6.4.5. For a fractional solution y € |0, 1]MXN to Z(t) and a fractional
solution x € [0,1]""N to T satisfying 3 cpc(; Yir = t iy for every j € N and
every i € M, we have

1 1
CER (y) = 5 CEB) (z) + O (;) .

Proof:
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By (6.4.10), we have that

5 (55 ) o )

€M \ jEN keK(j) i€M jEN keK(j)

-3 zwfzym B 5 (i)

€M \JEN keK(j €M jEN keK(j)
1
:55 ij'l'ij + - Ew——g Ew E yzk
€M \jEN ]GN €M jeN kEK(j

1 1
_ 1. as 1
20 (x)+0(t).

Theorem 6.4.6. For any € > 0, there exists an online instance to the online
scheduling problem under Smith’s Rule such that any fractional algorithm has a
competitive ratio of at least 4 — ¢.

Proof:

Note that we can easily convert a solution z of Z into a solution of Z(t) by setting
Yir = ;5 for every job k € K(j). By Lemma 6.4.5, this shows that the optimal
solution y* of instance Z(¢) has cost at most

C(SR) (y*> <

) +0(§) = g ot + 1) +0 (5)

N | —

where z* is the optimal solution on instance Z whose cost we computed in
(6.3.8). Conversely, we can convert a fractional solution y obtained by an ar-
bitrary online algorithm on Z(¢) to a solution generated online on Z by setting
Tij = D per () Yin/t- By (6.3.9), the cost of that solution on Z is at least:

n

CEB) () > 4nlog(n) — 16n (1 - l) :

By Lemma 6.4.5, we have that any online fractional algorithm incurs a cost of at

least CR(y) > % <4n log(n) — 16n (1 - \/%)) o) G) |

Hence, by letting n and ¢ tend to infinity, we get the proof of the theorem. O






Chapter 7

A faster algorithm for explorable heap
selection

In this chapter, we study the explorable heap selection problem. The goal is to
find the nth smallest value in a binary heap, and the complexity of the algorithm
is measured by the total distance traveled in the tree, with each edge having
unit cost. This problem was introduced by Karp, Saks and Widgerson [KSW8&6],
who gave deterministic and randomized n exp(O(y/logn)) time algorithms using
O(log(n)?®) and O(y/logn) space respectively. We present a new randomized
algorithm with running time O(nlog(n)?) against an oblivious adversary using
O(logn) space, substantially improving the previous best randomized running
time at the expense of slightly increased space usage.

7.1 Introduction

Many important problems in theoretical computer science are fundamentally
search problems. The objective of these problems is to find a certain solution
from the search space. In this chapter, we analyze a search problem that we call
explorable heap selection. The problem is related to the famous branch-and-bound
algorithm and was originally proposed by Karp, Saks and Widgerson [KSW86]
to model node selection for branch-and-bound with low space-complexity. Fur-
thermore, as we will explain later, the problem remains practically relevant to
branch-and-bound even in the full space setting.

The explorable heap selection problem! is an online graph exploration problem
for an agent on a rooted (possibly infinite) binary tree. The nodes of the tree
are labeled by distinct real numbers (the key values) that increase along every
path starting from the root. The tree can thus be thought of as a min-heap.
Starting at the root, the agent’s objective is to select the n'" smallest value in
the tree while minimizing the distance traveled, where each edge of the tree has

L [KSW86] did not give the problem a name, so we have attempted to give a descriptive one
here.

145
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unit travel cost. The key value of a node is only revealed when the agent visits
it, and thus the problem has an online nature. When the agent learns the key
value of a node, it still does not know the rank of this value.

The selection problem for ordinary heaps, which allow for random access (i.e.,
jumping to arbitrary nodes in the tree for “free”), has also been studied. In this
model, it was shown by [Fre93] that selecting the n'® minimum can be achieved
deterministically in O(n) time using O(n) workspace. We note that in both
models, €2(n) is a natural lower bound. This is because verifying that a value £
is the n'® minimum requires ©(n) time — one must at least inspect the n nodes
with value at most £ — which can be done via straightforward depth-first search.

A simple selection strategy is to use the best-first rule?, which repeatedly
explores the unexplored node whose parent has the smallest key value. While
this rule is optimal in terms of the number of nodes that it explores, namely
©(n), the distance traveled by the agent can be far from optimal. In the worst-
case, an agent using this rule will need to travel a distance of ©(n?) to find the
n'™ smallest value. A simple bad example for this rule is to consider a rooted tree
consisting of two paths (which one can extend to a binary tree), where the two
paths are consecutively labeled by all positive even and odd integers respectively.
Moreover, the space complexity becomes 2(n) in general when using the best-first
rule, because essentially all the explored nodes might need to be kept in memory.
We note that irrespective of computational considerations on the agent, either
in terms of working memory or running time restrictions, minimizing the total
travel distance in explorable heap selection remains a challenging online problem.

Improving on the best-first strategy, Karp, Saks and Wigderson [KSW86] gave
a randomized algorithm with expected cost n-exp(O(y/log(n))) using O(1/log(n))
working space. They also showed how to make the algorithm deterministic using
O(log(n)?®) space. In this work, our main contribution is an improved random-
ized algorithm with expected cost O(nlog(n)?) using O(log(n)) space. Given the
Q(n) lower bound, our travel cost is optimal up to logarithmic factors. Further-
more we show that any algorithm for explorable heap selection that uses only s
units of memory, must take at least n - log,(n) time in expectation. An interest-
ing open problem is the question whether a superlinear lower bound also holds
without any restriction on the memory usage.

To clarify the memory model, it is assumed that any key value and O(logn)
bit integer can be stored using O(1) space. We also assume that maintaining the
current position in the tree does not take up memory. Furthermore, we assume
that key value comparisons and moving across an edge of the tree require O(1)
time. Under these assumptions, the running times of the above algorithms happen
to be proportional to their travel cost. Throughout this chapter, we will thus use
travel cost and running time interchangeably.

2Frederickson’s algorithm [Fre93] is in fact a highly optimized variant of this rule
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Motivation. The motivation to look at this problem comes from the branch-
and-bound algorithm. This is a well-known algorithm that can be used for solving
many types of problems. In particular, it is often used to solve integer linear
programs (IPs), which are of the form argmin{c'z : # € Z" Az < b}. In
that setting, branch-and-bound works by first solving the linear programming
(LP) relaxation, which does not have integrality constraints. The value of the
solution to the relaxation forms a lower bound on the objective value of the
original problem. Moreover, if this solution only has integral components, it
is also optimal for the original problem. Otherwise, the algorithm chooses a
component z; for which the solution value Z; is not integral. It then creates two
new subproblems, by either adding the constraint z; < |Z;| or x; > [#;]. This
operation is called branching. The tree of subproblems, in which the children
of a problem are created by the branching operation, is called the branch-and-
bound tree. Because a subproblem contains more constraints than its parent, its
objective value is greater or equal to the one of its parent. The algorithm can
also be used to solve mixed-integer linear programs (MIPs), where some of the
variables are allowed to be continuous.

At the core, the algorithm consists of two important components: the branch-
ing rule and the node selection rule. The branching rule determines how to split
up a problem into subproblems, by choosing a variable to branch on. Substan-
tial research has been done on branching rules, see, e.g., [LS99, AKMO05, LZ17,
BDSV18].

The node selection rule decides which subproblem to solve next. Not much
theoretical research has been done on the choice of the node selection rule. Tra-
ditionally, the best-first strategy is thought to be optimal from a theoretical
perspective because this rule minimizes the number of nodes that need to be
visited. However, a disadvantage of this rule is that searches using it might use
space proportional to the number of explored nodes, because all of them need to
be kept in memory. In contrast to this, a simple strategy like depth-first search
only needs to store the current solution. Unfortunately, performing a depth-
first search can lead to an arbitrarily bad running time. This was the original
motivation for introducing the explorable heap selection problem [KSW86]. By
guessing the number N of branch-and-bound nodes whose LP values are at most
that of the optimal IP solution (which can be done via successive doubling), a
search strategy for this problem can be directly interpreted as a node selection
rule. The algorithm that they introduced can therefore be used to implement

branch-and-bound efficiently in only O ( log(N )) space.

Nowadays, computers have a lot of memory available. This usually makes
it feasible to store all explored nodes of the branch-and-bound tree in memory.
However, many MIP-solvers still make use of a hybrid method that consists of
both depth-first and best-first searches. This is not only done because depth-first
search uses less memory, but also because it is often faster. Experimental studies
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have confirmed that the depth-first strategy is in many cases faster than best-
first one [CP99]. This seems contradictory, because the running time of best-first
search is often thought to be theoretically optimal.

In part, this contradiction can be explained by the fact that actual IP-solvers
often employ complementary techniques and heuristics on top of branch-and-
bound, which might benefit from depth-first searches. Additionally, a best-first
search can hop between different parts of the tree, while a depth first search
subsequently explores nodes that are very close to each other. In the latter case,
the LP-solver can start from a very similar state, which is known as warm starting.
This is faster for a variety of technical reasons [Ach09]. For example, this can be
the case when the LP-solver makes use of the LU-factorization of the optimal basis
matrix [MJSS16]. Through the use of dynamic algorithms, computing this can be
done faster if a factorization for a similar LP-basis is known [SS93]|. Because of
its large size, MIP-solvers will often not store the LU-factorization for all nodes
in the tree. This makes it beneficial to move between similar nodes in the branch-
and-bound tree. Furthermore, moving from one part of the tree to another means
that the solver needs to undo and redo many bound changes, which also takes
up time. Hence, the amount of distance traveled between nodes in the tree is a
metric that influences the running time. This can also be observed when running
the academic MIP-solver SCIP [Gle22].

The explorable heap selection problem captures these benefits of locality by
measuring the running time in terms of the amount of travel through the tree.
Therefore, we argue that this problem is still relevant for the choice of a node
selection rule, even if all nodes can be stored in memory.

Related work. The explorable heap selection problem was first introduced in
[KSW86]. Their result was later applied to prove an upper bound on the parallel
running time of branch-and-bound [PPSV15].

When random access to the heap is provided at constant cost, selecting the
n’th value in the heap can be done by a deterministic algorithm in O(n) time by
using an additional O(n) memory for auxilliary data structures [Fre93].

The explorable heap selection problem can be thought of as a search game
[AGO03] and bears some similarity to the cow path problem. In the cow path
problem, an agent explores an unweighted unlabeled graph in search of a target
node. The location of the target node is unknown, but when the agent visits a
node they are told whether or not that node is the target. The performance of an
algorithm is judged by the ratio of the number of visited nodes to the distance of
the target from the agent’s starting point. In both the cow path problem and the
explorable heap selection problem, the cost of backtracking and retracing paths
is an important consideration. The cow path problem on infinite b-ary trees was
studied in [DCD95] under the assumption that when present at a node the agent
can obtain an estimate on that node’s distance to the target.
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Other explorable graph problems exist without a target, where typically the
graph itself is unknown at the outset. There is an extensive literature on ex-
ploration both in graphs and in the plane [Ber98, Tho06]. In some of the used
models the objective is to minimize the distance traveled [BCGL23, BDHS23,
MMS12, KP94]. Other models are about minimizing the amount of used memory
[DFKP04]. What distinguises the explorable heap selection problem from these
problems is the information that the graph is a heap and that the ordinal of the
target is known. This can allow an algorithm to rule out certain locations for the
target. Because of this additional information, the techniques used here do not
seem to be applicable to these other problems.

Outline of the chapter. In Section 7.2 we formally introduce the explorable
heap selection problem and any notation we will use. In Section 7.3 we introduce
a new algorithm for solving this problem and provide a running time analysis.

7.2 The explorable heap selection problem

We introduce in this section the formal model for the explorable heap selection
problem. The input to the algorithm is an infinite binary tree T' = (V, E'), where
each node v € V has an associated real value, denoted by val(v) € R. We assume
that all the values are distinct. Moreover, for each node in the tree, the values of
its children are larger than its own value. Hence, for every vy,v, € V such that
vy is an ancestor of ve, we have that val(vy) > val(vy). The binary tree 7" is thus
a heap.

The algorithmic problem we are interested in is finding the n'* smallest value
in this tree. This may be seen as an online graph exploration problem where an
agent can move in the tree and learns the value of a node each time they explore
it. At each time step, the agent resides at a vertex v € V and may decide to
move to either the left child, the right child or the parent of v (if it exists, i.e. if v
is not the root of the tree). Each traversal of an edge costs one unit of time, and
the complexity of an algorithm for this problem is thus measured by the total
traveled distance in the binary tree. The algorithm is also allowed to store values
in memory.

We now introduce a few notations used throughout this chapter.

o For a node v € V, also per abuse of notation written v € T', we denote by
T® the subtree of T rooted at v.

o For a tree T" and a value £ € R, we define the subtree T, := {v € T |
val(v) < L}.

« We denote the n® smallest value in 7' by SELECT” (n). This is the quantity
that we are interested in finding algorithmically.
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« We say that a value V € R is good for a tree T if V < SELECT” (n) and bad
otherwise. Similarly, we call a node v € T good if val(v) < SELECT” (n)
and bad otherwise.

o We will use [k] to refer to the set {1,...,k}.
« When we write log(n), we assume the base of the logarithm to be 2.

For a given value V € R, it is easy to check whether it is good in O(n) time:
start a depth first search at the root of the tree, turning back each time a value
strictly greater than )V is encountered. In the meantime, count the number of
values below V found so far and stop the search if more than n values are found.
If the number of values below V found at the end of the procedure is at most n,
then V is a good value. This procedure is described in more detail later in the
DF'S subroutine.

We will often instruct the agent to move to an already discovered good vertex
v € V. The way this is done algorithmically is by saving val(v) in memory and
starting a depth first search at the root, turning back every time a value strictly
bigger than val(v) is encountered until finally finding val(v). This takes at most
O(n) time, since we assume v to be a good node. If we instruct the agent to go
back to the root from a certain vertex v € V, this is simply done by traveling
back in the tree, choosing to go to the parent of the current node at each step.

In later sections, we will often say that a subroutine takes a subtree T as
input. This implicitly means that we in fact pass it val(v) as input, make the
agent travel to v € T using the previously described procedure, call the subroutine
from that position in the tree, and travel back to the original position at the end
of the execution. Because the subroutine knows the value val(v) of the root of
T®™ it can ensure it never leaves the subtree T, thus making it possible to
recurse on a subtree as if it were a rooted tree by itself. We write the subtree
T®) as part of the input for simplicity of presentation.

We will sometimes want to pick a value uniformly at random from a set
of values {Vi,...,Vx} of unknown size that arrives in a streaming fashion, for
instance when we traverse a part of the tree T' by doing a depth first search.
That is, we see the value V; at the i*® time step, but do not longer have access to
it in memory once we move on to V; ;. This can be done by generating random
values {X1,..., X;} where, at the i*® time step, X; = V; with probability 1/i,
and X; = X;_; otherwise. It is easy to check that X} is a uniformly distributed
sample from {Vy,..., V}.

7.3 A new algorithm

The authors of [KSW86] presented a deterministic algorithm that solves the ex-
plorable heap selection problem in n - exp(O(y/log(n))) time and O(n+/log(n))
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space. By replacing the binary search that is used in the algorithm by a random-
ized variant, they are able to decrease the space requirements. This way, they
obtain a randomized algorithm with expected running time n - exp(O(4y/log(n)))
and space complexity O(y/log(n)). Alternatively, the binary search can be im-
plemented using a deterministic routine by [MP80] to achieve the same running
time with O(log(n)*%) space.

We present a randomized algorithm with a running time O(nlog(n)*) and
space complexity O(log(n)). Unlike the algorithms mentioned before, our algo-
rithm fundamentally relies on randomness to bound its running time. This bound
only holds when the algorithm is run on a tree with labels that are fixed before
the execution of the algorithm. That is, the tree must be generated by an adver-
sary that is oblivious to the choices made by the algorithm. This is a stronger
assumption than is needed for the algorithm that is given in [KSW86], which also
works against adaptive adversaries. An adaptive adversary is able to defer the
decision of the node label to the time that the node is explored. Note that this
distinction does not really matter for the application of the algorithm as a node
selection rule in branch-and-bound, since there the node labels are fixed because
they are derived from the integer program and branching rule.

Theorem 7.3.1. There exists a randomized algorithm that solves the explorable
heap selection problem, with expected running time O(nlog(n)®) and O(log(n))
space.

As mentioned above, checking whether a value v is good can be done in O(n)
time by doing a depth-first search with cutoff value val(v) that returns when more
than n good nodes are found. For a set of k values, we can determine which of
them are good in O(log(k)n) time by performing a binary search.

The explorable heap selection problem can be seen as the problem of finding all
n good nodes. Both our method and that of [KSW86] function by first identifying
a subtree consisting of only good nodes. The children of the leaves of this subtree
are called “roots” and the subtree is extended by finding a number of new good
nodes under these roots in multiple rounds. Importantly, the term ‘good node’
is always used with respect to the current call to EXTEND. So, a node might be
good in one recursive call, but not good in another.

In [KSWS6] this is done by running O(cV?'°¢(™)) different rounds, for some

constant ¢ > 1. In each round, the algorithm finds n/cV2°6(™ new good nodes.
These nodes are found by recursively exploring each active root and using binary
search on the observed values to discover which of these values are good. Which
active roots are recursively explored further depends on which values are good.
The recursion in the algorithm is at most O(y/log(n)) levels deep, which is where
the space complexity bound comes from.

In our algorithm, we take a different approach. We will call our algorithm
consecutively with n = 1,2,4,8,.... Hence, for a call to the algorithm, we can
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assume that we have already found at least n/2 good nodes. These nodes form
a subtree of the original tree T'. In each round, our algorithm chooses a random
root under this subtree and finds every good node under it. It does so by doing
recursive subcalls to the main algorithm on this root with valuesn =1,2,4,8, .. ..
As soon as the recursively obtained node is a bad node, the algorithm stops
searching the subtree of this root, since it is guaranteed that all the good nodes
there have been found. The largest good value that is found can then be used to
find additional good nodes under the other roots without recursive calls, through
a simple depth-first search. Assuming that the node values were fixed in advance,
we expect this largest good value to be greater than half of the other roots’ largest
good values. Similarly, we expect its smallest bad value to be smaller than half of
the other roots’ smallest bad values. By this principle, a sizeable fraction of the
roots can, in expectation, be ruled out from getting a recursive call. Each round
a new random root is selected until all good nodes have been found.

This algorithm allows us to effectively perform binary search on the list of
roots, ordered by the largest good value contained in each of their subtrees in
O(logn) rounds, and the same list ordered by the smallest bad values (Lemma
7.3.5). Bounding the expected number of good nodes found using recursive sub-
calls requires a subtle induction on two parameters (Lemma 7.3.4): both n and
the number of good nodes that have been identified so far.

7.3.1 Subroutines

We first describe three subroutines that will be used in our main algorithm.

The procedure DFS. The procedure DFS is a variant of depth first search.
The input to the procedure is T', a cutoff value £ € R and an integer n € N. The
procedure returns the number of vertices in 7" whose value is at most L.

It achieves that by exploring the tree T"in a depth first search manner, starting
at the root and turning back as soon as a node w € T such that val(w) > L is
encountered. Moreover, if the number of nodes whose value is at most £ exceeds
n during the search, the algorithm stops and returns n + 1.

The algorithm output is the following integer.

DFS(T,L,n) := min{’TL},n—l— 1}.

Observe that the DF'S procedure allows us to check whether a node w € T is a
good node, i.e. whether val(w) < SELECT” (n). Indeed, w is good if and only if
DFS(T,val(w),n) < n.

This algorithm visits only nodes in T or its direct descendants and its running
time is O(n). The space complexity is O(1), since the only values needed to be
stored in memory are £, val(v), where v is the root of the tree T', and a counter
for the number of good values found so far.
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Figure 7.1: An illustration of R(T,Ly) with £, = 4. The number above each
vertex is its value, the blue nodes are R(T, Ly), whereas the subtree above is Tp,.

The procedure Roots. The procedure ROOTS takes as input a tree 71" as
well as an initial fixed lower bound £, € R on the value of SELECT” (n). We
assume that the main algorithm has already found all the nodes w € T satisfying
val(w) < Ly. This means that the remaining values the main algorithm needs
to find in T" are all lying in the subtrees of the following nodes, that we call the
Ly-roots of T":

R(T, Lo) := {r € T\ T, | r is a child of a node in Ty, }

In other words, these are all the vertices in 7" one level deeper in the tree than
Tr,, see Figure 7.1 for an illustration. In addition to that, the procedure takes
two other parameters £,U4 € R as input, which correspond to (another) lower
and upper bound on the value of SELECT” (n). These bounds £ and U will be
variables being updated during the execution of the main algorithm, where £
will be increasing and U will be decreasing. More precisely, £ will be the largest
value that the main algorithm has certified being at most SELECT” (n), whereas
U will be the smallest value that the algorithm has certified being at least that.
A key observation is that these lower and upper bounds can allow us to remove
certain roots in R(7’, Ly) from consideration, in the sense that all the good values
in that root’s subtree will be certified to have already been found. The only roots
that the main algorithm needs to consider, when £ and U are given, are thus the
following.

RooTS(T, Lo, L,U) == {r € R(T, Lo) | Jw € T with val(w) € (L, U)} (7.3.1)

This subroutine can be implemented as follows. Run a depth-first search
starting at the root of 7. Once a node r € T" with val(r) > L, is encountered, the
subroutine marks that vertex r as belonging to R(T, Ly). The depth-first search
continues deeper in the tree until finding a node w € T with val(w) > L. At
this point, if val(w) < U, then the search directly returns to r without exploring
any additional nodes in 7 and adds r to the output. If however val(w) > U,
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9.5 7.5 8.5 9

Figure 7.2: An illustration of the ROOTS procedure with Lo =4, L =7 and U =
10. Only two active roots remain, and are both colored in blue. The other roots
are considered Kkilled since all the good values have been found in their subtrees.

then the search continues exploring Tg) (and its direct descendants) by trying to

find a node w with val(w) € (£,U). In case the algorithm explores all of Tg) with
its direct descendants, and it turns out that no such node exists (i.e. every direct
descendant w of Tﬁ(r) satisfies val(w) > U), then r is not added to the output.

This procedure takes time O(|T,|), i.e. proportional to the number of nodes
in T" with value at most L. Since the procedure is called only on values £ which
are known to be good, the time is bounded by O(|1;|) = O(n).

In the main algorithm, we will only need this procedure in order to select a
root from ROOTS(T, Ly, L,U) uniformly at random, without having to store the
whole list in memory. This can then be achieved in O(1) space, since one then
only needs to store val(v), Lo, £ and U in memory, where v is the root of the tree

T.

The procedure GoodValues. The procedure GOODVALUES takes as input a
tree T, a subtree T") for a node r € T, a value £’ € R>( and an integer n € N.
The procedure then analyzes the set

S = {val(w) | w € T, val(w) < L'}

and outputs both the largest good value and the smallest bad value in that set,
that we respectively call £ and Y. If no bad values exist in S, the algorithm sets
U = oco. Notice that this output determines, for each value in S, whether it is
good or not. Indeed, any V € S is good if and only if V < L, and is bad if and
only it V > U.

The implementation is as follows. Start by initializing the variables £ =

—oo and U = L'. These variables correspond to lower and upper bounds on
SELECT”(n). Loop through the values in

S = {val(w) | w e T", L < val(w) < U}



7.3. A new algorithm 155

using a depth first search starting at r and sample one value V uniformly randomly
from that set. Check whether V is a good value by calling DFS(T',V,n). If it is
good, update £ = V. If it is bad, update &/ = V. Continue this procedure until
S" is empty, i.e. |S'| = 0. If; at the end of the procedure, £L = £’ = U, then set
U = oo. The output is thus:

GOoODVALUES(T, T™ L' n) = {L,U}
where

L:=max{V eS|V <SELECT (n)},
U:=min{VeS|V>SELECT (n)}.

Sampling a value from S’ takes O(|S]) time. Checking whether a sampled valued
is good takes O(n) time. In expectation, the number of updates before the set
S is empty is O(log(|S])), leading to an expected total running time of O((|S| +
n)log(]S])). As we will later see in the proof of Lemma 7.3.6, we will only end up
making calls GOODVALUES(T, T, £, n) with parameters 7" and £’ satisfying
DFS(T™, L") = O(n). Since |S| = DFS(T, L), this leads to an expected
running time of O(nlog(n)).

The procedure can be implemented in O(1) space, since the only values needed
to be kept in memory are val(v) (where v is the root of the tree T'), val(r), £, U
and L', as well as the fact that every call to DFS also requires O(1) space.

7.3.2 The main algorithm

We now present our main algorithm. This algorithm is named SELECT and
outputs the n'" smallest value in the tree 7. A procedure used in SELECT is the
EXTEND algorithm, described below, which assumes that at least n/2 good nodes
have already been found in the tree, and also outputs the n'* smallest one.

Let us describe a few invariants from the EXTEND procedure.

o L and U are respectively lower and upper bounds on SELECTT(n) during
the whole execution of the procedure. More precisely, £ < SELECT” (n)
and U > SELECT” (n) at any point, and hence £ is good and I is bad. The

integer k counts the number of values < £ in the full tree 7'

e No root can be randomly selected twice. This is ruled out by the updated
values of £ and U, and the proof can be found in Theorem 7.3.2.

o After an iteration of the inner while loop, £’ is set to the ¢® smallest
value in 7). The variable ¢ then corresponds to the next value we would
like to find in T if we were to continue the search. Note that ¢ < 2,
enforcing that the recursive call to EXTEND satisfies its precondition, and
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Algorithm 7.3.1 The SELECT procedure

1: Input: n € N
2: Output : SELECT(n), the n'® smallest value in the heap T
3: procedure SELECT(n)

4: k+1
5: L+ val(v) > v is the root of the tree T
6: while k£ <n do
7 if £ <n/2 then
8: k' <+ 2k
9: else
10: k' < n
11: L <+ EXTEND(T, k' k, L)
12: k<« K
13: return £

Algorithm 7.3.2 The EXTEND procedure

1: Input: T tree which is to be explored.

2: n € N: total number of good values to be found, satisfying n > 2.
3: k € N: number of good values already found, satisfying k& > n/2.
4 Ly € R: value satisfying DFS(T, Lo, n) = k.

5. Output: the n'" smallest value in 7.

6: procedure EXTEND(T, n, k, L)
7 L+ Lo
8 U <+ o0
9 while £ < n do
10: r < random element from RooTs(T', Lo, £, U)
11: L' < max(L, val(r))
12: kK < DFS(T, L', n) > count the number of values < £ in T’
13: c <+ DFS(T™, L'/ n) > counting the number of values < £’ in T(")
14: ¢ <= min(n — k" + ¢,2¢) > increase the number of values to be found
15: while £’ < n do
16: L'+ EXTEND(T", ¢, ¢, L)
17: k' < DFS(T, L', n)
18: c«c
19: ¢ < min(n — k' + ¢, 2c)
20: L, U + GOoopVALUES(T, T™, £’ 'n) b find the good values in T
21: L+ max(L, L)
22: U «— min(U,U)
23: k < DFS(T, L, n) > compute the number of good values found in T’

24: return £
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that ¢ <n — (k' — ¢) implies that (k' — ¢) + ¢ < n, which implies that the
recursive subcall will not spend time searching for a value that is known in
advance to be bad.

e From the definition of ¥ and c one can see that k¥’ > k 4+ ¢. Combined with
the previous invariant, we see that ¢ <n — k.

o k" always counts the number of values < £’ in the full tree T". It is important
to observe that this is a global parameter, and does not only count values
below the current root. Moreover, k' > n implies that we can stop searching
below the current root, since it is guaranteed that all good values in 7"
have been found, i.e., £’ is larger than all the good values in 7.

7.3.3 Proof of correctness

Theorem 7.3.2. At the end of the execution of Algorithm 7.5.1, L is set to the
n'" smallest value in T. Moreover, the algorithm is guaranteed to terminate.

Proof:
We show £ = SELECT” (n) holds at the end of Algorithm 7.3.2, i.e. the EXTEND
procedure. Correctness of Algorithm 7.3.1, i.e. the SELECT procedure, then
clearly follows from that. First, notice that £ is always set to the first output
of the procedure GOODVALUES, which is always the value of a good node in T,
implying

L < SELECT"(n)

at any point during the execution of the algorithm. Since the outer while loop
ends when at least n good nodes in T" have value at most L, we get

£ > SELECT"(n),

which implies that when the algorithm terminates it does so with the correct
value.

It remains to prove that the algorithm terminates. We observe that every
recursive call £’ « EXTEND(T), ¢ ¢, L) strictly increases the value of £, en-
suring that at least one extra value in 7" is under the increased value. This implies
that £’ strictly increases every iteration of the inner while loop, thus ensuring that
this loop terminates.

To see that the outer loop terminates, observe that after each iteration the
set ROOTS(T, Ly, L,U) shrinks by at least one element. As soon as this set is
empty, there will be no more roots with unexplored good values in their subtrees,
so k = n and the algorithm terminates. O
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7.3.4 Space complexity analysis
We prove in this section the space complexity of our main algorithm.
Theorem 7.3.3. The procedure SELECT(n) runs in O(log(n)) space.

Proof:

Observe that it is enough to prove that the statement holds for EXTEND (T, n, k, L)
with & > n/2, since the memory can be freed up (only keeping the returned value
in memory) after every call to EXTEND in the SELECT(n) algorithm.

Moreover, observe that the subroutines DFS, RooTs and GOODVALUES
all require O(1) memory, as argued in their respective analyses. Any call to
EXTEND(T, n, k, £) only makes recursive calls to EXTEND(T™) 7, k, £) with 1 <
n<n-—k< %n So the depth of the recursion is at most log(n), and the space
complexity of the algorithm is O(log(n)). O

7.3.5 Running time analysis

In order to prove a O(nlog(n)?) running time bound for the SELECT(n) procedure,
we will show that the running time of the EXTEND procedure with parameters n
and k is O((n — k) log(n)3) + O(nlog(n)?).

The main challenge in analyzing the running time of EXTEND is in dealing
with the cost of the recursive subcalls on line 16. For this we rely on an important
idea, formalized in Lemma 7.3.4, stating that if the parent call with parameters
n and k makes z € N recursive calls with parameters (nq, k1), ..., (n,, k,), then
Y7 (n; — ki) < n—k in expectation over the random choices of the algorithm.

A second insight is that the outermost while loop on line 9 is executed at most
O(log(n)) times in expectation, which is shown in Lemma 7.3.5. The first lemma
allows to show that the running time of the EXTEND procedure on the recursive
part is O((n — k)log(n)?), through an induction proof. The second lemma helps
to show that the running time of the EXTEND procedure on the non-recursive
part is O(nlog(n)?). The running time analysis of EXTEND is formally done
in Lemma 7.3.6. Finally, the running time of O(nlog(n)?) for the SELECT(n)
procedure then follows in Theorem 7.3.7.

Let us now prove these claims. We first show that the expectation of Y7 | (n;—
k;) is bounded by n — k.

Lemma 7.3.4. Let z be the number of recursive calls with k > 1 that are done
in the main loop of EXTEND(T, n, k, Ly). For every i € [z], let n; and k; be the
values that are given as second and third parameters to the ith such subcall. It
holds that:

z

> (i — ki)

i=1

E <n-—k.




7.3. A new algorithm 159

Proof:

For simplicity of notation, let us denote the set of roots at the beginning of
the execution of the algorithm by R := Roots(T, Ly, L,U), where L = Ly and
U = oo at initialization. An important observation is that, once a root r € R is
randomly selected on line 10, all the recursive calls under it (i.e. with its subtree
T as first parameter) on line 16 are consecutive. The last such recursive call
ensures that all the good values in T are found and sets £ and U to respectively
be the largest good value and smallest bad value in 7). From then on, this root
leaves the updated set RoOTS(T, Ly, L£,U) by (7.3.1) and will thus never be again
considered in the random choice on line 10. For every r € R, let us define the
set:

C(r) = {z € [z] s.t. the ith recursive call is under root 7’}

and let us denote by S, € N the total number of good values in its subtree 7.
Our goal is to show that:

E[ S (i - ki)} <S. VreRr. (7.3.2)
1€C(r)

Clearly, this would imply the lemma, since the total number of good values to
be found is ) xS, = n — k. For convenience, we define this number to be
p := n — k. We now order the good values to be found and denote them as
follows: V; < Vy < --- < V,. Each value Vj is to be found in the subtree of a
certain root that we denote by 7(V;) € R.

We first show that the claim (7.3.2) holds for any root r € R such that
r # r(V,). Let us thus fix such a root r # r(V,). The key observation is that,
since the random choice on line 10 is uniform, and since r(V,) will always be
among the active roots, the subtree of the root 7(V,) will be explored before the
subtree of root r with probability at least a half. In that case, no recursive calls
will be made under root r. This holds since the updated values £ and U after the
iteration of 7(V,) ensure that r leaves ROoTs(T, Lo, £,U) by (7.3.1) and is thus
not considered in the random choice in later iterations. If the root r is however
considered before 7(V,), which happens with probability at most a half, then
Ziecm (n; — ki) < 28S,, since the sum is telescoping and the parameters k; and

n; at most double at each step on line 19 until all good values in T are found.
Hence, we get that

E[ Y (k)] < % 0+ % 25, < S,. (7.3.3)
1€C(r)

It remains to show that claim (7.3.2) holds for the root r(V,) under which
the largest good value lies. In that case, let us denote by V; the largest good
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value lying in a subtree of a different root r(V;) # r(V,). We also denote by
{r(V;) < r(V,)} the probabilistic event that (V) is considered before r(V,) in
the random choices of the algorithm. By our choice of V; and V), this event
happens with probability exactly a half. Moreover, if this event happens, all the
good values outside of T"0) will have been found after exploring 7"Vs)). This
means that, when the algorithm considers r(,), it knows that there remain at
most p — j values to be found. That is, we will have C(r(V,)) = {t,...,z} for
some t, such that ky > S,y — (p — j) and n. < S,(,), leading to

B Y (i=k) [ 1) <10%)] < Sy = (e = (0= ) =p— 7.
1€C(r(Vp)) ( )
7.3.4

where we have again used the fact that the sum is telescoping.

We now consider the event {r(V,) < 7(V;)} and distinguish two cases. Sup-
pose that the penultimate call ¢ € C(r(V,)) finds a good value which is bigger
than V;. By a similar argument as above, the algorithm does not double in the
last step, but truncates due to line 19, meaning that ZiEC(r(vp))(”i — ki) = Srv,)
holds in this case. Combining this with (7.3.4) and using the fact that the last
p — j values are under root r(V,), we get

1 . 1
E[ Z (n; — kz)i| < 5(1? —7j)+ §Sr(v,,) < Srw,)-
1€C(r(Vp))

Suppose now that the penultimate call ¢ € C(r(V,)) finds a good value which is
smaller than V;. This means that the number of good values found in TCOP) g
at most S,y — (p— j) at that point. The last call i € C'(r(V,)) then doubles the
parameters, meaning that >, o, (i — ki) < 2(S,1,) — (p—J)) holds, due to
the fact that the sum is telescoping. Combining this with (7.3.4) leads to

1 , .
B[ > (-] <50-4)+ S — (0—3) < S,
i€C(r(Vp))

O

We now bound the expected number of iterations of the outermost while-loop.

Lemma 7.3.5. The expected number of times that the outermost while-loop (at
line 9) is executed by the procedure EXTEND is at most O(log(n)).

Proof:

Let ry,...,r, denote the roots returned by Roots(T, Ly, Ly, o0). For j € [m],
let ¢; and u; respectively denote the largest good value and the smallest non-good
value under root r;. Let Ay(L) := {r; : {; > L} and A, (U) = {r; : u; < U}.
Observe that RooTs(T, Lo, L,U) = Ay(L) U A, (U) for any £ < U.



7.3. A new algorithm 161

Let £; and U; denote the values of £ and U at the start of the ith itera-
tion. After an iteration ¢ in which root r; was selected, the algorithm updates £
and U such that £;,;; = max(L,{;) and U;y1 = min(U,u;). Observe that L, is
nondecreasing and that {/; is nonincreasing.

We will now show that if a root from Ay(L;) is selected in iteration i, then
the expected size of Ay(L;11) is at most half that of A,(L;). This will imply that
in expectation only log(n) iterations are needed to make |A,(L)| = 1.

Let F; be the filtration containing all information up until iteration i. Let X;
be a random variable denoting the value of |A,(L;)|. Let (sk)r>1 be the subse-
quence consisting of iteration indices 7 in which a root from A,(L;) is selected.
Because roots are selected uniformly at random, we have E[X,,, | F,,] < 31X

Let Y; = max(log(X;),0). Note that When Y,, > 1, we have E[Y, | | Fsk] =
E[log( 3k+1) | Fo,) < log(E[X, ., | Fs,]) <Y, — 1. Let 7 be the smallest k such
that Y;, = 0. Note that 7 is the number of iterations 7 in which a root from
Ay(Ly) is selected, and hence 7 < n. The sequence (Y, + k)g=1,. . is therefore a
supermartingale and 7 is a stopping time. By the martingale stopping theorem
[IMUO05, Theorem 12.2], we have E[r] = E[Y;, 4+ 7] < E[Y}, + 1] = log(m) + 1.

Now we have shown that in expectation at most log(m) + 1 iterations i are
needed in which roots from A,(L;) are considered. The same argument can be
repeated for A,(U). Since in every iteration a root from A,(L) or A,(U) is
selected, the expected total number of iterations is at most 2log(m) + 2. This
directly implies the lemma as m < |T¢| +1 <n+ 1. 0

We are now able to prove the running time bound for the EXTEND procedure.

Slc

Lemma 7.3.6. Let R(T,n,k) denote the running time of a call EXTEND(T, n,
k, Lo). Then there exists C > 0 such that

E[R(T,n, k)] < 5C(n — k)log(n)* + Cnlog(n)?.

Proof:
We will prove this with induction on r := [log(n)]. For r = 1, we have n < 2. In
this case R is constant, proving our induction base.

Now consider a call EXTEND(T, n, k, L) and assume the induction claim is
true when [log(n)] < r — 1. Let p be the number of iterations of the outer-most
while-loop that are executed.

We will first consider the running time induced by the base call itself, excluding
any recursive subcalls. Note that all of this running time is incurred by the calls
to the procedures DF'S, RooTs and GOODVALUES, plus the cost of moving to
the corresponding node before each of these calls. In the base call, the procedure
will only move between nodes that are among the ones with the n smallest values,
or the nodes directly below them. For this reason, we can upper bound the cost
of each movement action by a running time of O(n).

e On line 12, 13, 23 each call DF'S incurs a running time of at most O(n).
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Each of these lines will be executed p times, incurring a total running time
of O(pn).

e On line 17 each call DFS(T', £', n) incurs a running time of at most O(n).
The code will be executed O(plog(n)) times since ¢ doubles after every
iteration of the inner loop and never grows larger than n, thus incurring a
total running time of O(pnlog(n)).

o+ The arguments 7 and £’ of the call to GOODVALUES on line 20 satisfy
DFS(T(”), L") = ¢ < < n. Hence, the running time of this procedure is
O(nlog(n)) time. The line is executed at most p times, so the total running
time incurred is O(pnlog(n)).

Adding up all the running times listed before, we see that the total running time
incurred by the non-recursive part is O(pnlog(n)). By Lemma 7.3.5, E[p] <
log(n). Hence, we can choose C' such that the expected running time of the
non-recursive part is bounded by

Cnlog(n)?.

Now we move on to the recursive part of the algorithm. All calls to EX-
TEND(T, n, k, Ly) with £ = 0 will have n = 1, so each of these calls takes only
O(1) time. Hence we can safely ignore these calls.

Let z be the number of of recursive calls to EXTEND(T', n, k, L) that are
done from the base call with k£ > 1. Let T}, k;, n; for i € [z] be the arguments of
these function calls. Note that n/2 > n —k > n; > 2 for all i. By the induction
hypothesis, the expectation of the recursive part of the running time is:

E <E

i R(Tz‘, n;, k?z)
i=1

Z 5C (n; — ki) log(n)* + Cn; 10g(ni)2]
i=1

i=1 i=1

I

< 5Clog(n/2)°E + C'log(n/2)’E

z

> (i k)

< 5C(log(n) — 1) log(n)*(n —7/<:) + 5Clog(n)?(n — k)
< 5C(n — k) log(n)®.

< 5C(log(n) — 1) log(n)*E + Clog(n)’E

=

Here we used Lemma 7.3.4 as well as the fact that >  n; < 4(n — k). To see
why the latter inequality is true, consider an arbitrary root r that has .S, values
under it that are good (with respect to the base call). We then get

[log(Sr+1)]

Z Lir—reyni < Z 21 < 2Mlo(Sr I+ < 45
=1 =2
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In total there are n—k good values under the roots, and hence Y7 n; < 4(n—k).
Adding the expected running time of the recursive and the non-recursive part,

we see that
E[R(T,n, k)] < 5C(n — k)log(n)* + Cnlog(n)?.

This now implies the desired running time for the procedure SELECT.
Theorem 7.3.7. The procedure SELECT(n) runs in expected O(nlog(n)?) time.

Proof:

The key idea is that SELECT calls EXTEND(T, k', k, L) at most [log(n)] times
with parameters (K, k) = (2¢,2°°1) for 7 € {1,...,[log(n)]}. By Lemma 7.3.6,
the running time of SELECT can thus be upper bounded by

[log(n)] o [log(n)] ' ' [log(n)]
> E[R(T, 2,271 <5Clog(n)* Y (22 =271+ Y Cnlog(n)’
=1

i=1 =1

= O(nlog(n)?).






Conclusion

In this thesis, we studied three classes of combinatorial optimization problems —
covering, matching and scheduling — in different offline, online and game-theoretic
models. In addition, we also considered an online graph exploration problem on
a heap.

We first looked at the classical vertex cover problem and analyzed a beyond the
worst-case approximation algorithm based on the standard linear programming
relaxation. The approximation ratio obtained is a bound interpolating between
the worst-case bound of 2 and the optimal bound of 1 achievable for bipartite
graphs. A key parameter turned out to be the odd girth, which is defined as
the length of the shortest odd cycle and which we used as a measure of how
far the input graph was from being bipartite. As a byproduct, the techniques
developed showed how to get tight bounds on the integrality gap of the standard
LP relaxation for three-colorable graphs. An interesting question would be to
apply similar techniques to other combinatorial optimization problems in different
beyond worst-case models. We believe such models offer a different viewpoint and
can give new insights, even for well studied classical problems.

We then looked at a generalization of the online bipartite matching problem to
hypergraphs. We focused on the three dimensional version under vertex arrivals
and presented a primal-dual fractional algorithm which is (e—1)/(e+1) ~ 0.462-
competitive. As our main contribution, we then showed that this algorithm is
optimal by constructing an adversarial instance adaptive to the actions of an ar-
bitrary fractional algorithm establishing a matching upper bound. This instance
combines ideas from two hard instances for online matching on bipartite graphs
under the edge arrival and vertex arrival models. An outstanding open question
is still to improve the bound of 1/3 for the integral setting, which is achieved
by the greedy algorithm. We believe this setting is considerably harder than for
bipartite graphs, and advanced dependent/correlated rounding techniques will
be required to make progress on this problem. One could also look at different
arrival models, or k-uniform hypergraphs with & > 3. When treating k as a large
parameter, tight bounds on the competitive ratio are however known up to small
constant factors, since the fractional version admits upper and lower bounds of
©(1/logk), whereas the integral version does so with bounds of ©(1/k).

We then developed a dual fitting framework based on a single semidefinite pro-
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gram allowing to tightly analyze the price of anarchy of games, the approximation
ratio of local search algorithms and the competitive ratio of online algorithms for
scheduling problems under the sum of weighted completion times objective. The
dual fitting approach roughly consisted of making a certain set of SDP constraints
correspond to respectively Nash equilibrium inequalities, local optima inequali-
ties, or inequalities satisfied by an online algorithm at every time step. This
framework allowed us to derive simple and unified proofs of numerous results in
all three of these settings.

Interesting open questions which arise from this work are for instance the
following. What is the best coordination ratio achievable by a coordination
mechanism for the scheduling problem R|| Y  w;C;? The current best bound
is 32/15 =~ 2.133 achieved by the Rand policy. How good can combinato-
rial algorithms do on this problem? The current best approximation ratio is
(54 v/5)/4 4+ ¢ ~ 1.809 + ¢, which is still quite far from the bound of 1.36 + ¢
achievable by rounding a convex program. It would be interesting to apply this
technique to other assignment problems whose optimal solution can be modeled
as binary quadratic program. Can this perhaps be extended to problems with a
higher degree polynomial objective by considering later rounds of the SDP hier-
archy? We believe these are all possible directions for future research.

To conclude, we have in this thesis explored techniques to prove tight bounds
on the approximability of different combinatorial optimization problems, often
using linear programming or semidefinite programming duality. We believe that
there are still many interesting open questions to study in this rich research area,
which may lead to the development of new interesting algorithmic techniques.
We hope that some of the results in this thesis might have a small contribution
in that direction.
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Samenvatting

De vragen die in dit proefschrift worden bestudeerd kunnen globaal als volgt wor-
den geformuleerd: gegeven een NP-moeilijk combinatorisch optimalisatieprob-
leem en een suboptimale oplossing voor dit probleem — bijvoorbeeld verkregen
via een efficiént benaderingsalgoritme — wat is de kwaliteit van deze suboptimale
oplossing? De kwaliteit wordt gemeten door de slechtst mogelijke verhouding, te
berekenen tussen de kosten van de suboptimale oplossing en die van de optimale.

We bestuderen deze vraag in drie verschillende, maar verwante contexten. De
beschouwde suboptimale oplossing kan afkomstig zijn van een standaard benader-
ingsalgoritme dat vooraf beschikt over alle parameters van het probleem. In dit
geval beschouwen we de approzimation ratio als maatstaf. In een online context
worden de parameters na verloop van tijd onthult, en moet een online algoritme
telkens bij elke onthulling een onomkeerbare beslissing nemen. In deze context
is de relevante maatstaf de competitive ratio. Ten slotte kan de oplossing een
stabiele uitkomst zijn die voortkomt uit de strategische interacties van spelers
(bijvoorbeeld een Nash evenwicht), waarvoor de relevante maatstaf de price of
anarchy is.

In dit proefschrift beschouwen we drie belangrijke klassen van combinatorische
optimalisatieproblemen — covering, matching en scheduling — in de reeds geintro-
duceerde offline, online en speltheoretische modellen. Een overkoepelend thema
in al onze resultaten is het gebruik van convex programmeringsrelaxaties, zoals
lineaire programmering (LP) en semidefiniete programmering (SDP). We maken
vaak gebruik van de kracht van dualiteit in convexe programmering om zorgvuldig
gekozen duale oplossingen te construeren die we gebruiken in onze analyses en
helpen bij het ontwerpen van onze algoritmen.

In Hoofdstuk 3 kijken we naar het klassieke vertex cover probleem en anal-
yseren een benaderingsalgoritme in een “beyond the worst-case” model. Een
belangrijke parameter is de oneven girth, die gedefinieerd is als de lengte van de
kortste oneven cyclus in de graaf en die we gebruiken om te bepalen hoeveel de
graaf van een bipartiete graaf verschilt. Met de ontwikkelde technieken bewijzen
we een best mogelijke waarde van de integrality gap van de standaard lineaire
programmeringsrelaxatie voor driekleurige grafen. Een interessante vraag is of
soortgelijke technieken kunnen worden toegepast op andere combinatorische opti-
malisatieproblemen in verschillende beyond worst-case modellen. We geloven dat
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zulke modellen een ander perspectief bieden en nieuwe inzichten kunnen geven,
zelfs voor klassieke, goed bestudeerde problemen.

In Hoofdstuk 4 bestuderen we een generalisatie van het online bipartite match-
ing probleem en beschouwen we hypergrafen. We concentreren ons op het driedi-
mensionale probleem waarbij knopen na verloop van tijd bekend worden gemaakt,
en bewijzen dat de best mogelijke competitieve ratio (e — 1)/(e + 1) is voor het
fractionele probleem. Een interessante open vraag is nog steeds of de grens van
1/3 voor het integrale probleem, die eenvoudig wordt bereikt door een naief algo-
ritme, verbeterd kan worden. We geloven dat dit probleem aanzienlijk moeilijker
is dan voor bipartiete grafen, en dat geavanceerde correlated /dependent rounding
technieken nodig zullen zijn voor verdere vooruitgang.

In Hoofdstukken 5 en 6 ontwikkelen we een dual fitting framework gebaseerd
op een enkel semidefinite programma waarmee we nauwkeurig kunnen analyseren
de price of anarchy voor spellen, de approximation ratio van lokale zoekalgo-
ritmes en de competitive ratio van online algoritmes voor verschillende machine
scheduling problemen. Met deze techniek kunnen we op eenvoudige en uniforme
wijze bewijzen geven voor veel belangrijke resultaten. Deze omvatten onder an-
dere de analyse van de price of anarchy voor het unrelated machine scheduling
probleem R|| )Y w;C};, de best bekende deterministische en gerandomiseerde coor-
dinatiemechanismen voor dit probleem, evenals het best bekende combinatorische
offline benaderingsalgoritme. In de speltheoretische context herleiden we ook de
price of anarchy van gewogen affiene congestiespellen en de pure price of anarchy
van scheduling op parallelle machines. In de online setting herleiden we de best
bekende deterministische en gerandomiseerde algoritmen voor het online load
balancing probleem op unrelated machines en presenteren we een best mogelijk
fractioneel algoritme. Het kan interessant zijn om deze techniek toe te passen
op andere allocatie problemen waarvan de optimale oplossing gemodelleerd kan
worden als een binair kwadratisch programma.

In Hoofdstuk 7 bestuderen we het explorable heap selection probleem. Het
doel is om de n? kleinste waarde te vinden in een binaire heap, en de complexiteit
van het algoritme wordt gemeten aan de hand van de totale afstand die in de boom
wordt afgelegd. Wij presenteren een nieuw gerandomiseerd algoritme dat de best
bekende looptijd verbetert, zij het ten koste van een iets groter geheugengebruik.
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A combinatorial optimization problem involves finding a solution which minimizes
or maximizes an objective function among a very large set of potential feasible
solutions. Many interesting optimization problems are known to be NP-hard, meaning
that it is unlikely that an efficient (or polynomial-time) algorithm exists to find an
optimal solution for such problems. Naturally, it becomes interesting to study efficient
algorithms which find suboptimal solutions, whose quality can nevertheless still be
proven to be close to the optimal one.

How close can the cost of a given suboptimal solution get to the best possible one?
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the output of a classical approximation algorithm, the output of an online algorithm
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