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ARTICLE INFO ABSTRACT

Keywords: The endeavor to emulate the extraordinary efficiency and adaptability inherent in the human brain via
Neuromorphic computing spike-based neuromorphic computing presents significant potential across a diverse array of applications. The
Spiking neural networks attainment of this objective necessitates the translation of biological principles into artificial systems, a task that

Hardware architectures
Learning mechanisms
Computing-in-memory
Emerging technologies
Artificial intelligence

continues to pose a complex challenge requiring a profound comprehension of the mechanisms by which neural
systems produce robust computational outcomes. This tutorial paper provides a comprehensive overview of the
foundational concepts and emerging design trends in spike-based neuromorphic computing, covering advances
from materials and circuits to hardware architectures and learning mechanisms. It begins with an examination
of key aspects of brain biology and their influence on neuromorphic design, followed by a brief discussion of
biologically plausible neuron and synapse models. The paper then defines the core principles and defining
attributes of neuromorphic computing, highlighting the trade-offs and design choices underlying current
implementations. Building on these foundations, it explores the critical properties of neuromorphic systems,
surveys a variety of learning algorithms, and reviews hardware-level realizations of bioinspired neurons
and synapses. Subsequent sections discuss state-of-the-art spiking neural network architectures, mapping and
compilation strategies, and representative application domains. By providing this end-to-end perspective,
the article aims to guide the development of future neuromorphic systems that more closely emulate brain
efficiency, scalability, and resilience.

1. Introduction (e.g., NVIDIA A100 or H100) consuming 300-700 W under load. Train-
ing such models can consume several gigawatt-hours (GWh) of electric-

The human brain is remarkably efficient at processing information, ity, comparable to the annual energy usage of hundreds of households.
consuming only about 20 W, roughly the power of a dim light bulb, Whereas such models depend on massive centralized computation and

energy resources, biological systems achieve can handle complex and
noisy data, learn rapidly, and adapt to new situations while operating
in a highly parallel and distributed manner. Ongoing research aims

while enabling perception, reasoning, and learning. In contrast, modern
artificial neural networks require orders of magnitude more energy to
perform and train on similar tasks. For instance, large-scale models such
as GPT-3 or GPT-4 require thousands of high-end GPUs, with each GPU to bridge this efficiency gap through advances in information theory,
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learning algorithms, emerging materials, and specialized neuromorphic
hardware architectures for brain-inspired computing.

Neuromorphic research moves beyond our current notion of artifi-
cial intelligence (AI) because it aims at providing computing systems
that can scale to the level of intelligence and efficiency of the brain
by following equivalent operating processes. Historically, the term
“neuromorphic” was coined by Carver Mead, an engineering professor
at the California Institute of Technology, who pioneered the field and
helped establish its foundations. Mead’s work in the 1980s focused on
developing analog circuits that could simulate the behavior of neurons
and synapses. He demonstrated that these circuits could perform com-
putations more efficiently than traditional digital circuits [1]. This led
to the first neuromorphic chips, such as the “analog neural network”
chip, developed by Mead and his team in 1989. The main driver
behind this research was the Boltzmann statistics of ionic and electronic
channel transport, which provide isomorphic physical foundations with
electronic hardware devices [2]. Over the years, neuromorphic en-
gineering has significantly broadened to encompass various research
areas, including the creation of novel materials that mimic neuronal
and synaptic behaviors, the design of digital and mixed-signal neu-
romorphic circuits, neuromorphic sensors, and specialized computing
architectures. With these advances, neuromorphic engineering has the
potential to transform computing by enabling efficient and robust
systems modeled on the structure and function of the brain.

Neuromorphic systems replicate key brain features such as massive
parallelism, spike-based communication, and distributed in-memory
computation [3]. They also integrate sensory systems that follow bi-
ological encoding principles, enabling low-power, low-latency, and
event-driven sensing, as in the silicon retina [4], cochlea [5], touch [6],
and vestibular sensors [7]. Prominent neuromorphic computing ar-
chitectures include BrainScaleS [8], SpiNNaker [9], NeuroGrid [10],
TrueNorth [11], Tianji [12], Loihi [13], ODIN [14], PRIME [15],
DYNAPs [16], and pBrain [17]. All these architectures, inspired by
spike-based computation, demonstrate energy-efficient and low-latency
neural processing, illustrating the potential of neuromorphic hardware
for scalable and adaptive computing.

Driven by these outstanding research activities, several surveys and
tutorials related to neuromorphic computing and engineering have
been published: some works have presented a generic overview of neu-
romorphic computing [18,19], while others have focused on extending
the concept of neuromorphic physical computing with memristor-based
and in-memory computing strategies [20,21]. In addition, various sur-
vey papers are focused on hardware architecture concepts [22,23], and
learning algorithm [24], while some others focused on spike coding,
stereo vision, and photonics-based neuromorphic computing [25,26]. A
full stack review was provided in [27]. It included emerging materials
for neuromorphic systems, neuromorphic hardware implementations
with their related algorithms, and learning techniques [27]. However,
the literature needs a comprehensive tutorial paper on neuromorphic
computing, and this tutorial paper aims to close this gap by providing
a coherent and complete review of neuromorphic computing systems,
starting from the basics of biological processes to emerging devices,
circuits, and computing architectures. More specifically, we highlight
the commonalities among the various research lines and focus on the
most common SNNs algorithms and systems. Therefore, this tutorial pa-
per first introduces the fundamentals of brain biology and its inspiring
features in Section 2. Then, different biological plausible neuron and
synaptic models of neuromorphic systems are presented in Section 3
followed by the detailed discussion on the fundamental properties of
neuromorphic systems (Section 4), learning algorithms (Section 5),
hardware implementation of bio-plausible neurons and synapses (Sec-
tion 6) as well as hardware architecture for spiking neural networks
in Section 7. Finally, the mapping and compilation for neuromorphic
systems, deployment and applications of spiking neural networks are
presented in Sections 8 and 9, respectively. The tutorial is concluded
by highlighting the challenges and future directions of brain-inspired
neuromorphic computing in Section 10.
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2. Fundamentals of brain’s biology

Brains are found across all animal species. They come in various
sizes, weighing from a few micrograms (e.g., fruit fly) to almost ten
kilograms (e.g., whales), and they contain many neurons: from a few
thousands to many billions of neurons interconnected by thousand to
trillions of synapses. The brain’s primary way of computation and com-
munication is through action potentials, or “spikes”. Spiking activity
patterns are the basis of information processing in biological neural
systems. Much research has been devoted to linking the brain’s spiking
activity with the representation of the physical world as observed
through the senses. For example, the spike patterns of activity relate
to muscle activations [28], working memories [29], spatial naviga-
tion [30], abstract thinking as the perception of the number of items
(i.e., numerosity) [31], decision-making [32], among many others.
Unlike artificial intelligence systems, the brain’s computation is in-
separable from its physical structure. Thus, this section focuses on
the biology that inspires neuromorphic systems, mainly spike gener-
ation and communication, and describes the fundamental principles
of neurons, synapses, and their physical properties. The remainder of
this section is organized as follows: Section 2.1 presents the basics
of biological neurons followed by a detailed discussion on biological
synapses in Section 2.2.

2.1. Biological neuron

The essential elements of any natural neural system are the neuron
soma and its synapses. Neurons are electrically excitable cells whose
behavior is governed by the membrane potential, i.e., the potential
difference across their cell membrane maintained by ionic concentra-
tions inside and outside the cell. This membrane potential provides
the basis for signal generation and propagation, enabling neurons to
integrate incoming inputs and communicate through action potentials.
Neurons are the computational elements and they integrate information
coming from the synapses, which, in turn, connect neurons and enable
communication using neurotransmitter release or direct electrical stim-
ulation. Neurons are basic functional cells of the nervous system. Their
anatomical structure can be simplified as in Fig. 1a. A neuron consists
of three main parts:

« The cell body, ak.a soma: it contains the cell nucleus and
other cell organelles. The boundary of the cell body is called the
membrane;

The dendrites: these are short, branching structures that extend
from the soma and they act as receivers for incoming signals
(action potentials/spikes) from other neurons;

The axon: a structure that emerges from the soma like a sin-
gle cable from a region called the axon hillock and branches
out at the very end into what are called the axon terminals
farthest from the soma [33]. It carries electrical signals (action-
potentials/spikes) to other neurons. Axons have a coating known
as the myelin sheath, which increases the speed at which infor-
mation is transmitted along them. In general, axons comprise of
multiple long myelinated sections separated by short gaps called
nodes of Ranvier [34]. The action potential is propagated by
jumping from one node to the next. In addition, Ranvier’s nodes
are rich in ion channels to mediate sodium and chloride exchange,
thus supporting fast propagation of the action potential. At each
node, the action potential is regenerated, enabling the action
potential to travel along the fiber.

Neurons are electrically excitable cells whose function depends on
the membrane potential, created by ionic concentration differences
across the cell membrane (Fig. 1b). Key ions include Na* and K*, which
set the resting potential, and Ca®*, which mediates synaptic transmis-
sion [35]. Since ions cannot freely cross the membrane, specialized ion
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Fig. 1. (a) Neuron’s anatomical structure illustrating various parts such as cell body, axon and axon terminal with synaptic end bulbs (b) Action potential with

illustration on polarization as well as spike generation and transfer.

channels and pumps regulate their flow. At rest, neurons maintain a
potential of about =70 mV through the sodium-potassium pump and
leak channels. When the potential becomes more negative, the neuron
is hyperpolarized; when it becomes more positive, it is depolarized and
ready to fire in response to incoming signals. Potassium K+ and Sodium
Na+ channels open and close depending on the voltage across the
membrane as detailed in Fig. 1b.

An action potential is a rapid rise and fall of the membrane potential
following a characteristic pattern (Fig. 1b). When sufficient current
depolarizes the membrane beyond a threshold (typically -55 mV),
voltage-gated ion channels open, allowing a rapid influx of positive
ions and driving the potential up to about +40 mV [36]. This transient
voltage spike propagates along the axon from the hillock to the ter-
minal, triggering communication with other neurons. If depolarization
remains below threshold, no spike occurs, and the membrane potential
gradually returns to its resting value (~ —70 mV) via sodium-potassium
pump activity.

Neural systems contain many types of cells beyond neurons. Among
them, glial cells (or neuroglia) are non-neuronal cells that provide es-
sential support and regulation within the nervous system. Major classes
include astrocytes, oligodendrocytes, microglia, and Schwann cells.
Astrocytes are the most abundant, offering structural and metabolic
support to neurons, maintaining extracellular ion balance, and par-
ticipating in tissue repair. Oligodendrocytes in the central nervous
system (CNS) and Schwann cells in the peripheral nervous system (PNS)
produce myelin, the insulating sheath that enables rapid electrical
conduction along axons. Microglia act as resident immune cells of the
nervous system, clearing debris and responding to injury or infection.
Although glial cells do not generate action potentials like neurons,
recent evidence suggests they exhibit computational and signaling
roles. For instance, astrocytes communicate bidirectionally with neu-
rons to modulate synaptic transmission [37], and oligodendrocytes can
influence neuronal excitability and plasticity [38]. Although the exact
mechanisms underlying these glial computations remain under investi-
gation, it is clear that glial cells are indispensable to maintain, regulate,
and potentially process information within the nervous system.

2.2. Biological synapses

Synapses are sites at which information is carried, from the presy-
naptic neuron (which sends the action potential) to the postsynaptic
neuron (which receives the action potential). A single axon can have
multiple branches, allowing it to connect to various postsynaptic cells
through synapses as shown by the synaptic end bulbs at the neuron
axon terminal in Fig. la. Similarly, a neuron can receive thousands
of synaptic inputs from many different presynaptic neurons through

synaptic connections on its dendrites (indicated by the dendrites ter-
minals in Fig. 1la). Synaptic transmission can be either electrical or
chemical, as shown in Fig. 2:

» Electrical synapses (shown in Fig. 2a) are specialized direct
physical connections between presynaptic and postsynaptic neu-
rons. The structures that provide these connections are called gap
junctions, which allow various chemicals and ions to flow directly
from one neuron into another for information exchange. When the
membrane potential of one cell changes, ions diffuse from one cell
to the next and depolarize or hyperpolarize the postsynaptic cell
as shown in Fig. 1b.

Chemical synapses (shown in Fig. 2b), on the other hand, are
crucial for biological computations. In chemical synapses, there
is no direct physical connection between neurons like electrical
synapses as they transmit information in the form of chemical
messengers called neurotransmitters. Electrical synapses transmit
signals faster than chemical synapses. They are essential in neural
systems that need fast responses, e.g., defensive reflexes to help
an organism escape from a predator. Unlike electrical synapses,
chemical synapses lack in signal amplification, as the signal at the
postsynaptic neuron is typically the same or smaller in strength
than that of the presynaptic neuron [39]. However, the signal of
chemical synapses can be modified, which makes it an essential
element of memory and learning. Moreover, chemical synapses
can have different effects, such as an excitatory or inhibitory
effect on the postsynaptic neurons.

Synaptic plasticity it the ability of synapses to strengthen or weaken
over time and underpins learning and memory in neural systems [40].
Hebb [41] first proposed that co-activated neurons reinforce their con-
nection, a principle formalized in Hebbian learning. Plasticity occurs on
multiple timescales: long-term potentiation and depression (LTP/LTD)
produce lasting changes in synaptic efficacy, while short-term plasticity
(STP) transiently modulates neurotransmitter release through facilita-
tion or depression [42]. A prominent timing-dependent form, spike-
timing-dependent plasticity (STDP), adjusts synaptic weights based
on the precise timing of pre- and postsynaptic spikes, strengthening
connections when the presynaptic spike precedes the postsynaptic one
and weakening them otherwise [43]. Modern models extend STDP
to include rate, voltage, and neuromodulatory effects, linking local
plasticity to higher-level learning behavior [44].

2.3. Conclusions

The brain’s computational power arises from the coordinated ac-
tivity of neurons, synapses, and supporting cells, all operating through
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electrochemical signaling. Understanding how neurons generate spikes,
how synapses modulate and transmit signals, and how plasticity en-
ables learning provides the essential biological foundation for neuro-
morphic engineering and brain-inspired computation.

3. Bio-plausible models of neurons and synapses

A neuron model describes how neurons integrate input spikes and
produce output spikes, while a synaptic model characterizes how
synapses convert presynaptic action potentials into postsynaptic cur-
rents that drive dendritic and somatic integration [45]. Realistic neuron
and synapse modeling involves developing phenomenological (i.e.,
based on observations instead of being derived from first principles
or theory) mathematical models and electronic circuits and finding
substrate materials that can emulate, with their physical properties,
the complex electrical and chemical signaling that occurs in biological
neural networks.

Because the brain exhibits highly nonlinear, heterogeneous, and
adaptive behavior, no single model can capture all aspects of neural
computation. As a result, many neuron and synapse models have
been developed, each offering a different trade-off between biolog-
ical realism, computational efficiency, and suitability for hardware
implementation. For instance, detailed biophysical models reproduce
biological behavior accurately but are computationally heavy, while
simplified models facilitate large-scale simulations and neuromorphic
hardware implementations at the cost of realism.

This section reviews prominent models of biological neurons and
synapses that have been developed during the 20th century. Section 3.1
introduces various neuron models, while Section 3.2 presents models
of biological synapses. Finally, Section 3.3 provides an overview of
brain-inspired SNN architectures.

3.1. Neuron models

Neuron models differ mainly in their level of abstraction. Biophys-
ically detailed models simulate ion-channel dynamics and membrane
conductances, while simplified models capture essential spiking behav-
ior with minimal parameters. The choice of model thus depends on the
target application, whether it aims to reproduce biological mechanisms,
to perform efficient computation, or to enable hardware realization.

3.1.1. Spike response model

The Spike Response Model (SRM) [46] is the most suitable model
to illustrate the essential components of a neuron model and how it
interacts with other neurons. The SRM is a general model that describes
neuronal dynamics using transfer functions instead of electrical circuit

models or differential equations. The SRM model can be expressed as
shown in Eq. (1) [46].

u(t)=;1(t—f)+/Dc k(t =1, ) —s)ds (@D)]
0

Eq. (1) describes the membrane potential as a function of time 7. When
the membrane voltage crosses the dynamic threshold, k(t — t) enforces
the firing of the neuron, where t is the firing time of the last spike.
n and k are post-firing and response parameters to the synaptic input
I(t—s).

As shown in Fig. 3 [45], the SRM model consists of five functions
or filters:

* Membrane Filter (x): describes how the neuron membrane re-
sponds to an input spike.

» Nonlinearity (f(u — 0)): defines the spiking condition.

» Stochastic Spiking: introduces randomness in firing behavior.

+ Spike After-Potential (#): models the reset and refractory period
after spiking.

» Moving Threshold (#,): models threshold adaptation affecting
firing frequency.

Overall, the SRM model provides a flexible and computationally
efficient framework to describe and simulate a wide range of neuronal
properties and behaviors. However, since it abstracts away the under-
lying ion-channel mechanisms, it is less biologically detailed compared
to conductance-based models such as Hodgkin-Huxley [47], which ex-
plicitly model ionic currents but at a significantly higher computational
cost.

3.1.2. Linear integrate-and-fire models

Integrate-and-fire models [48] are among the most widely used
neuron models due to their simplicity and efficiency in capturing
essential neuronal behaviors such as bursting, adaptation, and refrac-
toriness. They are particularly suitable for hardware implementations
and SNN applications, offering an excellent trade-off between biological
accuracy and computational efficiency.

The Integrate-and-Fire (I&F) model assumes the neuron behaves as
a perfect integrator without leakage, accumulating incoming current
until the membrane potential reaches a fixed threshold, after which it
emits a spike and resets to its resting potential.

The Leaky Integrate-and-Fire (LIF) model extends this concept by in-
cluding a leakage term, accounting for the natural decay of membrane
potential over time. This addition enables a more realistic representa-
tion of neuronal behavior while maintaining computational simplicity.

The Adaptive Leaky Integrate-and-Fire (ALIF) model introduces spike-
frequency adaptation, mimicking the decreasing firing rate under sus-
tained stimulation by dynamically adjusting its firing threshold. This
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adaptation increases the dynamic range and temporal sensitivity of the
neuron model.

When compared to other neuron models, the Hodgkin-Huxley
model remains the most biologically accurate, explicitly modeling ion-
channel dynamics but at a high computational cost. The Spike Response
Model (SRM) provides a more abstract yet flexible framework, capable
of capturing temporal dynamics without the biophysical detail of
Hodgkin-Huxley. In contrast, the integrate-and-fire family offers the
simplest and most hardware-efficient formulation, ideal for large-scale
neuromorphic systems, albeit at the expense of detailed channel-level
representation. The choice of neuron model therefore depends on the
desired balance between biological realism, computational efficiency,
and hardware implementability.

A wide spectrum of neuron models exists because each aims to
capture neural behavior at a different level of abstraction. The SRM
provides an efficient, general framework for temporal integration, the
Hodgkin-Huxley model offers unmatched biological detail, and the
integrate-and-fire family achieves scalable and efficient computation
ideal for neuromorphic hardware. Those models represent the contin-
uum from biophysical realism to hardware efficiency that underpins
modern spiking neural network design.

3.2. Synapse models

Synapse models describe how presynaptic activity influences post-
synaptic responses. In most cases, they are phenomenological: the
synapse is treated as a black box that transforms incoming spikes into
a postsynaptic current or potential. The complex biochemical sequence
underlying this process—neurotransmitter release, diffusion, and recep-
tor binding—is often abstracted unless those mechanisms are the focus
of study [49,50].

Two main types of synapses are modeled in neuroscience and
neuromorphic computing: chemical and electrical. Chemical synapses
dominate in biology and involve neurotransmitter release across a
synaptic cleft, leading to excitatory or inhibitory postsynaptic poten-
tials. Electrical synapses, by contrast, directly connect neurons through
gap junctions that allow current to flow bidirectionally. In computa-
tional and neuromorphic systems, synapses often combine aspects of
both types: analog or resistive couplings emulate electrical behavior,
while variable weights capture the modulatory effects of chemical
transmission [51,52].

Real synapses are inherently variable. Even under identical stimula-
tion, neurotransmitter release is probabilistic, leading to fluctuations in
the strength and timing of the postsynaptic response. This stochasticity
can be modeled statistically and plays an important role in neural
coding and learning, helping biological and artificial networks remain
adaptive and noise-tolerant [50].

A defining property of synapses is their ability to change strength
over time—known as synaptic plasticity. Plasticity mechanisms can be
broadly divided into two families. In rate-based models, synaptic change

depends on how frequently pre- and postsynaptic neurons fire together,
capturing average co-activation over time. In spike-timing-dependent
plasticity (STDP), the adjustment depends on the precise temporal
order of spikes: if a presynaptic neuron fires just before a postsy-
naptic one, the connection strengthens (potentiation); if it fires after,
it weakens (depression) [43,53]. Modern extensions include depen-
dencies on calcium concentration, membrane voltage, firing rate, and
neuromodulatory signals [54-56].

Together, these synaptic mechanisms—stochastic transmission and
adaptive plasticity—enable learning and self-organization in spiking
neural networks. Rate-based rules describe large-scale population dy-
namics, while STDP and related mechanisms support event-driven,
temporally precise learning that is particularly suitable for neuro-
morphic hardware. The following section builds on these principles
to describe how neurons and synapses combine into complete SNN
architectures.

3.3. Spiking Neural Network (SNN) architectures

SNN architectures integrate the neuron and synapse models de-
scribed in Sections 3.1-3.2 into structured networks capable of com-
putation and learning. Their diversity arises from how neurons are
connected, how spikes propagate, and how synaptic plasticity rules,
such as those discussed above, modulate connections over time. Sim-
ilar to conventional Artificial Neural Networks (ANNs), SNNs can be
categorized by their connectivity patterns (feed-forward, convolutional,
recurrent). However, unlike ANNSs, they process information through
discrete, temporally precise spike events, giving rise to asynchronous
and event-driven computation. This temporal nature introduces new
opportunities for energy efficiency and dynamic representation while
requiring novel training strategies and hardware support.

Feed-forward SNNs represent the most basic class of architectures,
where information flows unidirectionally from input to output [57].
They may include one or more hidden layers: single-layer configu-
rations act as spiking perceptrons, while deeper versions resemble
spiking multilayer perceptrons. Each neuron integrates temporal spike
inputs and emits an output spike once its membrane potential ex-
ceeds a threshold. Stacking multiple layers allows the network to
form hierarchical temporal-spatial representations, analogous to deep
ANNs, albeit with sparse and event-driven dynamics. Feed-forward
SNNs have been widely employed in tasks such as static image recogni-
tion and signal classification, particularly when trained via conversion
from pre-trained deep neural networks or local learning rules such
as Spike-Timing-Dependent Plasticity (STDP). However, the absence
of internal feedback limits their ability to capture long-term temporal
dependencies.

Convolutional SNNs extend this paradigm by integrating convolu-
tional, pooling, and fully connected layers composed of spiking neu-
rons [58]. By convolving local receptive fields, these architectures
exploit spatial correlations in input data while maintaining sparse
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temporal communication. Convolutional SNNs reduce the number of
trainable parameters compared to fully connected networks and are
particularly well-suited for event-based vision applications, such as ob-
ject detection and motion analysis with dynamic vision sensors (DVS).
Training strategies include both ANN-to-SNN conversion and direct
spike-based learning, enabling real-time visual inference with ultra-
low power consumption. Their modular design also facilitates hardware
implementation on neuromorphic platforms such as Loihi and DYNAPs
(see Section 7). Fig. 4(a) illustrates a CNN inspired deep SNN architec-
ture where convolutional and pooling layers are employed to extract
sparse spatiotemporal features and reduce the features the network
learns before classification through fully connected spiking layers [59].

Recurrent SNNs incorporate feedback connections among neurons,
allowing the network to maintain internal states and process temporal
sequences [60]. Such architectures naturally capture the dynamics of
biological neural circuits, where recurrent loops and feedback modu-
late ongoing activity. Recurrent SNNs are capable of sequence learn-
ing, working memory, and pattern generation, making them ideal for
speech, motor control, and sensory integration tasks. However, their
recursive structure complicates learning, often requiring biologically
plausible alternatives to backpropagation through time, such as e-prop
or local eligibility-trace-based learning.

Among recurrent architectures, the Long Short-Term Memory
(LSTM) and gated recurrent models represent important conceptual
analogs, introducing gating mechanisms to mitigate gradient-vanishing
issues and selectively retain relevant temporal information. Translating
these principles to spiking domains—through adaptive thresholds,
refractory states, or dynamic synaptic traces—remains an active area
of research. Fig. 4(b) illustrates a recurrent SNN where spiking
feedback pathways enable temporal context accumulation across
layers, facilitating temporal reasoning and prediction.

3.4. Conclusion

Biologically inspired models of neurons and synapses provide the
foundation of spiking neural networks, linking neural mechanisms with
their computational realizations. From detailed conductance-based for-
mulations to simplified integrate-and-fire abstractions, these models
describe how neurons integrate inputs, generate spikes, and adapt
over time. Similarly, synaptic models—ranging from deterministic cur-
rent formulations to stochastic and plasticity-driven dynamics—enable
learning and long-term adaptability. Together, they constitute the core
building blocks of neuromorphic architectures. Spiking network archi-
tectures, in turn, combine spatial processing, temporal dynamics, and
sparse communication to form a flexible computational substrate. The
choice between feed-forward, convolutional, or recurrent structures de-
pends on the target application, learning paradigm, and hardware con-
straints, ultimately determining the balance between biological realism,
computational efficiency, and scalability.

4. Fundamental properties of neuromorphic computing

Taken literally, ‘“neuromorphic” means systems with the same form,
shape, and structure as natural neural systems. Nevertheless, neuromor-
phic computing systems deviate in form and shape. Today, researchers
exploit various devices, circuits, and largely different architectures for
constructing sensing and computing systems that mimic some neural
computational attributes. And yet, the extent to which a technology
can be called neuromorphic is controversial. Nevertheless, we can
agree on the general fundamental features and principles that need to
be researched and understood before we will be able to implement
truly artificial neuromorphic systems with silicon and emerging device
technologies. Currently, Deep Neural Networks (DNNs) are exceeding
the accuracy of biological brains (including the human brain) in several
specific domains like video [61] and audio processing [62] and can
beat human champions in playing games [63]. However, all of these
tasks are performed with digital nanotechnologies without consider-
ing many of the main biological features and their related physical
restrictions present in natural systems. In nature, biological limitations
have steered evolution toward exploiting neural information algorithms
capable of coping with the biological neural elements, that are noisy,
diverse, and stochastic [64], but that are capable of delivering high
energy efficiency. Thus, one of the primary aims of neuromorphic
engineering is to understand the principles of neural computation for
reaching the brain’s energy performance point. This section presents
the essential biological features that inspire the development of neu-
romorphic technologies. As illustrated in Fig. 5, these features are
local/in-memory computing, parallelism, non-linearity, asynchronicity,
sparsity, continuous learning, probabilistic computing, Scalability and
signal representation. These inspiring features are discussed in the
following subsections.

4.1. Analog in-memory computing

In the brain, computation happens thanks to the biophysical proper-
ties of neurons and synapses. Memory and computation are distributed,
and there is little distinction between processing and memory elements.
In fact, in biological neural networks, memory traces are found in the
state of the synapses and the neurons’ membrane potential, in their
firing pattern, and in their dynamics [65].

Inspired by these biological principles, neuromorphic in-memory
computing emulates the physical properties of neural systems in very-
large-scale integration (VLSI) hardware [1] and emerging device tech-
nologies [66], where computation occurs either in the memory itself
or close to it. By leveraging the characteristics of the medium, similar
to those observed in biological systems, these systems enable new
computational paradigms that interact with the real world using the
inherent physical properties of neural networks.
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Fig. 5. Attributes of biological neural networks inspire neuromorphic systems, as explained in detail in this section.

More generally, in-memory computing (IMC) refers to a broad
range of approaches where computation is performed either directly
within the memory or near it. This reduces the need for excessive data
movement, which is a major bottleneck in traditional architectures.
In the context of deep neural network accelerators, IMC architectures
have been proposed to amortize memory access and perform computa-
tion on the bit-lines within memory arrays. This technique, applicable
in both the analog and digital domains, enhances parallelism and
energy efficiency [67], especially for operations such as large-scale
vector-matrix multiplication, where improvements in speed, latency,
and energy consumption are critical.

4.2. Parallelism

The fabric of the brain is slow. Each neuron fires on average in
the range of 1-5 spikes per second. However, thanks to its structure
that comprises billions of parallel processing units, brain performance
can surpass the performance of many advanced computers. Such neu-
romorphic systems are typically implemented by means of fine-grain
parallelizable systems that can benefit from executing over many small
interconnected processing cores (neurons) [68,69]. For many years,
improving the speed of a single processing core was the only method
to increase the computer’s performance. This however is not possible
anymore due to the fundamental limitations such as the power, memory
and cost wall [70]. Therefore, parallel processing is used as one of the
main methods to improve computing performance.

4.3. Non-linearity

The brain is a highly nonlinear system composed of populations
of neurons interconnected via feedback loops. Recurrent neural net-
works, which allow for cycles in the connections, can exhibit varying
levels of connectivity. Notably, Douglas [71] introduced the concept
of canonical (cortical) microcircuits, an influential theory in neuronal

processing. These microcircuits are organized into fundamental neu-
ronal circuits that operate as nonlinear computational units [72]. This
organization of microcircuits leads to distinct nonlinear operations in
different cortical areas, manifested as specific neural responses [73].
These processes are associated with particular computational roles. For
example, many cortical neurons exhibit sigmoid-like response patterns
based on stimulus parameters, such as image contrast. A well-known
instance is the orientation tuning observed in the primary visual cor-
tex, where neural tuning emerges from the geometric arrangement of
the receptive fields of afferent neurons [74]. Another example is the
winner-take-all and attractor dynamics used as models for working
memory and decision-making in the prefrontal cortex [65], which have
been emulated in analog neuromorphic hardware [75,76].

4.4. Asynchronicity

Brains are asynchronous systems. Each neuron works independently
from other neurons, without the use of an explicit clock. Still, the
signals are propagated as they happen in real-time. Nevertheless, most
SNNs are still trained in a synchronous regime, because it is more effi-
cient in our traditional computers (CPUs and GPUs). As a consequence,
neurons in the network are required to be evaluated synchronously.
This behavior can be a significant bottleneck for scalability. For ex-
ample, barrier message synchronization in Loihi [69] does not allow
for large-scale systems. In contrast, biological neurons do not require
explicit synchronization, which allows for efficient scalability. Nev-
ertheless, it is very challenging to obtain robust computation with
truly asynchronous systems as we still miss understanding, algorithms,
and a formal theory of computation for truly asynchronous computing
systems. Additionally, design automation tools for asynchronous sys-
tems are lacking behind traditional digital tool-chains, rendering the
designs of asynchronous systems harder and mostly driven by academic
researchers [77].
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4.5. Sparsity (in space and time)

A key property of neuromorphic signal processing is the existence of
dimensions where signals exhibit smooth variations. The most straight-
forward example of such a dimension is time. Neurons in the brain
possess short-term memory, allowing them to retain the history of
incoming signals. This feature enables the brain to excel in processing
natural signals, which are typically highly sparse in time. For instance,
although the human brain can efficiently process over 100 frames per
second (fps), research has shown that performance drops to below 10
fps when the frames are not temporally correlated [78].

In addition to temporal sparsity, spatial sparsity plays a crucial
role in neuromorphic systems. Spatial sparsity refers to the activation
of only a small subset of neurons or synapses at any given moment,
which reflects the efficient use of neural resources. In the brain, signals
are processed locally, meaning that specific neurons or circuits are
activated in response to specific features or stimuli, leading to sparsely
distributed patterns of activity across the neural population. This spatial
sparsity allows for efficient signal representation and reduces energy
consumption during processing. For example, neurons in the visual
cortex are sensitive to specific orientations of visual stimuli, resulting in
sparse activation patterns based on the spatial arrangement of receptive
fields.

Furthermore, effective neuromorphic processing relies not only on
input-level temporal sparsity but also on context-level temporal spar-
sity. The brain processes input data by extracting features hierarchically
across different stages. If there is insufficient sparsity at each level of
feature extraction, it can disrupt the efficient processing of signals.
Therefore, both temporal and spatial sparsity are essential for the
brain’s ability to process complex, high-dimensional data efficiently.

4.6. Continuous learning and plasticity

Online learning, fault tolerance, and adaptability are essential prop-
erties of any neural system. Online learning refers to learning and
adapting to new inputs and statistics as the system receives information
in the physical world, i.e., while further information becomes avail-
able, and it refers to a system that updates its knowledge or model
continuously as new data comes in, allowing it to learn and adapt in
real-time.

Fault tolerance means the system can continue functioning despite
faults or damage (e.g., some neurons or synaptic connections are dam-
aged). Finally, adaptability refers to the ability of the system to change
and reconfigure itself in response to changing conditions. Moreover,
and similarly to online learning, continuous learning emphasizes the
ongoing nature of learning without resetting or stopping between tasks.
It often refers to lifelong learning where the system retains knowledge
from past experiences.

Finally, on-chip Learning refers to learning that occurs directly on
the hardware (e.g., a neural chip without the use of external supporting
systems as large memories or general purpose computing systems).
This usually emphasizes efficient real-time updates with a reduction
or elimination of external computation carried in a general purpose
computing system.

4.7. Probabilistic computing

Spiking neural networks (SNNs) communicate and process informa-
tion through action potentials, or spikes. These networks utilize special-
ized neural information processing strategies that include; stochastic re-
current dynamical systems: systems that explore different stable energy
states in a probabilistic manner; stochastic resonance: a phenomenon
where noise improves signal detection; chaotic systems: systems with
unpredictable behavior that can still exhibit underlying patterns. Each
of these strategies contributes to the network’s ability to handle com-
plex, probabilistic tasks. Some scientists argue that the presence of

Microprocessors and Microsystems xxx (Xxxx) xXxx

noise is essential for the correct behavior of the system. For example,
the drop-out technique in deep learning is inspired by this feature
and improves the neural network’s generalization by avoiding overfit-
ting [79]. In summary, the brain is a noisy processing system. Yet, it
can process information accurately and efficiently.

The deterministic behavior of modern digital silicon hardware
comes at some costs. Highly dense process node silicon (~nm of
feature sizes) technologies are noisy. Furthermore, the noise level
increases when using a smaller technology node. Allowing a transistor
to communicate only binary states (0 and 1) limits the performance
of current computers and increases their power consumption. How-
ever, the dominance of deterministic computers is the result of the
algorithmic requirements. Specifically, deterministic computers (which
process binary states—0 and 1—predictably) have become dominant
because many algorithms used in modern computing require precise,
predictable behavior. These algorithms are designed to operate in
environments where every operation has a clear, repeatable outcome.
Therefore, deterministic computing ensures that programs run reliably
and consistently, which aligns well with the structure of current soft-
ware and algorithmic needs, despite hardware inefficiencies like noise
and power consumption. In contrast, a neuromorphic algorithm does
not necessarily require a fully deterministic processing platform to
function well. One of the trends in neuromorphic processing is to make
noisy analog neurons with the silicon transistors in the ultra-low-power
regime (near-threshold) [80] or with entirely new nano-electronic ma-
terials [66]. In both cases, the communication between the processing
elements (neurons) is done digitally, as the shape of the action potential
is stereotypical and it is assumed it does not carry other information
than its presence (i.e., binary, is present or not).

4.8. Scalability

Neural systems are intrinsically scalable because they are composed
of neurons and synapses that can be replicated and connected in large
numbers to form complex networks. This modular organization allows
neural systems to scale up or down depending on the computational
demands of a particular task. The scalability of neural systems has been
recognized in many fields, including artificial intelligence, robotics,
and neuroscience. In particular, the development of artificial neural
networks has enabled researchers to leverage the scalability of neural
systems to perform complex tasks, such as image and speech recog-
nition, with high accuracy and efficiency. For example, in the human
brain, the neural cortex is the brain’s outer layer, and it plays a
critical role in many cognitive functions, such as perception, attention,
memory, and language. The cortex is composed of repeating units
called cortical columns, which contain thousands of neurons that are ar-
ranged in a highly structured manner. Furthermore, these columns are
organized hierarchically, with each level of the hierarchy processing
increasingly complex features of sensory information.

4.9. Binary spike representation

Signal representation in neural systems can take different forms
depending on the level of analysis and the specific neural system
being studied. For example, signal representation refers to the way
neural systems encode and convey information. Neural signals can
be represented in multiple forms using analog representation, digital
communication and chemical interactions. Analog representation refers
to the continuous changes in the intensity of signals, such as varia-
tions in the membrane potential of neurons. Digital communication
then refers to the use of a stereotypical pulse signal, i.e. the action
potentials (spike), which are binary events (either occurring or not). Fi-
nally, many chemical interactions, such as neurotransmitters and other
chemical substances that mediate communication between neurons
at synapses, modulate signal transmission and processing. Each type
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of representation contributes to the complex functionality of neural
systems.

At the cellular level, the basic neural processing unit is the neuron,
which communicates with other neurons through chemical and elec-
trical signals. These signals are generated by the flow of ions across
the neuron’s membrane, which creates a voltage difference or electrical
potential that can be measured as an analog signal. These analog signals
are then converted into digital signals by firing action potentials, which
are discrete electrical pulses that neurons use to transmit information.

At the network level, neural systems process information through
the interactions of large populations of neurons that are interconnected
by synapses. These synapses can modulate the strength of the connec-
tions between neurons through various mechanisms, including changes
in the release of neurotransmitters or the expression of ion channels.
These chemical interactions can also encode information digitally, with
the strength of the connection between two neurons representing the
presence or absence of a particular feature or pattern of information.

Overall, neural systems rely on a combination of analog and digital
representations and chemical interactions to encode and process infor-
mation. This complex interplay of signals and interactions gives neural
systems their remarkable ability to perform complex computations and
learn from experience.

4.10. Conclusions

Neuromorphic systems implement the above properties, in/near-
memory computing, parallelism, non-linearity, asynchronicity, sparsity, con-
tinuous learning, probabilistic computing, scalability, and spike-based rep-
resentation, within concrete SNN architectures (feed-forward, convolu-
tional, recurrent). Feed-forward SNNs leverage temporal sparsity for
efficient event-driven pipelines; convolutional SNNs add locality and
weight sharing for scalable feature extraction; recurrent SNNs introduce
feedback and state for temporal reasoning and online adaptation.

Unlike conventional deterministic processors optimized for dense
synchronous arithmetic, neuromorphic substrates co-design device
physics, circuits, and network organization around sparse, event-driven
computation. This makes them naturally suited for low-power, real-
time, and adaptive workloads operating in noisy, uncertain environ-
ments. Although today’s digital accelerators dominate many benchmark
tasks, neuromorphic computing offers a complementary path to energy
efficient, scalable, and adaptive intelligence by embodying the above
principles in hardware, including silicon CMOS and emerging devices,
and aligning the learning rules with local mechanisms on the chip.

5. Learning algorithms for spiking neural networks

Over two decades ago Wolfgang Maass showed in a seminal work
that SNNs are universal approximators [81]. Intriguingly, he also ar-
gued that spiking neural networks can be computationally more pow-
erful than classical neural networks, since fewer neurons are needed
to perform an equivalent computation. Unlocking this capacity, how-
ever, requires learning algorithms to instantiate suitable parameter
configurations that yield the desired network function. Therefore, this
section discusses bio-inspired, spike-based learning algorithms for spik-
ing neural network systems. First the basics of learning algorithms are
introduced in Section 5.1. Then, a brief summary of the contemporary
deep learning approaches of spiking neural networks is presented in
Section 5.2. Finally, the future directions in learning algorithms for
spiking neural networks are presented in Section 5.4.
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5.1. Learning algorithms

Learning algorithms adjust the network parameters with the goal to
achieve a specific behavior or computation in the network. The degree
to which the networks show this behavior is calculated using a loss
function, as in conventional ANNs. Most existing learning algorithms in
machine learning are gradient-based and rely on the gradient of the
loss, either calculated explicitly, like in gradient descent, or implic-
itly, like in evolutionary computation. However, most spiking neuron
models rely on a discontinuous activation function to implement the
spiking threshold (cf. 3.1), which is not smoothly differentiable, and
thus poses a challenge for gradient-based optimization in SNNs. Over
the past decades, much research effort has therefore been dedicated
to evolutionary algorithms and phenomenological plasticity models
constrained by plasticity experiments such as STDP.

Phenomenological synaptic plasticity models, such as STDP and
Hebbian learning, are commonly used to describe the results of plas-
ticity induction experiments. However, these models are often under-
constrained and typically cannot be derived from a sensible loss-
function. Thus, their direct application to networks often results in
run-away activity rather than useful network behavior. This can be
addressed when augmented with additional loss-related terms. For
instance, reward modulation STDP can implement reinforcement learn-
ing [56,82], or adding normalization terms to Hebbian learning can
implement forms of unsupervised learning like Principal Component
Analysis (PCA) [83] or blind source separation [84]. For example, Oja’s
rule is given by:
dw;
Tdr
where x; is the neuronal activity of the input neuron i and y is the
postsynaptic activity assuming a linear neuron model [83]. The first
term in which x and y appear detects coincidences of pre and post-
synaptic activity. It makes the learning rule a Hebbian learning rule.
However, it is easy to see that with only this first term, the learning rule
would be unstable as weights of a highly active neuron y would keep
increasing for a positive input x. The second term involving )? prevents
such run-away activity and ensures that the weight vector i remains
normalized. Assuming a linear neuron model y = ¥ w;x; and zero

i%i
mean input the weight vector aligns with the first principal component

of the data X. While the above learning rule can be extended to a
population of neurons which, given suitable lateral inhibition, can learn
to cover the principal subspace of the data [85], phenomenological
local learning rules optimize the activity of single neurons or popula-
tions of neurons. While this allows them to effectively implement linear
decompositions like PCA, they do not have the capability of optimizing
networks end-to-end due to the lack of credit assignment mechanisms,
and empirically most of the corresponding local learning rules did not
result in interesting computational functions in deep SNNs, although
there are some exceptions [86].

To resolve the issue of non-differentiability in more complex SNNs,
researchers have explored evolutionary strategies to tune parameters.
This approach has proven successful at generating effective small
SNNs [87], regardless of the nature of the loss function. However,
as with all evolutionary approaches, they are hard to scale to larger
problems and deep SNNs.

=’lxjy_y2wj 2

5.2. Deep learning in SNNs

In deep learning, networks are trained end-to-end using the error-
backpropagation algorithm. Combined with unprecedented compute
power and the development of large datasets, this algorithm has fueled
the deep learning revolution over the past decade.
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5.2.1. Backpropagation

Backpropagation of error is an algorithm that allows efficient com-
putation of the gradient in multi-layer networks. Toward that end,
backpropagation solves the spatial credit assignment problem,
whereby it assigns to every neuron in a multi-layer network a neuron-
specific contribution to the error at the output of the network. Im-
portantly, it does so efficiently by prescribing a recursively strategy
to compute neuron-specific errors from which loss gradients for all
parameters in the network can be easily calculated. While backpropa-
gation is perfectly suited for feedforward networks in which the output
errors are back-propagated layer-by-layer along the connections of
the network, training Recurrent Neural Networks (RNNs), in which
the neuronal activity depends not only on lower layers, but also on
activity in previous time steps, e.g., through cycles in the computational
graph, require a slightly altered strategy. The self-recursion of the
neuronal activity creates a temporal credit assignment problem which
is solved by Back-Propagation Through Time (BPTT). BPTT effectively
unrolls the network in time and treats each timestep akin to a layer
in standard back-propagation, only now weights across these “layers”
are tied across time steps. Both standard backpropagation and BPTT
are effectively algorithms for applying the chain rule of differentia-
tion to multi-layer networks. For this strategy to work, all functions
encountered in the network have to be differentiable.

Training large and complex SNNs also requires end-to-end opti-
mization, but the limited differentiability of SNNs due to their spiking
mechanisms, precludes doing so in a straightforward manner using
backpropagation. To overcome this limitation in SNNs different strate-
gies have been devised over the years that either convert conventionally
trained ANNs to SNNs, perform gradient descent on the firing times of
the SNNs, or surrogate gradients. In the following we describe each
strategy in more detail.

5.2.2. ANN-to-SNN conversion

To overcome limitations related to differentiability of SNNs, many
approaches have focused on converting ANNs trained with error-
backpropagation into SNNs, e.g., [88]. Typically, these studies used
rate-based approximations and do not capitalize on spiking neuron
specific capabilities like timing and sparse spiking, which renders them
computationally less efficient [89].

5.2.3. Gradient descent on spike timings

In early work, like SpikeProp [90], error-backpropagation was ap-
plied directly to the network of spiking neurons. Here, the spike-
discontinuity was overcome by linearizing the gradient at the time of
spiking, allowing the individual spike-times in such spiking networks
to be trained to desired input-output patterns, illustrated in Fig. 6a.
The linearization around spike-times, however, made this approach
hard to extend to multiple spikes and sensitive to vanishing spiking —
the effect where a neuron that is silenced due to decreased weights
will never become activated again. More recent algorithms address
the problem of single spike-times and allow computing exact gradients
on spike times in large networks [91] using the adjoint method for
the Leaky Integrate-and-Fire (LIF) neurons. The effectiveness of the
latter approach has been demonstrated on a number of tasks, including
MNIST and Yin-Yang. Still, the adjoint method cannot be computed
analytically for more complex spiking neuron models, and its inherent
dependence on spike timing and the resulting inability to deal with
gaining or losing spikes in the hidden layers remains an unresolved
challenge [92]. Similarly, Lee et al. [93] apply the implicit function
theorem to SNNs and demonstrate that well-defined gradients with
respect to firing times can be calculated for SNNs. Implemented in
the forward propagation (FP) algorithm, such firing time approaches
are able to learn tasks like Yin-Yang and can show fast convergence.
While timing based-approaches hold promise for efficient event-based
gradient computation, their applicability to large-scale networks is still
an unresolved problem and their inherent dependence on spike timing
and the resulting inability to deal with gaining or losing spikes in the
hidden layers remains challenging [92].
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5.2.4. Surrogate gradients

An alternative approach uses the neuron’s membrane potential
rather than the spike time to calculate the gradient. This Surrogate
Gradient (SG) approach replaces the derivative of the discontinuous
spike-function with a smooth function of the membrane potential [94].
Using SGs, allows flexibly optimizing any loss function, and no explicit
coding assumptions in the hidden layers are mode. This generality
allows networks to use spike-timing, rate-coding, or both depending
on the task demands [95].

Formally, for a LIF spiking neuron we can model the neuronal
dynamics such that the membrane potential u, updates as u, = f (u,_, x;,
s,.1 || W.,r), where W represents the synaptic weights and = the
internal time constants. The membrane potential updates depend on
the previous potential, u,_;, the outgoing spike-state s,_; = {0,1} and
inputs x,. A spike, s, = 1, is triggered when the membrane potential u,
crosses a threshold 6 from below:

1
s; = fou,0) = {

ifu, >0

otherwise

3
0,
Finally, upon emitting a spike, the membrane potential is reset to
the resting potential u,: u, = (1 — s,)u, + u,s,, where usually we use
u, = 0. Following this definition, applying BPTT to SNNs amounts to
the following: given a prediction j, at timestep ¢ for a training sample
(x,y), parameters are optimized by gradient descent to minimize the
loss function #, = L(y,, §,). This gradient expression is then the sum of
the products of the partial gradients:

Ju,,
aMmfl

the corresponding computational graph, for a single spiking neuron,
is illustrated in Fig. 6b. In this formulation, the partial derivative
of spiking % has to go through the discontinuous spiking function.
The surrogate gradient approximates this partial derivative term by a
well-behaved function 7’ S, 0).

With surrogate gradients, SNNs can be modeled as RNNs using
popular deep learning frameworks like PyTorch, Tensorflow and JAX,
where the surrogate gradient is implemented in the backward pass of
the automatic differentiation functionality. With this technique, learn-
ing algorithms for recurrent networks and optimizers developed for
conventional ANNs can be directly applied, resulting in greatly increas-
ing performance and accuracy [96] that approaches or exceeds conven-
tional ANNs while relying on sparse communication and low latency.
While surrogate gradients have mostly been applied to supervised
learning tasks, the approach also extends to self-supervised learning
settings [86]. Finally, surrogate gradients work even on analog neu-
romorphic hardware with in-the-loop learning thereby self-correcting
for device mismatch [97].
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5.2.5. Complex spiking neuron models

While standard neurons in SNNs have mostly been based on LIF
neurons, more complicated spiking neuron models are increasingly be-
ing explored. Bellec et al. [98] demonstrated how the inclusion of long
adaptation time constants in adaptive LIF neurons improves accuracy
in many tasks by expanding the effective memory-window of individual
neurons. In related work, Perez et al. [42] found that in general
heterogeneity in terms of spiking neuron models in the same network
substantially improved task performance. Further, training the internal
parameters of spiking neuron models, like the decay time constants
of the membrane potential or the adaptation variable, further im-
proves accuracy, likely in part by inducing neural heterogeneity [96].
By endowing connections with Short-Term Plasticity (STP) and train-
ing networks of multi-compartment spiking neurons to minimize a
feedback-inhibition objective, Keijser et al. [99] recovered biologically
observed connectivity properties, thus offering a functional interpreta-
tion. Yin et al. [100] also demonstrate how multi-compartment spiking
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Fig. 6. (a) Linearizing gradient around spike-time: the red potential inside the spiking neuron exceeds the threshold ¢ from below at time #* triggering an output
spike. Changing the input weights changes the membrane potential u, which in turn changes the spike time; to estimate the change in spike-time we estimate
the local slope 61 /6u. (b) Computational graph linking inputs to outputs for a neuron unrolled in time (black arrows). BPTT traverses the graph in reverse (red
arrows) to determine the contributions of each parameter to the losses as measured at every timestep. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)

neurons can effectively be used to robustly train large SNNs. Similarly,
Harkin et al. [101] used surrogate gradients to train neuron models
with complex dendritic morphology. In general however, increasingly
more complicated spiking neuron models can interfere with the ability
to train the resulting networks. More robust learning rules like Forward-
Propagation-Through-Time [100] have been demonstrated to alleviate
this problem.

5.3. Online learning

BPTT requires storing the activation history of the entire network
for the duration of the entire input sequence before a weight update
can be computed. The memory requirements quickly become pro-
hibitive for both large networks and long sequences, especially when
a close match with neuromorphic hardware with fine-grained time
resolution is needed. For on-chip learning BPTT’s memory requirements
are usually prohibitive. This limitation has generated substantial in-
terest in online learning rules with a smaller memory footprint. An
alternative online learning algorithm which allows to update weights
without having to store the activation history is Real-Time Recurrent
Learning (RTRL) [102]. However, RTRL has a high computational
complexity which again moderates its practical use in the on-chip
setting. As a consequence, a number of approximate online learning ap-
proaches have been proposed, including SuperSpike [103], eProp [98],
DECOLLE [104], Forward-Propagation-Through-Time (FPTT) [100],
OSTL [105], and Online-Training-Through-Time (OTTT) [106]. One
key feature underlying these approaches is the use of eligibility traces
to solve the temporal credit assignment problem. Although success-
ful these methods approximate the gradient as they are approxima-
tions of RTRL [107]. Moreover, the notion of eligibility traces do not
solve the spatial credit assignment problem. To address this short-
coming, DECOLLE and OSTL extend online learning to deep neu-
ral networks by combining spatial back-propagation with temporal
forward-propagation through eligibility traces. FPTT relies on another
effective approximation allowing it to be applied to deep networks
using spatial error-backpropagation, and was shown to be robust for
both long-sequence learning and learning in large and deep SNNs on
large event-based vision problems like object-localization and classi-
fication [100]. Finally, OTTT can conveniently be calculated as three
factor Hebbian learning rule, but so far has only been demonstrated for
static tasks, like image recognition.
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5.4. Conclusions

While there has been much progress in the last years on learn-
ing algorithms for SNNs, several important questions remain open.
One essential gap is a lack of on-chip learning algorithms that allow
neuromorphic systems to learn in the field. Here continual or life-
long learning strategies are needed with performance and stability
guarantees. While these are active research areas in the broader deep
learning community [108,109], and increasing efforts have also been
put into SNNs [110], continual learning remains largely an unresolved
problem. Scaling up the size of trainable SNNs is another open question,
as current approaches are limited to tens of millions of spiking neurons,
whereas popular Al models like large language models (LLMs) are
comprised (implicitly) of billions of neurons. Scaling up SNNs to LLMs
holds the potential for more energy efficient Al solutions suitable for
non-cloud applications when combined with suitable hardware accel-
erators. A challenge here is also that LLMs are inherently sequential
rather than time-continuous like SNNs. Yet, there is active work on
smaller SNN-based LLM models [111]. Finally, other active research
directions inspired by neurobiology [42,99,100] suggest that more
complex synapses, dendrites, and spiking neuron models could increase
the computational power of SNNs, where a suitable trade-off will need
to be found between the implied memory cost versus other performance
metrics.

6. Hardware implementation of spiking neuron and synapse mod-
els

Traditionally, neuromorphic engineering focused on emulating the
physics of biological neurons and synapses using analog as well as
digital circuits using CMOS devices. However, as the field has grown,
researchers have begun exploring a more comprehensive range of
physical substrates for neuromorphic computing, including memristors,
phase-change materials, and organic transistors. These new materi-
als offer unique advantages, such as non-volatility, high scalability,
and low power consumption, which would make them well-suited for
neuromorphic systems.

This section presents some of the prominent implementations of
neural and synaptic models using several technologies, highlighting
challenges and differences among these implementations. Thus, analog
implementations of neural models are presented in Section 6.1 followed
by a discussion on the digital CMOS implementation of neurons in
Section 6.2. Finally, Section 6.3 discusses the neuron implementations
that leverage emerging Non-Volatile Memory (NVM) devices to model
synapses and neurons.
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Fig. 7. The LLN circuit comprises a membrane LPF (yellow, M;,_;;), a spike-event generation and positive-feedback element (red, M,,_,¢), a reset-refractory
pulse generator (blue, My, r;), and a spike-frequency adaptation LPF (green, M, _s4). (For interpretation of the references to color in this figure legend, the

reader is referred to the web version of this article.)
Source: Reproduced from [80].

6.1. Analog CMOS implementation

Analog CMOS implementations simulate biological neuron models
using Metal-Oxide-Silicon Field Effect Transistors (MOSFETs) arranged
to model different features of biological neurons and their behav-
ior is parameterized by their design dimensions. Such models can
exploit biophysical equivalence between the transport of ions in bi-
ological channels and the transport of charge carriers in transistor
channels [80]. Analog spiking neurons can emulate complex features
of neural computation with high fidelity and low power. Analog neu-
rons are also completely dedicated implementations with no time-
multiplexing, offering real-time fully parallel simulation that is scalable
and does not suffer from operation load issues/limitations. However,
proper calibration of neurons is challenging as they suffer from design
variations between them. Hence, analog implementations are suitable
for qualitative analysis and large-scale simulations [112] but not for
accurate quantitative analysis.

Analog neuron implementations can differ in complexity depending
on the complexity of the underlying mathematical model. An analog
implementation can be usually split into separate blocks, each imple-
menting a feature or a stage of the neuron model. The first block
is typically a temporal integration (synapse) block which converts
an incoming action potential into an appropriate post-synaptic input
for the neuron’s soma. The other blocks implement the neuron’s fea-
tures such as spike/event generation, refractory period mechanism and
spike-frequency adaptation.

CMOS neuron implementations have many possible design choices.
For example, MOSFETs can operate in sub-threshold region (weak-
inversion) where current flows in the transistors by diffusion, or they
can operate in above threshold region (strong-inversion) where current
flows in the transistors by drift. Input and output signals can also be
represented as voltage or current. The analog circuits may operate
continuously in a non-clocked fashion or they can implement discrete
time signal processing using a switched-capacitor (S-C) design.

6.1.1. The log-domain LPF neuron

The log-domain low-pass filter neuron (LLN) [113] implements
many behaviors of the generalized Integrate and Fire (IF) model such as
spike bursting and spike-frequency adaptation. The LLN neuron is con-
structed from a few transistors, operating with low power (50-100 nW),
and with easily configurable time constants and conductance by con-
trolling gate voltages. It consists of four stages described by four
sub-circuits. Fig. 7 shows a schematic of the LLN neuron. The first stage
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Fig. 8. Translinear circuit implementing a gated conductance of the form x3yg
used to implement H-H conductance equations.

(yellow, M;,_;3) is responsible for temporal integration (i.e, synaptic
response) using a sub-threshold log-domain low-pass filter circuit. The
second stage (red, M 4,_4¢) is responsible for generating an output spike
signal. The last two stages are responsible for generating reset and
refractory signals (blue, My, r;) and for LPF spike frequency adaptation
(green, Mg _g4)-

6.1.2. A sub-threshold Hodgkin—-Huxley based neuron

In [114], the authors implemented an analog model of the H&H
neuron (Section 3) using sub-threshold CMOS circuits. Input spikes are
temporally integrated using a log-domain low-pass filter called “Tau-
cell” which was first proposed in [115]. The post-synaptic current is
passed to a subthreshold circuit as shown in Fig. 8 that implements
the nonlinear functions typically used with the gating variables of
the H-H model m, h and n. In this work, the authors implemented
a mixed-signal VLSI chip integrating a biophysical network of four
H-H neurons and twelve conductance-based synapses. All gating vari-
ables were programmable using digital signals and Digital-to-Analog
Converters (DAC).

6.2. Digital implementation

Digital implementations of neurons simulate the neural behavior
in discrete time using discrete approximate solutions of the ordinary
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Fig. 9. Left: General overview of an event-driven digital neuro-synaptic core optimized to process spiking neural networks. Right: Scaling up and building a
heterogeneous neuromorphic processor by connecting various neuro-synaptic cores with a network-on-chip.

differential equations describing the neural model. Digital implemen-
tations usually share compute resources with time-multiplexing.

Digital neurons do not suffer from the design variation challenges
of analog neurons, at the expense of more area and power than their
analog counterparts. However, they can still benefit from low-precision
computation and from the sparsity of spiking neural networks. In
addition, time-multiplexing allows the reusing of computational blocks
of neurons and synapses, making full digital neuromorphic processors
more area-efficient than analog processors. The area efficiency of time-
multiplexing is more significant when a complex neuron model is
implemented and amortized over many neurons.

Digital neurons can come with different degrees of flexibility de-
pending on their compute units. Some architectures implement only
a specific set of neurons with optimized and efficient datapath and
compute units [14,116], other architectures implement a more flexible
datapath that can implement a family of linear integrate and fire
neurons [69], by leveraging fully programmable cores that can be
programmed to implement any kind of neuron model [68,117]. In
addition, using digital technology provides the flexibility to easily port
the design to newer and more advanced technology nodes and therefore
benefits more from technology scaling.

Fig. 9 shows three primary steps of processing events in a digital
neuromorphic processor. When an event enters the core through a
virtual axon, it will broadcast to many neurons, resulting in several
post-synaptic neural updates and possible spike firings. The synaptic
process in Fig. 9 is the step to apply optional delay on the synaptic
events (for example as in [11]), read the relevant synaptic weights,
calculate the affected neuron addresses (for example to support con-
volutional connectivities [69,118]) and updating the synaptic weights
(if on-device learning is supported, for example in [69]). The synap-
tic process may receive feedback from other steps to perform on-
device learning. This process can also support interesting features like
sparse weight compression [118] or event-decompression [117], which
helps to improve synaptic memory usage and event communication
efficiency.

The next step is to update the states of the relevant neurons. This
process is the core of each neuromorphic processor and defines the
type of neurons, data types, timing and mappings. Since each input
spike usually requires updating a large population of neurons, the
neuron process also has a significant role in the processor’s efficiency.
Some processors support several neuron types [118] or programmable
neurons’ equations [119]. The neuron process requires memory for
neuron states and other neural parameters (like threshold, refractory
times, etc.). Neuron computation can be fully parallel and process the
incoming event for all involved neurons in one step [17], fully time-
multiplexed (one step for each neuron update) [11,69,118] or partially
parallelized [117]. Furthermore, calculating the decay of neuron state
can be efficiently approximated [120].
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For low-power digital neuromorphic computing, non-linear I&F
models pose huge challenges. While linear I&F digital implementa-
tions require a response only at input spike time, non-linear I&F
models (i.e multi-compartment neurons) require book-keeping (i.e,
memory) and computation over multiple discrete timesteps after the
input spike time, making them inefficient for low-power event-driven
computation [121], although phenomenological approximations are
possible [122].

As a result of the neural updates, some neurons may fire spikes
which will be passed to the following processing step. In the final
step, the event generation process makes the spike packets using the
address of the firing neurons and the information in the axon memory.
Axon memory includes information related to the destinations of the
spikes packet. The spikes in the multi-core systems will travel through
the Network-on-Chip to the other neuro-synaptic cores (virtual axons).
For smaller scale processors where the layers of neural networks are
hardwired to each other [17], axon memory is not required. The
event-generator may compress the events, have a feedback path to the
synapse process (for recurrent layers and on-device learning), apply
a delay to output events to implement skip connection or implement
some of the linear layers like average pooling.

6.3. Emerging NVM devices

Emerging Non-Volatile Memory (NVM) devices are attractive can-
didates for synaptic modeling: they can mimic both memory since
they are storage elements, and learning since they can exhibit plastic-
ity [123]. Furthermore, they have also been explored for neuronal mod-
eling [124-126], and can potentially enable highly dense, distributed,
scalable and energy and area efficient neuromorphic systems [66]. In
this section, we list some of the most promising NVM candidates that
have been employed for modeling synapses and neurons.

6.3.1. Phase-change memory

Phase-Change Memories (PCM) are a class of emerging non-volatile
memory devices. They consist of a Chalcogenide structure sandwiched
between two electrodes and connected with a resistive electrode (heat-
ing element), as shown in Fig. 10. These devices have programmable
resistive properties where the resistance is a function of their atomic
structure. In a binary PCM cell, the amorphous state has a High-
Resistance State (HRS) and the cell is in the RESET operation, while the
crystalline state has a Low-Resistance State (LRS) and the cell is in the
SET operation. However, these states can be a continuum to represent
multiple states, which is the case in multi-level devices. PCMs require
heat to transition between amorphous and crystalline states as well as
for readout. The PCM crystallizes by applying medium voltage electric
pulses. To switch the device back to amorphous state, it requires a
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Fig. 10. (a) A phase-change memory and (b) the temperature needed for SET,
RESET and READ operations.

strong short voltage pulse. This causes an abrupt melting and quenching
of the device followed by rapid cooling [127].

Since the resistivity of crystalline of PCM is programmable, it can
be exploited to use the PCM as a synapse element connecting pre- and
post-synaptic neurons. Similarly, the amorphous (RESET) state can be
used to model the neuron’s resting state while the gradual transition
from the amorphous to the crystalline state (SET) models the temporal
integration of incident spikes. The crystalline state models the neuron’s
firing state. This creates a strong voltage pulse, which resets it to the
amorphous state [128]. In [124], the authors present an I&F neuron
with homeostatic regulation using a PCM device. They also demonstrate
learning via STDP. In [129], a multi-memristive synaptic architecture
is proposed, in which a synapse is implemented using multiple PCM
devices. In this approach, a synaptic weight is represented by the
combined conductance of the PCM devices.

6.3.2. Resistive RAM

Since the birth of variable-resistance Anodic Oxide materials, the
application of Resistive Random Access Memory (RRAM) has been
extensively studied [130]. Like PCMs, the operation of RRAM is gov-
erned by two conductivity states: LRS and HRS. It has a sandwiched
metal-insulator-metal (MIM) structure where the insulator can switch
between being an oxide (insulator) and an electrolyte (conductor). Like
PCM the states of RRAM can be a continuum to represent multiple
states, which is the case in multistate/multi-level devices. An RRAM
cell is shown in Fig. 11, where an insulating film (HfO,) is sand-
wiched between two conducting electrodes in a MIM structure. The
resistive switching process of RRAM devices typically involves either
the construction/disruption of conductive filaments, or the modulation
of the carrier transport barrier at the electrode/switching layer inter-
face induced by ion migration. These two switching mechanisms are
called filamentary and interfacial switching, respectively. In filamentary
switching devices [131,132], a one-time application of a strong electric
field upon device operation is required for the initial formation of the
conducting filament, which is also known as the electroforming process.
A compliance current is necessary to confine the current flows through
the local path in LRS. For this reason, there is a substantial interest in
the usage of interfacial switching devices for avoiding the electroform-
ing step altogether [133]. Their further advantage is their self-rectifying
behavior, which is key in developing selector-free memristive crossbar
arrays (MCAs).

The current characteristics (I-V) curve of an RRAM device shows
a jump in current at the dielectric breakdown. This jump in cur-
rent is used to model the output action potential (spike). The vari-
able resistance states of RRAM can mimic synapse behavior. Roy
et al. [134] successfully showcased the use of RRAM for modeling
synapses. They demonstrated potentiation, depression and STDP using
optimized Al-HfO, RRAM devices. Similarly, the transition from oxide
HRS state to electrolyte LRS state is used to model the temporal
integration of spikes. Hence, RRAMs can be used to create I&F neuron
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models. In [125], authors introduced an all memristor-based stochas-
tic SNN architecture that implemented stochastic I&F neurons using
RRAM. They demonstrated 6.4x less energy consumption compared to
its CMOS-based counterpart with only 1% loss in accuracy. They use
RRAM to implement stochastic I&F neurons.

6.3.3. Magnetoresistive RAM

Magnetoresistive RAM (MRAM) devices are memristors that offer
almost unlimited endurance and a fast switching mechanism com-
pared to RRAM and PCM devices, which suffer from degradation prob-
lems [135]. Their unlimited endurance is enabled by their switching
mechanism, which depends on the spin dynamics and magnetic prop-
erties of electrons. These properties do not involve any movement of
subatomic particles, which can cause wear-out. Such memristive prop-
erties that are a function of the device’s magnetic state are classified
under magnetoresistance. As magnetic properties are independent of
the power supply, the magnetoresistance state can act as an NVM.
Magnetic Tunnel Junction (MTJ) was the first device to use electron
spin properties for storage [136]. It consists of two ferromagnetic nano-
magnets with a dielectric layer in the middle. While one nanomagnet
has a fixed magnetic polarization, the other is free. The direction of
an applied current can switch the magnetic polarization of the free
nanomagnet from parallel to anti-parallel. This creates the ON/SET
and OFF/RESET states of the device, which are used to model an
I&F’s neuron’s firing and resting states. Fig. 12 illustrates the switching
activity of MTJ under the application of an electric current. Other
MRAM devices follow similar principles as MTJ. One of the challenges
of employing MRAMs commercially is their low ON/OFF resistance
ratio which requires sensitive resistance sensors compared to PCM and
RRAM [137]. Similar to PCM and RRAM, MRAM devices can be used to
implement synapses and synaptic neurons by controlling the magnetic
orientation of the ferromagnetic layers.

Sharad et al. [138] implemented a spin-based integrate-and-fire
neuron model using MTJ devices. They also implemented synapses
using domain-wall magnets, which also fall under MRAMs. In this work,
again, the device’s switching activity is used to model the integrate and
fire behaviors.

6.3.4. Graphene-based NVM devices

Graphene is one of the promising post-silicon candidates due to its
various properties such as flexibility, thinness and ballistic transport.
Most importantly, graphene is a bio-compatible material, which makes
it favorable for different neuromorphic bio-interfaces when compared
to other emerging technologies [139-141]. A basic graphene-based
NVM cell is shown in Fig. 13. It consists of a single layer Graphene
Nanoribbon (GNR) located above an insulating material and a doped
substrate (back gate). When a bias voltage is applied between the
source and the drain terminals (V; —V;) the GNR works as a conduction
channel. This conductance can be modulated by changing the graphene
sheet geometry, the contacts topology, or by means of external voltages
via the top/back gates (i.e., V, and Vigs respectively) [126].

In [139], graphene-based artificial synapses were implemented that
exhibited tunable STDP and long-term plasticity. In [141], graphene-
based multi-level (i.e., >16) memristive synapses are proposed that
allow precise (i.e., arbitrarily programmable) weight updates. In [126],
an all-graphene-based nonlinear leaky integrate-and-fire neuron was
proposed that is made up of 6 GNR units. This neuron showed vari-
ability resilience and output-firing regularity for a varying input firing
rate from 20 to 200 spikes per second.

6.3.5. Ferroelectric RAM

Ferroelectric Random Access Memory (FeRAM) has attracted in-
creasing interest in the field of ferroelectricity and nonvolatile memo-
ries [142]. The key features of FeERAM are (1) nonvolatile data storage
capability, (2) lowest power consumption among various semicon-
ductor memories, and (3) faster operation speed, i.e., as fast as that
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Fig. 12. The spin-MTJ state changes from parallel (P) to anti-parallel (AP) if
a positive current density I > I,. is applied. If a negative direction current
density I > I, is applied, its state will return to anti-parallel.

Fig. 13. A basic graphene-based NVM cell.
Source: Reproduced from [126].

of DRAMs (dynamic RAMs) [143]. Depending on their data storage
and readout mechanism, FeRAMs are classified into two categories:
capacitor-type and FET-type FeRAMs [144]. Capacitor-type FeRAMs
use ferroelectric material to store the data with a different polarization
state. The polarization state of ferroelectric materials can be tuned
under external voltage. A typical cell structure in the capacitor-type
FeRAM is a 1T1C-type cell shown in Fig. 14(a), while a typical cell
structure in the FET-type FeRAM is a 1T-type cell shown in Fig. 14(b).
The 1T1C FeRAM cell, which uses 1 transistor and 1 capacitor with
three control signals: Bit line (BL), word line (WL) and Plate Line (PL),
is the most common structure, it is similar to a DRAM cell. To write
data (e.g., ‘1’) into a 1T1C cell, the BL voltage is raised to V,; so that
the negative voltage bias is applied to the FeERAM before PL voltage
rises. When the PL voltage rises to V,, the polarization state is switched
back to negative remnant polarization (—Pr), that represents data ‘1’.
To write ‘0’, the BL is grounded when the PL voltage is raised to V,,
and the polarization state is switched to positive remnant polarization
(+Pr), which represents data ‘0’ [145]. The state of the FeRAM cell is
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(a) 1T'1C cell (b) 1T cell

Fig. 14. Bit-cell structure of FeRAM devices (a) 1T1C-type FeRAM (b) 1T-type
FeRAM.

read by first pre-charging the BL to zero voltage and applying a V,,
pulse to PL while the BL remains floating.

The non-volatility, low-power and CMOS compatibility features of
FeRAM can be exploited to utilize FeRAM as the basic cell element of
CIM architectures [143]. FeRAM devices can be utilized as the bitcells
of a generic crossbar array for CIM operation, where they can be used
to perform the weighted sum operation in a similar fashion like RRAM,
or PCM-based CIM crossbar arrays. Example works include [123,142],
which have implemented synapses for CIM using FeRAMs.

6.4. Conclusion

Hardware realizations of spiking neurons and synapses span analog
CMOS, digital, and emerging NVM substrates, each trading fidelity,
programmability, density, and energy. Analog offers real-time, ultra-
low-power dynamics but variability; digital provides flexibility and
scalability at higher overhead; NVM enables non-volatile, in-memory
computation for dense, energy-efficient neuromorphic systems.

7. Hardware architectures for spiking neural networks

To highlight the key tradeoffs at the microarchitecture, chip design,
and system levels, we will go through the main design choices for
neuromorphic hardware by first covering qualitatively the main trends
and options, and then placing them in the current neuromorphic chip
landscape. Importantly, most of the design choices analyzed hereafter
are directly related to the fundamental aspects of neuromorphic com-
puting covered in Section 4. Yet, hardware efficiency considerations
can degrade the granularity at which these fundamental aspects can
actually be realized in silicon hardware. The purpose of this section is
to highlight these challenges, as well as the diversity of approaches that
are being pursued.

7.1. Application-specific or general-purpose?
Whether to build application-specific or general-purpose hardware

is among the most pressing questions in the neuromorphic field, where
concrete application demonstrations are still at an early stage (see



A. Gebregiorgis et al

Section 9.2). Two general trends can be found in the design of neu-
romorphic systems. On the one hand, the historical approach, since
the late 1980s, aimed to replicate biology in silicon in a bottom-up
fashion that is driven by neuroscience insights, leading to general-
purpose systems [1]. However, while such neuromorphic systems shine
as experimentation platforms and test-beds for new algorithmic devel-
opments, their emphasis on flexibility and the lack of insight on how to
best exploit biological primitives restricts their efficiency in real-world
use cases.

On the other hand, a more recent trend focuses on the target
use case and on demonstrating that application-specific neuromorphic
systems can outperform conventional approaches. This top-down ap-
proach requires carefully selecting which specific insights from biology
are deemed as the most critical ones toward achieving an efficiency
advantage [146].

Chip highlights:

» The most famous large-scale neuromorphic platforms are all
general-purpose systems: The Neurogrid [10] aims at efficiently
exploring the deployment of 1M-neuron cortical microcircuit
architectures; BrainScaleS 1 and 2 [112,147] aim at accelerating
neuroscience simulations up to billion-neuron supercomputer-
scale setups, including bio-physically realistic neuron models
and plasticity mechanisms; SpiNNaker 1 and 2 [148,149] are
based on multi-core digital architectures and focus on maximiz-
ing flexibility with an almost arbitrary support of neuron and
synapse models at the expense of efficiency, while also allowing
for billion-neuron supercomputer-scale setups; TrueNorth [150]
is the largest single-chip system with 1M neurons and 256M
synapses and efficiently supports large-scale functional abstrac-
tions of neuroscience with a restricted behavior repertoire; Tian-
jic [151] focuses on exploring hybrid ANN-SNN setups; Loihi [69]
aims at a good balance between flexibility and efficiency through
a carefully selected neuron behavior repertoire, a programmable
plasticity co-processor, and a reconfigurable synaptic fan-in.
These large-scale general-purpose systems are complemented by
smaller-scale <10k-neuron chips that serve as test-beds for the
deployment of edge-computing applications, e.g. ROLLS [76],
DYNAPs [16], ODIN [14], MorphIC [116], and pBrain [17], the
latter offering reconfigurability at synthesis time.
Application-specific neuromorphic systems typically have fixed
network architecture and neuron/synapse models, thereby trad-
ing off flexibility for a higher efficiency in their target use case: a
few designs focus on image denoising and sparse coding [152,
153], SPOON [154] focuses on adaptive edge detection with
event-based cameras, the design from Wang et al. [155] focuses
on ultra-low-power always-on keyword spotting, and ReckOn
[156] focuses on end-to-end user adaptation over second-long
timescales with any event-based sensor.

7.2. Analog or digital?

As explained in Section 4.9, the brain intrinsically is a mixed-signal
system. Replicating biology is typically done either by following an em-
ulation approach (i.e. leveraging the physics of the silicon substrate and
of emerging devices to reproduce the brain dynamics) or a simulation
approach (i.e. the substrate dynamics are ignored and behavior is repli-
cated at the functional or model level). Sub-threshold analog design is
the best suited approach for a biological-time emulation of biological
processes. Indeed, the charge carrier flow in the MOS transistor channel
in the sub-threshold regime is governed by a diffusion mechanism, as
are the brain’s ion channels [158]. On the other hand, for analog above-
threshold designs, the current flow is governed by a drift mechanism
instead of diffusion. These designs thus cannot pursue an emulation
approach at the level of the device physics, but can still emulate
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many neuron and synapse models [159]. Furthermore, as currents are
increased by 3-4 orders of magnitude in above-threshold designs, time
constants accelerated by 3—4 orders of magnitude compared to biolog-
ical time can be realized [160]. In terms of memory storage, the area
cost of capacitor-based storage is typically considered too high [76],
unless a biological-time fully-parallel implementation is aimed for (see
Sections 7.3 and 7.4 below). The default option for analog, mixed-
signal, and digital designs is thus to resort to standard digital static
random-access memories (SRAMs), while the best tradeoffs might be
uncovered by exploiting emerging memristive devices (see Section 6.3).
Fig. 15 shows a multi-neuron crossbar analog architecture in which
neurons and synapses are organized in a neurosynaptic core. Many
neurosynaptic cores can be stacked through a digital communication
channel.

Despite allowing for an intrinsically efficient emulation approach,
analog designs do not fully leverage technology scaling and suffer
from device mismatch, noise, and susceptibility to power, voltage and
temperature variations. As of today, it is still unclear whether such
variations are a bug, as in conventional integrated circuit design, or
a feature, as in the brain [146]. Digital designs alleviate these issues
at the expense of forgoing the emulation approach for simulation-
based one. This design choice tends to degrade the overall efficiency by
increasing data movement. However, this decrease is usually compen-
sated for by technology scaling. Indeed, digital SRAM memories exhibit
an excellent tradeoff between density, speed, and energy efficiency in
advanced nodes [161].

Chip highlights:

+ The historic approach to designing neuromorphic chips focused
on exploiting the MOS transistor physics to emulate the brain
biophysics. This approach is still pursued today, and the most
representative designs include ROLLS [76], DYNAPs [16], Neu-
rogrid [10], and Braindrop [162]. These designs typically exhibit
record efficiency in biological time with down to 10-100 fJ/SOP
at the neuron/synapse levels and follow an understanding by build-
ing approach that aims to reverse-engineer the brain by designing
silicon devices based on its operating principles, although it is still
unclear how to best exploit their inherent variability. In terms of
synaptic storage, ROLLS followed a fully-parallel capacitor-based
implementation at the expense of synapses taking up more than
two thirds of the chip area, an issue that was solved in DYNAPs
by merging synapses within a ternary content-addressable mem-
ory (TCAM)-based routing infrastructure. Neurogrid stores all
synaptic weights off-chip, while Braindrop adopts an SRAM-based
storage.

The above-threshold analog design approach is unique to the
BrainScaleS 1 and 2 designs [112,147], both of which follow
a model-based emulation approach running with acceleration
factors of 3-4 orders of magnitude compared to biological time.
Synapse storage relies on digital SRAM. To ease programming
and control, the BrainScaleS systems support advanced variabil-
ity compensation techniques [159], although in-the-loop training
with surrogate gradients has the potential to reduce the need for
such techniques [163].

Digital designs mainly follow three different types of strategy.
First, globally asynchronous and locally synchronous (GALS) de-
signs, such as TrueNorth [150] and SpiNNaker [148], employ
synchronous clocked cores for controllability, robustness, and
programmability, and an asynchronous routing fabric to optimize
for fast low-distortion spike-packet-based communication. Sec-
ond, fully asynchronous designs, such as Loihi [69], yBrain [17],
and the chip from Wang et al. [155] allow for fast and fully event-
driven processing at the expense of requiring advanced design
techniques to ensure a robust clock-free implementation. Finally,
fully synchronous designs, mainly consisting of small-scale de-
signs such as [14,116,164], are best supported by commercial
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electronic design automation (EDA) tools, can easily provide full
hardware-software equivalence, and techniques such as clock
gating can partly mitigate the clock tree penalty for event-driven
spike-based processing.

7.3. Biological-time or accelerated?

Whether the design should be optimized for biological- or
accelerated-time operation mainly depends on the target use case.
Application-specific designs targeting a low-power always-on real-time
deployment should rely on biological-time execution, just as biological
systems are matched to the time constants of their environment. Sim-
ilarly, designs aiming at a close emulation of biological systems will
also aim for biological-time processing. In contrast, accelerated-time
processing is typically chosen for fast offline processing of previously
collected data [165], for accelerating hardware-variability-aware train-
ing before deployment [166], or for accelerating processes taking
place over hour-, day-, or year-long timescales, from homeostatic to
evolutionary processes [160].

In terms of chip design, the choice between biological- or
accelerated-time operation mainly translates to throughput require-
ments. There are typically two processing flows in neuromorphic
systems: (i) time-stepped operation at a fixed temporal resolution
(i.e., time step), or (ii) online continuous-time execution. In the case of
time-stepped operation, the design target will be a bound on execution
time, as achieving the target acceleration factor requires a guarantee
that all computations for worst-case network activity will be carried
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out within the time step. For online continuous-time execution, as spike
events awaiting processing are buffered, the design target will be a
specification on the maximum amount of spike-timing distortion. As
biological-time operation only implies slow processing speeds when it
comes to modern silicon hardware (i.e. each neuron spikes at most at
a few hundreds of Hertz), these throughput requirements only require
careful optimization when considering accelerated-time operation.
Chip highlights:

+ Sub-threshold analog designs such as ROLLS, DYNAPs, Neurogrid
and Braindrop typically run in biological time [10,16,76,162],
thereby targeting applications such as real-time biosignal [167,
168] and speech processing [169]. In contrast, above-threshold
analog systems such as BrainScaleS [112,147] exhibit time con-
stants down to the microsecond, which makes them unfit for
real-time sensory processing, where time constants are typically
on the order of the millisecond. They are thus typically used
for neuroscience simulation acceleration [170] or for accelerated
processing of existing benchmarks [166]. In both the sub- and
above-threshold cases, analog systems typically follow an online
continuous-time execution scheme without global time-stepped
synchronization. High-speed asynchronous routing links are thus
employed to minimize distortion [16], see Section 4.4.

For digital systems, the time constant is usually configurable from
biological- to accelerated-time, either by adjusting the timestep
duration for globally synchronized systems such as TrueNorth
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and Loihi [69,150], or by adjusting the time constants of neu-
ron/synapse models and of the input event stream for online
real-time systems [14,156]. This flexibility makes digital systems
easy to deploy for a broad range of both online and offline use
cases [156,165,171].

7.4. Parallel or time-multiplexed?

Time multiplexing relies on sharing neuron/synapse/dendrite/axon
circuitry and accessing their state data in a centralized memory
(Fig. 16). Importantly, this technique can be applied both in the digital
and the analog domains, e.g. digital logic and SRAM-based storage for
the former, and analog circuitry and switched-capacitor or SRAM-based
storage for the latter.

Fig. 16(a) outlines a fully-parallel implementation where all neu-
rons, synapses, dendrites, and axons are implemented as independent
instances, similarly to the brain. The absence of resource sharing allows
for the highest throughput and lowest dynamic power by minimizing
data movement. However, this architecture typically has a higher static
power penalty and is difficult to scale due to (i) the footprint of all
elements, especially for versatile neuron and synapse models, and (ii)
wiring constraints between individual elements.

In Fig. 16(b), only the axons are time-multiplexed. This architecture
is the most common one in mixed-signal designs aiming for fully-
parallel neuron/synapse resources while saving on wiring costs with a
digital address-event representation (AER) bus or a dedicated network-
on-chip (NoC), where each spike is encoded in a data packet including
the address of the source/destination neuron(s) and, optionally, a
timestamp [172]. The spike encoding circuit overhead is usually con-
sidered negligible, while a high-speed shared digital bus can safely
accommodate for tens of thousands of neurons spiking at biological
time constants or at low acceleration factors. Nearly all neuromorphic
architectures apply axon time multiplexing, which is a necessary con-
dition to scale and easily interface multiple cores, as shown in Fig.
16(d).

A further step consists, in addition to the axons, of time-multiplexing
the physical neurons, as shown in Fig. 16(c). In this case, one physical
neuron can emulate hundreds of neurons whose states are stored in
a centralized memory. This also usually implies some level of time
multiplexing in the synapses, e.g. synaptic data is stored in a centralized
memory but the afferent synaptic weights of a given neuron can be
retrieved in parallel. Time multiplexing neurons and synapses allows
drastically cutting their area footprint and is thus a key enabler for
large-scale designs that is applied in most digital systems and a few
mixed-signal ones, as outlined below in the chip highlights. This comes
at the expense of an increase in control complexity and dynamic power
due to a neuron/synapse state data movement penalty. Throughput
requirements should also be considered, as the higher the number of
neurons/synapses emulated by a single physical instance, the more
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difficult it will be to carry out accelerated- or even biological-time
processing.

As outlined above, time multiplexing design choices cannot be
considered independently from locality and memory architecture op-
timization. Centralized memories exhibit the best density, but increase
the data movement cost, and thus impact the overall energy efficiency
of the design [173]. A careful hierarchical memory architecture design
is thus required.

Chip highlights:

+ Fully-parallel neuromorphic designs are uncommon, as all chips
embed at least some level of axon multiplexing through an AER
interface. Some notable designs exploiting a fully-parallel im-
plementation of neurons and synapses include ROLLS [76] and
uBrain [17], yet following very different rationales. The for-
mer is mixed-signal and targets a continuous-time emulation
of all neuron and synapse dynamics, the latter is implemented
with asynchronous digital logic and targets a fully event-driven
clock-free design allowing for both high-throughput and low-
dynamic-power operation. It is worth noting that xBrain comes
close to the fully-parallel implementation outlined in Fig. 16(a) as
its AER bus is implemented only for inter chip-level interfacing,
and axons are not time-multiplexed internally.

With the exception of uBrain, nearly all digital designs time
multiplex neuron and synapse resources [14,69,116,148,150,154,
156,164]. However, a few mixed-signal designs also go for this
approach, such as [157,174]. Interestingly, [157] time multi-
plexes synapses while keeping fully-parallel neuron resources,
thereby drastically cutting the synaptic array area footprint while
maintaining throughput and continuous-time neuronal dynamics.

7.5. Centralized or distributed?

The crossbar core with all-to-all neuron connectivity supports arbi-
trary neural network topologies. However, maintaining a high resource
utilization becomes challenging as the number of neurons per core
increases. Scaling up neuromorphic chips thus requires breaking them
down into many cores, thereby losing all-to-all connectivity at the
system level. Finding the right balance between the core architecture,
the number of neurons per core, and the number of cores per chip
strikes a tradeoff between hardware utilization, synaptic fan-in, fan-
out, and flexibility for an efficient support of deep neural network
topologies.

Chip highlights:

+ Single-core crossbar designs such as ODIN and ROLLS [14,76]
are typically limited in the diversity and complexity of tasks
that they can support, and rather serve as a proof-of-concept
for the tradeoffs that can be obtained in multi-core systems (see
hereafter). In contrast, a few single-core designs adopt a fixed
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multi-layer network topology [154-156,175], thereby leading to
excellent hardware utilization at the expense of flexibility.

The tradeoffs resulting from scaling-up large crossbar cores can be
illustrated with MorphIC [116], which embeds four 512-neuron
crossbars. Such multi-core crossbar architectures allow for large
bio-plausible fan-in and fan-out values of 1k and 2k, respectively.
However, only fully-connected or recurrent layers allow leverag-
ing these large fan-in and fan-out values with high hardware uti-
lization. Convolutional layers, for example, require inefficiently
replicating small kernels over the large synaptic resources of
output feature map neurons, leading to poor hardware utilization.
Allowing for a flexible and efficient deployment of different net-
work topologies thus requires going beyond the crossbar archi-
tecture at the core level. For example, Loihi [69] allows recon-
figuring the synaptic fan-in by storing connectivity and synaptic
weight information in an SRAM memory, while DYNAPs [16]
adopts a flexible hierarchical tag-based connectivity scheme, at
the expense of a low synaptic fan-in of 64.

7.6. Sparse or dense?

A hallmark of the brain is to exploit sparsity, both in space and time
(see Section 4.5). In the space dimension, the brain relies on an ap-
proximate small-world connectivity scheme where neurons are densely
connected locally and only have sparse long-range connections [176].
In the temporal dimension, the brain relies on a mix of spike codes
optimizing between robustness and encoding efficiency [177]. Sparser
spike codes, such as time-to-first-spike (TTFS) encoding, exhibit a
higher number of information bits per spike but entail more complex
operations and are more sensitive to spike loss.

In contrast to the spatial and temporal sparsity of the brain, most
of the current neuromorphic systems actually rely on a crossbar core
architecture with all-to-all neuron connectivity and on a spike-rate
code, which allows for a straightforward ANN to SNN mapping at the
expense of failing to exploit sparsity, in both space and time. While
multi-core architectures with crossbar cores approach a small-world
connectivity scheme, exploiting temporal sparsity appears to be a much
bigger challenge that requires co-optimizing the sensor, the neuron
model, the spike routing fabric, and the SNN processing algorithm.

Chip highlights:

+ Regarding spatial sparsity, both MorphIC [116] and DYNAPs [16]
are based on a small-world-like hierarchical connectivity scheme,
where intra-core connectivity is dense and inter-core/chip con-
nectivity is sparse. The neuromorphic chips in [152,178] propose
an alternative architecture based on locally-competitive algo-
rithms (LCAs), where competition is introduced for sparse fea-
ture extraction. In both cases, the core architecture still strongly
restricts the connectivity schemes that are supported (see also
Section 7.5), and further research is required to efficiently support
connectivity schemes that are both sparse and flexible.
Regarding temporal sparsity, going beyond rate-code-based ANN-
to-SNN demonstrations, which nearly all current neuromorphic
chips support, requires an extended range of neuron/synapse
behaviors and time constants, as well as spike-time-aware training
algorithms. A few works in this area include SPOON [154], which
is based on TTFS encodings without requiring pre-processing of
neuromorphic retina event streams, and ReckOn [156], which
supports spike-code-agnostic learning with the e-prop training
algorithm [98] and enforces code sparsity with activity regular-
ization. Several sparse coding experiments with Loihi are also
reported in [171].
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7.7. Static or plastic?

The performance of inference-only neuromorphic devices with static
synaptic weights meets design specifications only if the input data is in
accordance with the distribution that was used during the off-chip off-
line training phase. This implies that synaptic plasticity is a key enabler
for a robust long-term performance in uncontrolled environments, in
which out-of-distribution data is frequently encountered and/or the
data distribution shifts over time [179]. Interestingly, the brain excels
at adapting to its environment in an online and continuous fashion
based on a wide range of mechanisms [180], as outlined in Section 4.6.
However, implementing plasticity in hardware, let alone the brain’s full
diversity of plasticity mechanisms, is a tough challenge as it usually
entails not only complex circuitry to compute weight updates, but
also dedicated memory architectures to handle specific memory access
patterns. Carefully selecting the target plasticity algorithm, matching
it with the target use case in a hardware-algorithm co-design fashion,
and ensuring locality in both space and time, are thus necessary steps
toward endowing neuromorphic devices with the ability to adapt to
their environment [146].

Chip highlights:

+ Given the challenging nature of implementing synaptic plastic-
ity in hardware, a large variety of neuromorphic devices rely
on static weights, and are thus only able to perform inference,
such as Neurogrid [10], DYNAPs [16], TrueNorth [150], and
uBrain [17]. Any change in the environment or task specifications
will require a retraining and reprogramming these devices.
Among the neuromorphic chips that implement synaptic plasticity
mechanisms, the majority is based on bio-inspired STDP rules
(Section 4.6). Key examples include the chip from Seo et al. [164],
the chip from Chen et al. [153], BrainScaleS-1 [147], ROLLS [76],
ODIN [14], and the chip from Mayr et al. [174]. Importantly, the
three last chips are based on a learning rule that relies on the state
of the post-synaptic neuron at the time of the pre-synaptic spike,
which allows for a formulation that is local in time, as opposed
to the conventional STDP rule that relies on a spike time differ-
ence. Finally, Loihi [69,119], SpiNNaker [68], and BrainScaleS-
2 [112] support programmable forms of spike-timing-based learn-
ing rules, yet this flexibility comes at the expense of incurring a
dedicated plasticity co-processor.

It is notably difficult to reach decent accuracy levels with STDP
rules directly grounded on neuroscience observations [146]: as
these rules are typically unsupervised and based on local neuron
activities, they need to be modified in order to minimize the
network-level error. To address this issue, some recently pro-
posed neuromorphic hardware designs implement variants of the
error backpropagation algorithm that have been modified to in-
crease biological plausibility. The chip from Park et al. [175] and
SPOON [154] allow for efficient on-chip learning of non-temporal
data (i.e. static data): they are based on feedback-alignment algo-
rithms [181,182] that simplify the required memory architecture
by removing the need to access both the weight matrices and their
transposes. In order to learn temporal data instead, ReckOn [156]
implements a forward-in-time approximation of the backpropa-
gation through time (BPTT) algorithm [98] and enables on-chip
training with temporal dependencies ranging from milliseconds
to seconds.

It is worth mentioning that, while all plasticity-enabled designs
mentioned above can learn in an on-chip and online fashion,
data efficiency and learning robustness remain open challenges.
Early work in this direction includes the designs of [183,184],
which are based on a bio-plausible implementation of continual
learning and allow learning tasks sequentially while alleviating
catastrophic forgetting, which is a dramatic loss of performance
on previously learned tasks as new ones are learned with a
different data distribution.
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» Emerging nanoscale devices such as resistive RAM (RRAM) are in-
creasingly considered for implementing synaptic dynamics due to
their non-volatile, analog storage capabilities. At the same time,
there is growing interest in hardware models that extend beyond
point neurons to capture dendritic processing and local non-
linearities, which are critical for biological computation [185].

7.8. Conclusion

Neuromorphic hardware spans a spectrum of design choices: general
purpose vs. application specific, analog vs. digital, biological time vs.
accelerated, parallel vs. time-multiplexed, centralized vs. distributed,
sparse vs. dense, and static vs. plastic, each with distinct trade-offs
in efficiency, flexibility, and scalability. The “best” architecture is
inherently dependent on the use case and is based on careful hardware-
algorithm co-design, with memory and communication costs often
dominating system efficiency.

8. Mapping and compilers for neuromorphic systems

This section will present neuromorphic applications, compilation
and mapping tools to targeted neuromorphic hardware. Executing a
program on hardware involves three key steps: compilation, mapping,
and run-time management. Although apparent for mainstream com-
puters, these steps are challenging and not very well defined when
executing an SNN-based machine learning application on a neuromor-
phic hardware device. Analogous to a mammalian brain, synapses of
an SNN can be categorized into local and global synapses, based on the
distance information (a spike) is conveyed. Local synapses are short
distance links, where pre- and post-synaptic neurons are located in the
same vicinity. Global synapses are those where pre-and post-synaptic
neurons are further apart.

To reduce power consumption of the hardware implementation of
SNNs, the following two principles are widely adopted in neuromorphic
engineering.

» The number of point-to-point local synapses is limited to a reason-
able dimension. One example is a N x N crossbar, which consists
of N pre-synaptic neurons connected to N post-synaptic neurons
using N? synapses.

« Instead of point-to-point global synapses (which are of long dis-
tance) as found in a mammalian brain, the hardware implemen-
tation usually consists of a time-multiplexed interconnect shared
between global synapses.

Typically, the value of N is limited between 128 and 256; realistic
SNN applications use amounts of neurons and synapses that are well
beyond the capacity of a single crossbar. Therefore, an SNN model of
an application must be partitioned into clusters, where each cluster
is implemented on a crossbar: the partitioning step must thus take
into account the resource constraint of a crossbar. Still, spikes com-
municated between the clusters (i.e., between the crossbars when these
clusters are implemented on them) may create congestion on the global
interconnect, which communicates spikes between crossbars. Spike
congestion increases latency and energy and may also impact appli-
cation performance. In the following, a general workflow is presented
to map SNN applications to crossbar-based many-core neuromorphic
hardware.

8.1. Partitioning large SNN models to clusters

Partitioning a large SNN into clusters is essentially a graph parti-
tioning problem. Many efficient solutions have been proposed over the
years to partition directed graphs.

Fig. 17a shows an example of an SNN application with 8 neurons
and 13 synaptic connections. The number on each edge represents the
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total number of spikes communicated on the corresponding synapse for
a given input. Later in this section, an overview is provided on how to
extract spike information from a given machine learning model. Fig.
17b represents the partitioned SNN application with 4 clusters. The
number on each edge represents the total number of spikes between
the clusters. These are the spikes that are communicated between
neurosynaptic cores when the clustered SNN application is mapped to
the hardware. Since inter-core communication happens via a shared
interconnect such as a Segmented Bus [186] or a Network-on-Chip
(NoC) [187], the inter-core communication can constitute a significant
fraction of the total energy consumption if there are too many spikes
to communicate. Inter-cluster spikes also lead to an increased poten-
tial for network congestion, which may cause performance issues due
to a change in the inter-spike interval (ISI), an encoding technique
commonly used in SNN applications.

The performance of a machine-learning model can be expressed in
terms of accuracy, Mean Square Error (MSE), Peak Signal-to-Noise Ra-
tio (PSNR), and Structural Similarity Index Measure (SSIM) depending
on the specific problem that is being addressed by the model. For SNNs,
these performance metrics are defined in terms of ISL If {t,t,,... tx}
denote a neuron’s firing times in the time interval [0,T], the average
ISI of these spike trains is:

K
=) (t—-t,_)/(K=1). 5)
i=2

To illustrate how a change in ISI, called ISI distortion, impacts model
performance, we consider the example of a small SNN (Fig. 18a),
where three input neurons are connected to an output neuron. Fig. 18b
illustrates the impact of ISI distortion on the output spike. In the top
sub-figure, a spike is generated at the output neuron at 22 ps due to
spikes from the input neurons. In the bottom sub-figure, the second
spike from input 3 is delayed, i.e., it has an ISI distortion. Due to this
distortion, there is no output spike generated. Missing spikes can impact
model performance.

Fig. 19 shows an example of the impact of ISI distortion on appli-
cation performance, where the SNN in Fig. 18a is used for an image
smoothing application. Fig. 19a shows the input image, which is fed to
the SNN. Fig. 19b shows the output with ISI distortion due to variation
in latency in the hardware. PSNR of this output with respect to the
input is 19, which indicates a degradation in the image quality.

From this example, it is quite clear that spike latency plays an im-
portant role in determining the application performance. Fortunately,
the latency can be controlled efficiently during SNN partitioning,
i.e., by reducing the number of inter-cluster spikes. The problem draws
parallel to finding a set of partitions of a weighted graph with the
objective of minimizing a cost function. For the case of SNNs, weights
are the number of spikes, while the cost function is the number of inter-
cluster spikes. To this end, a fundamental graph partitioning algorithm
is the Kernighan-Lin algorithm [188]. This is a heuristic partitioning
solution which starts with some initial partition that satisfies the size
constraints. It then repeatedly swaps nodes between the partitions to
reduce the cost function. This is illustrated for an example SNN in Fig.
20, where after a certain number of steps, the number of inter-cluster
spikes is reduced from 22 (initial allocation on the left) to 8 (in the
right).

The Kernighan-Lin algorithm is used extensively for SNN parti-
tioning [189,190]. To perform this SNN partitioning it is necessary to
extract the spike information, which will be used as weights for edges
(i.e., synapses) of the graph representation of an SNN. This process
of spike extraction is also called workload generation. The general
workflow to generate an SNN workload is to simulate the SNN using
an application-level simulator such CARLSim [191] or Brian [192]
with representative training examples. The workload consists of the
following information.
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(a) An SNN with 8 neurons and 13 synaptic connections. (b) The SNN partitioned into 4 clusters.

Fig. 17. Illustration of partitioning an SNN with 8 neurons and 13 synapses (left) to 4 clusters (right).
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synaptic connections.

Fig. 18. A small SNN with three input and one output neurons (left). Impact of ISI distortion on the output spike.

(a) Original image sent to the image smooth- (b) Output image generated from the image
ing application. smoothing application. The SNN model has
ISI distortion.

Fig. 19. Impact of ISI distortion on image smoothing application.

« Spike Data: the exact spike times of all neurons in the SNN model. * Model Parameters: the synaptic strength of all synapses in the
We let spk(i) represents a list of spike times of the ith neuron in SNN model. We let p(i, j) represents the synaptic strength of the
the model. connection between the ith and jth neurons in the SNN model.
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Fig. 20. An illustration of the steps of Kernighan-Lin clustering algorithm to partition an SNN into clusters.
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Fig. 21. Illustrating the impact of different placements of clusters of a clustered SNN on a neuromorphic hardware.

Spike data and model parameter weights can then be used to
create a directed graph from the SNN. Such a directed graph can be
represented as Ggyy = (N, .S), where N is the set of nodes representing
neurons, and S is the set of edges representing synapses of the SNN
model. Each edge s;; € S connects neurons »; and n;. s;; is associated
with a synaptic strength p;; and spike trains spk(i). The weight of this
synapse (for the purpose of partitioning) is |spk(i)|.

8.2. Determining the placement of clusters to cores of many-core neuromor-
phic hardware

Networks-on-chip (NoC) is the de-facto onchip communication in-
frastructure for many-core neuromorphic hardware platforms compris-
ing of the physical layer, the data link layer and the network layer
of the Open Systems Interconnection (OSI) protocol stack. Inside a
NoC, neurosynaptic cores are connected to channels via switches, which
are organized as mesh (a Manhattan-like structure). The addressing
scheme used is based on Planar Cartesian coordinates, where each core
specified using a pair of real numbers (called coordinates). Mapping
an SNN to a NoC-based hardware consists of identifying the specific
coordinate where each clusters of the SNN is to be placed.

Cluster placement on hardware plays an important role in energy
and latency. To illustrate this Fig. 21 (left) shows a clustered SNN with
three clusters (A, B, C). The figure also shows the number of spikes
between these clusters. Imagine that the three clusters are mapped to
the hardware using placement option 1 (middle) and placement option
2 (right).

For placement option 1, A is mapped to coordinate (1,1), B to (0,0),
and C to (2,2). In this placement scheme, the three spikes between
B and A travel via two hops, i.e., (0,0) - (0,1) and (0,1) — (1,1).
Similarly, the two spikes between A and C via two hops, i.e., (1,1) —
(2,1) and (2,1) — (2,2). Finally, the three spikes between B and C travel
via four hops, i.e., (0,0) — (1,0), (1,0) - (2,0), (2,0) — (2,1), and (2,1)
- (2,2).
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Consider E, and L, be the energy and latency of each switch, while
E; and L, be that for each NoC link, respectively. The average spike
latency is

3x(3-Ly+2- L)+
/*for spikes between AandB

- 1 .2><(3~LS+2~L,)+
3+2+43 |/xforspikesbetweenAandC

3x(5-Ly+4-L))
/*for spikes betweenBandC
_30-Ly+22-L,

8

(6)

The total energy is

3x(3-E;+2-E)+
/% for spikes between AandB
2% (3-E;+2-E)+
/% for spikes betweenAandC

3% (5-E +4-E))

)

/# for spikes betweenBandC

=30-E, +22-E

The same computations can be performed for placement option 2
(right). The average latency and total energy are

o loLannn

0 E=19-E +11-E

(8)

From this simple example we see that both average latency and total
energy is lower for placement option 2 compared to placement option
1, illustrating that placement plays an important role in mapping SNNs
to a neuromorphic hardware. Typically, heuristic solutions are used to
obtain the placement of clusters to cores [190].
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Fig. 22. Implementing a cluster on a crossbar.

8.3. Implementing each cluster on a crossbar

A cluster is implemented by placing its neurons and synapses on to
the resources of a crossbar. Fig. 22 illustrates this implementation using
a simple example of a 2 x 1 SNN on a 2 x 2 crossbar. Synaptic weights
w, and w, are programmed into the NVM cells P1 and P2, respectively.
The output spike voltages, v, from N1 and v, from N2, inject current
into the crossbar, which is obtained by multiplying a pre-synaptic
neuron’s output spike voltage with the NVM cell’s conductance at the
cross-point of the pre- and post-synaptic neurons (following Ohm’s
law). Current summations along columns are performed in parallel
using Kirchhoff’s current law, and implement the sums Y, w;v;, needed
for forward propagation of neuron excitation.

8.4. Mapping on limited precision hardware

Majority of SNN models presume that neuromorphic hardware can
support the required precision and their mapping strategy mainly fo-
cuses on achieving communication cost reduction and performance
improvements by employing various partitioning and spatiotempo-
ral mapping [23]. However, neuromorphic hardware accelerator can
have limited precision for various reasons. On one hand, the spar-
sity and inherent fault tolerance properties of SNNs are exploited
to improve the area and energy-efficiency of the hardware by sup-
porting limited precision such as approximation [193]. On the other
hand, precision is limited due to various reliability and non-ideality
issues resulting in imprecise/limited precision hardware. Therefore,
a precision-aware mapping scheme can exploit the algorithm/model
inherent error tolerance to map an SNN model into a limited precision
neuromorphic hardware. Although limited precision hardware mapping
is not explored adequately, there are a few mapping schemes such
as quantization-aware mapping [194], and an un-balanced bit slicing
and mapping [195] targeting limited precision hardware. Quantization-
aware mapping quantize the SNN weights to match the precision of
the targeted hardware. Whereas the un-balanced bit slicing targets
non-ideal memristive-based CIM crossbar by employing a non-ideality
aware un-balanced weight slicing technique and maps the slices into
varying accuracy/precision memristive devices.

8.5. Recent advancement on SNN mapping

Mapping techniques for SNNs are largely adapted from those for
traditional artificial neural networks (ANNs), with the additional con-
sideration of the neuron’s state, such as membrane potential, alongside
input, output, and weights. Usually, SNN mapping focuses on parti-
tioning neurons across distributed multi-core systems without shared
memory, aiming to optimize resource utilization and minimize inter-
core communication—an NP-hard problem [196]. Common heuristics
include hill climbing [197], particle swarm optimization [198], and
graph partitioning [199], with some methods considering hardware
reliability and endurance [200]. Synchronous Dataflow Graphs (SDFG)
are also used to estimate throughput but current methods struggle to
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handle SNNs exceeding on-chip memory or to effectively utilize shared
on-chip memory.

For example, NeuProMa [201] splits, partitions, and maps SNNs to
fit on-chip resources through time-multiplexing, optimizing intercore
spike communication, but is limited by its splitting strategies and lack
of shared memory consideration. Similarly, SMART [202] targets map-
ping DSNNs on resource-constrained neuromorphic systems with CPUs,
addressing throughput estimation, operation and memory mapping,
and parallel scheduling, though it lacks interlayer and intracore opti-
mization. Advanced tools like Algorithm-to-Hardware Mapping (AHM)
frameworks optimize layer mapping using analytical cost models, with
Stream [203] extending Zigzag [204] to multilayer, multiaccelerator
systems using a graph-based approach and genetic algorithms, en-
abling efficient exploration of Pareto-optimal mappings for substantial
performance gains.

Recently, [205] introduced the first approach to map DSNNs onto
digital neuromorphic architectures with inter-layer mapping optimiza-
tion in space (depth-first) and time, improving hardware utilization and
minimizing off-chip traffic. Applied to event-based vision benchmarks
such as Gen4 [206] and CIFAR10-DVS [207], this method reduced
external memory traffic by 12x, energy by 5x, and hidden states by
20x without accuracy loss, demonstrating significant efficiency gains
for spatiotemporal feature learning under stringent on-chip memory
constraints.

Deployment of SNNs in hardware introduces unique challenges, pri-
marily due to the increased on-chip memory requirements for stateful
neurons and synapses, which maintain persistent states. The limitations
of on-chip memory, coupled with the high energy costs associated with
off-chip memory access, have led to hybrid deployment strategies. In
these approaches, persistent stateful elements are selectively used only
where they significantly enhance system performance. For instance, in
many vision processing tasks, the initial feature extraction layers of
the neural network can be implemented using memory-less neurons
and synapses, particularly in convolutional layers. This strategy signifi-
cantly reduces on-chip memory usage while maintaining computational
efficiency [208].

Another key practical challenge in deploying large-scale SNNs on
multi-core neuromorphic processors is achieving efficient synchroniza-
tion. Most existing spiking neuron models rely on time-step synchro-
nization, as this facilitates training on GPUs. However, enforcing syn-
chronization across neuromorphic cores introduces additional signaling
overhead and can lead to stalling in dataflows. This adds complexity
to the mapping process and requires careful architectural and algo-
rithmic co-design to balance performance and energy efficiency [209].
Moreover, the limited precision of neuromorphic hardware poses an
additional constraint, as conventional mapping strategies often assume
sufficient numerical precision. Recent approaches such as QTMS [210]
propose a quantization-aware mapping scheme that optimizes multiple
timescale dynamics in SNNs to mitigate precision limitations while
maintaining functional accuracy.

8.6. Conclusions

Despite advances in SNN mapping, key challenges persist. Existing
heuristics, such as graph partitioning and evolutionary algorithms,
provide approximate solutions but struggle with scalability, and current
methods fail to fully leverage shared on-chip memory, leading to ineffi-
ciencies. Furthermore, the lack of standardized benchmarking method-
ologies makes it difficult to compare mapping techniques across differ-
ent hardware platforms. Efforts such as NeuroBench [211] provide a
unified framework for evaluating neuromorphic algorithms and hard-
ware, but further refinement is needed for dynamic and continuous-
learning applications. Future work should focus on hybrid mapping
techniques that integrate deep reinforcement learning and optimization
methods, alongside evolving benchmarks for closed-loop neuromorphic
tasks and energy-aware metrics to ensure a fair and comprehensive
performance evaluation.
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9. Spiking Neural Networks deployment & applications

This section presents the recent developments on the adoption,
deployment, and application of Spiking Neural Networks in different
sectors. Section 9.1 presents the section that discusses the encoding
of the input signal for SNN applications, which is an essential step
to represent the input signal in usable format of SNN. Then, the
application of neuromorphic systems in various domains is presented
in Section 9.2.

9.1. Input signal encoding in SNN

The first step for implementing an SNN is to encode signals into a
stream of spikes using either a rate-based model [45], some form of
temporal coding [212], or population coding [213]. Unlike biological
neural networks, artificial SNNs are highly simplified as the action
potential generation, and the synaptic dynamics are usually simplified
with binary events without including their complex temporal dynamics.
Spike trains in a network of spiking neurons are propagated through
weighted synaptic connections. A synapse can have a positive (ex-
citatory) or negative (inhibitory) effect on the postsynaptic neuron.
This means that it can increase or decrease the neuron’s membrane
potential. The strength of the synapse (weight) can be changed due to
learning. The learning rule of an SNN is among the most challenging
component for developing efficient and effective SNNs; this aspect is
discussed in Section 5.

In general, the network topology describes how different neurons
interact. Various factors determine the network model, such as the level
of biological inspiration, their target application, and the limitations of
the neuromorphic hardware.

Spiking neural networks (SNNs) can be used for a wide range of
applications, including image recognition, speech recognition, robotics,
and more. The specific topology of the SNN can depend on the specific
application and the requirements of the system.

Feedforward SNNs are commonly used in image and speech recogni-
tion tasks, where the input signal is processed layer by layer to produce
an output. Recurrent SNNs are often used in tasks that require memory
or sequential processing, such as speech recognition [96] or language
processing.

Bio-inspired SNN topologies aim to replicate the organization and
structure of the brain. These topologies are often used for cognitive
tasks, such as decision making [75], learning, and memory. Convo-
lutional SNNs are commonly used in image and speech recognition
tasks, where the input signal is processed in a way that mimics the
organization of the visual or auditory cortex.

Gated-networks, such as long short-term memory (LSTM) networks,
are used for tasks that require the network to maintain memory of
previous inputs. This can be useful for tasks such as speech recognition
or language processing.

Overall, the choice of topology depends on the specific application
and the requirements of the system. Each topology has its advan-
tages and disadvantages, and researchers are continually exploring new
topologies and techniques to improve the performance of SNNs for a
wide range of applications.

9.2. Neuromorphic applications

SNNs have also been shown to be energy-efficient and can be
implemented in hardware using neuromorphic chips, making them
attractive for applications in embedded systems and the Internet of
Things (IoT). The neuromorphic community is currently engaged in
defining benchmarks and application metrics to evaluate various neu-
romorphic solutions [24]. This evaluation considers both algorithmic
complexity and hardware efficiency, helping to determine which tasks
and applications make the neuromorphic engineering approach attrac-
tive. In addition several neuromorphic applications have demonstrated
the benefits of the neuromorphic approach; these include:
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» Event-based machine vision: neuromorphic event-based vision is
probably the most developed application of neuromorphic tech-
nologies [214]. Today, event-based cameras find use in several
applications in robotics, autonomous vehicles, and augmented
reality. In robotics, event-based vision can be used for tasks such
as object tracking and motion planning, where fast and accurate
sensing is critical. In autonomous vehicles, event-based vision
can help with obstacle avoidance and real-time decision-making.
In augmented reality, event-based vision can provide a more
natural and immersive user experience by allowing for real-time
tracking and updating of the visual scene. One key advantage of
event-based vision is its ability to operate in low-light conditions,
which can be challenging for traditional cameras. This is because
the spiking nature of the sensors allows them to operate more
efficiently in low light, making them well-suited for applications
such as surveillance and security.

Speech recognition: SNNs have been used to recognize spoken
words and phrases by analyzing the temporal patterns of neural
activity associated with speech signals.

Object recognition: SNNs have been applied to image recognition
tasks, where they can learn to recognize objects based on their
visual features and temporal patterns.

Robotics: SNNs have been used to control robots and enable
them to perform complex tasks, such as object manipulation and
navigation.

Computing: SNNs have been used to implement neuromorphic
computing systems, which aim to emulate the energy-efficient
and parallel processing capabilities of biological neural networks.
Control applications: neuromorphic computing can be utilized to
develop the control applications such as video games [215] and
autonomous robot navigation [216].

Prosthetics and brain-machine interfaces: neuromorphic-based
systems have been proposed to smoothly interface with neu-
ral systems directly through the use of spikes, thus, they have
the potential to realize low-latency and low-power neurpros-
thesics [167].

Overall, brain-inspired sensing and computing systems provide a
promising method for modeling and comprehending biological neural
systems while creating novel forms of artificial intelligence that can
solve demanding tasks more efficiently and potentially with lower
power consumption, using a more natural approach.

10. Challenges and future directions

A key obstacle in advancing neuromorphic computing systems lies
in our incomplete understanding of the brain. Neuromorphic architec-
tures draw inspiration from how the brain’s structure and dynamics
give rise to efficient, adaptive computation, so neuroscience discover-
ies directly shape the potential of neuromorphic technology. Gaining
deeper insights into how the brain processes information, particu-
larly its dynamical signal representations, will be crucial to refining
neuromorphic systems.

Neuromorphic learning systems, which strive to learn and adapt as
biological networks do, face several hurdles. The design of efficient
learning algorithms is especially challenging: these algorithms must
seamlessly handle large-scale, highly parallel, and time-varying neural
activity while remaining energy efficient and scalable. Hardware limita-
tions compound this issue; specialized neuromorphic chips and FPGAs
often provide only limited memory and computational resources, re-
stricting network size and complexity. Moreover, the inherent noise and
variability in neuromorphic hardware complicate robust and reliable
learning, while recurrent loops over time in spiking neural networks
make interpreting learned representations notably difficult.

Developing analog mixed-signal circuits adds further complexity at
the hardware core level. Noise and variability can undermine accu-
racy, requiring strategies such as self-healing and adaptive calibration.
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At the same time, managing power consumption without sacrificing
performance is critical, especially when working with novel nanoscale
devices that can increase circuit complexity. In addition, ensuring in-
teroperability with other hardware and software platforms necessitates
well-defined standards and interfaces.

Memory constraints and scalability pose major architectural-level
challenges. The memory subsystem often dominates power consump-
tion and chip area, making Non-Volatile Memory (NVM) technologies
attractive for their compact form factor and zero static power usage.
However, high write power, low endurance, and read inefficiencies in
current NVM solutions limit their practical deployment in large-scale
neuromorphic systems.

Despite promising energy-efficiency achievements, for example,
up to 195 Tera Operations per Joule [217] compared to roughly
10 Tera Synaptic Operations per Joule for the human brain [218] state-
of-the-art neuromorphic processors remain far behind their biological
counterparts. Intel’s Pohoiki Springs system (100 million neurons and
99 billion synapses) can draw approximately 500 W [219], whereas
the human brain, with tens of billions of neurons and trillions of
synapses, operates only 10 to 20 W. Emerging technologies such as 3D
integrated circuits can help close this gap by mitigating I/O overhead
and improving system scalability [220].

Bridging the hardware—software divide is another critical step for-
ward. While neuromorphic hardware emulates brain-like properties,
powerful and flexible software frameworks are essential to harness
those capabilities effectively. Finally, developing comprehensive appli-
cations and benchmarks will guide progress in neuromorphic sensing
and computing [211]. Although initial successes in pattern recognition
and robotics have been promising, ongoing research is needed to iden-
tify and test novel and sophisticated use cases. By continuing to push
the boundaries in neuroscience, hardware innovations, software tools,
and application development, the field of neuromorphic computing can
move closer to the robust adaptability and efficiency seen in biological
neural systems.
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