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Abstract—In recent years, video conferencing platforms have
become powerful tools for remote communication. There has
also been an increase in the use of VR systems for communi-
cation. However, very few of these systems utilize photorealistic
human representation. This paper investigates the strengths, chal-
lenges, and limitations of a novel 3D communication prototype
(VR2Gather) and a well-established video conferencing system
(Zoom). Specifically, we explore whether the 3D communication
prototype can achieve comparable performance levels in a remote
physiotherapy use case. By assessing various aspects, such as
audio-visual quality, presence, and interaction, we aim to deter-
mine if the current prototype is comparable with commercial
systems in some dimensions while exceeding expectations in
others. Our results indicated that VR2Gather has the potential
for a better sense of connection and higher concentration.
However, challenges like improving 3D rendering quality and
communication ease still need to be overcome to make it suitable
for physiotherapy.

Index Terms—Social XR, Point Cloud, Zoom, Physiotherapy,
Communication, eXtended Reality

I. INTRODUCTION

Over the years, video communication has evolved into
modern platforms such as Zoom, WhatsApp, WebEx, and
Microsoft Teams. These platforms enable us to communicate
in real-time with multiple persons in Full High Definition
(FHD) quality [1]. Since the COVID-19 outbreak, online
video communication and meetings have grown in importance,
finding applications in various domains [2], [3]. However,
traditional 2D video communication platforms are limited in
immersiveness, spatial presence, and the ability for users to
feel like they are sharing a space together and rely on 2D visual
representations [4]. Recent advancements in eXtended Reality
(XR) address these limitations by offering 3D representations
of individuals and natural interaction, enhancing the sense
of presence and creating the impression of sharing a space
together [4], [5].

XR collaboration systems are still in the early stages of
adoption and development [6]. Exploring the impact of XR on
use cases that require good spatial understanding and visual
representation besides audio quality, such as physiotherapy,
is important to understand where XR technology stands today
compared to classical video communication. To ensure a good
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physiotherapy session, it is important to have real-time com-
munication with minimal latency, natural interactions, and the
ability of patients to observe precise movements from different
angles and distances to fully understand them. While 2D video
communication platforms fulfill the requirement of real-time
communication, they lack immersive interactivity and spatial
presence. XR platforms [7], [8] address the limitations by
providing all of the above requirements, offering enhanced
spatial presence and interactivity [4], [5].

Some studies in the literature evaluate physiotherapy [9],
TaiChi [10] training and remote healthcare [11] in social
VR systems. However, none of these works explore the user
experience with different user representations. Moreover, no
studies have investigated how XR communication and collab-
oration tools perform in comparison to their 2D counterparts
in physiotherapy. Hence, this paper explores whether a 3D
communication prototype (VR2Gather) can deliver a user
experience comparable to that of well-established video con-
ferencing tools like Zoom. We selected Zoom as the 2D video
conferencing tool due to its widespread use and popularity1. In
this paper, we make two primary contributions: (1) We design
an experiment to thoroughly investigate the use of two sys-
tems—VR2Gather and Zoom—for a physiotherapy use case.
We provide a detailed protocol tailored to this scenario, which
will serve as input to the International Telecommunication
Union (ITU) standard P.IXC2. (2) We conduct the experiment
and present a comprehensive analysis of key metrics, including
quality of interaction, presence, cybersickness, workload, and
visual quality for both systems.

Our results indicated that VR2Gather has the potential
for a better sense of connection and higher concentration.
However, challenges like improving 3D rendering quality and
communication ease still need to be overcome to make it
suitable for physiotherapy.

II. RELATED WORK

A. Social XR Systems

Some social VR systems represent users with simple avatars
that consist of the head, hands, and upper body [12], [13].
In contrast, systems like embodVR [14] track full body using

1https://www.emailtooltester.com/en/blog/video-conferencing-market-share/
2https://www.itu.int/ITU-T/workprog/wp item.aspx?isn=20848
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Motion-capture suits and the OptiTrack system. These systems
enable real-time communication among participants, who are
represented as avatars. These systems lack photorealistic rep-
resentation and tracking of facial features. Social VR system
like ImmerTai [10] focuses on Chinese Taichi training. Their
system is not live, as students learn Taichi by observing the
pre-recorded video of the Taichi expert’s motion. The system
lacks real-time feedback and interaction capabilities.

Some XR communication systems also incorporate photo-
realistic representations [7], [8], [15]–[18]. The XR systems
developed in [15] and [17] use mesh representations of users.
Beck et al. [16] telepresence system uses projection-based
3D screens and represents users as photorealistic 3D video
avatars. These conferencing systems allow to have real-time
remote participant communication. In [7], an asymmetric
collaboration system is presented. The teacher is presented in
photorealistic representation, where the student is represented
as a viewpoint avatar within the shared virtual environment.
VR2Gather [8], [18] is a symmetric communication system
where both users are presented in photorealistic representa-
tions (point cloud). They can interact with each other in a
virtual environment in real-time. Additionally, it is open source
and easy to modify for use. Hence, we selected VR2Gather
as an XR communication platform for our experiment.

B. Evaluation Methods

Several studies measure user experience in social VR sys-
tems using task-specific methodologies [9], [10], [13], [19]–
[22]. These studies use different test protocols tailored to their
specific research questions or task requirements. Common
evaluation constructs include presence [10], [13], [19]–[22]
and Quality of Interaction (QoI) [9], [13], [20]–[22] to under-
stand participants’ sense of being there and the effectiveness of
user communication. Visual quality and overall QoE are also
evaluated to understand users’ experience of visual representa-
tions [9], [19], [21]. Additionally, some researchers have also
measured users’ Task-Related Experience while completing
tasks in social VR environments [9], [21].

For our task, we adapted our test protocols based on
these works [19], [21] and selected questionnaires to measure
presence, QoI, audio and video quality, cybersickness and to
assess workload.

C. Different Representations

In [20], Li et al. compare photo-sharing experiences on three
platforms: face-to-face (F2F), Skype, and Facebook Spaces
(FS). They found that Social VR (FS) can closely approximate
the F2F photosharing experience. In [21], two platforms, HMD
and 2D screens, were evaluated for watching a virtual movie
together. All four users were represented with photorealis-
tic representations. Their results indicated that HMD users
experienced greater presence and immersion, while screen
users reported lower workload and more ease in exploring the
environment. De Simone et al. [22] compared video-watching
experiences on F2F, FS, and in a video-based Social VR

system (Photorealistic). Their results indicated that the video-
based social VR system provides a similar experience to F2F.
In [23], three different modes of interaction were studied F2F,
2D video conferencing, and Horizon Workrooms (avatars) in
the idea generation and decision-making task. They observed
that F2F outperforms the other two modes of interaction.
However, communication in VR has some advantages over
2D, especially in terms of collaboration and engagement.

No studies in the literature compare different representations
of participants in physiotherapy [9]–[11] in social VR systems.
In our work, we explore two platforms: a 3D communication
prototype with photorealistic user representations and the
Zoom system, which uses 2D video representations to learn
the exercises.

III. EXPERIMENTAL SETUP

The experiment consisted of two sessions, each using a dif-
ferent test system. The sessions differed only in terms of which
system was used first. The participants were equally divided
into two groups: the first group performed the exercises using
the HMD first and then Zoom. In contrast, the second group
completed the exercises using Zoom and then the HMD. This
design was used to control for session order effects.

A. Selection of Exercises

A real physiotherapist initially selected the exercises, ex-
cluding any balancing exercises. This is because participants
would wear HMDs, making it hard to balance without seeing
the outside world. We conducted pre-tests and found that
these initial exercises were too simple for participants to
perform, requiring no physical or mental effort. To address
this, we consulted a Kung-Fu expert to introduce more com-
plicated exercises. This complexity was designed to encourage
participants to interrupt the physiotherapist (referred to as
the confederate user), ask questions, or seek clarification to
perform the exercises correctly.

For this experiment, the final selection included six different
exercises. Two of these were normal exercises, which some
participants might already be familiar with. The remaining ex-
ercises were selected from Kung-Fu to introduce intentionally
complex movements, ensuring participants would experience
some difficulty. On average, the time taken to complete
one exercise was 2–3 minutes. These exercises were evenly
distributed between the two sessions: Zoom and VR2Gather.
Participants randomly performed one regular exercise and two
Kung-Fu exercises in each session. A separate exercise was
used for training.

More information about the exercises can be found here:
https://github.com/cwi-dis/vr2gather-zoom-physio-qoe

B. Technical Setup

To perform the exercises in the Social XR environment, we
selected VR2Gather [8], [18]. This software allows multiple
people to be present in the same virtual space. VR2Gather
uses CWIPC3 system to generate the point cloud using Azure

3https://github.com/cwi-dis/cwipc
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Fig. 1: Participant’s view on the screen and a real-life view of
participant replicating confederate user’s movement.

Kinect or Intel Realsense cameras. Our experiment used four
Azure Kinect cameras to create point clouds for the phys-
iotherapist and participants. Fig. 1 shows the setup used to
capture participants’ movements and a screen displaying the
participant’s view.

On top of VR2Gather, a virtual room with grey walls and
a door was built, including furniture such as tables and flower
pots. This virtual room resembled the participant’s physical
room in terms of dimensions. The tables and flower pots
were strategically placed to align with the Kinect cameras’
positions so that participants would not move closer to the
cameras. This space served as the meeting point where the
physiotherapist and participants interacted and where partici-
pants learned the exercises. The distance between participants
and the physiotherapist in the virtual space was 2 meters.
This distance was chosen to ensure that both parties were not
too close to each other and could move within the physical
space to observe each other’s movements. Once the exercise
was completed, the physiotherapist pressed a button, and
both were transported to another room where the participant
filled in questions related to QoI, presence, sickness, and
quality online. After completing the questionnaires, they were
automatically transported back to the exercise room.

During the pre-tests, we noticed that the back-and-forth
transportation and filling out questionnaires in the virtual
environment were too much for the participants. Therefore,
we decided to simplify the process by using only one exercise
room. After the exercise, participants removed the HMD to
complete the questionnaires on paper. The final exercise virtual
room had grey walls and a door but no furniture. This simple
setup ensured minimal distractions and allowed participants
to focus entirely on the exercise session. The VR2Gather
application ran on two identically configured Windows 10
machines, each equipped with an i9 CPU @ 3.6GHz, 64GB
RAM, and a Nvidia GeForce RTX 2080 Ti GPU.

Participants and physiotherapist wore Quest Pro HMD,
which were wirelessly connected to the machine. However,
due to the use of HMDs, some facial information, partic-
ularly from the face region, was lost. During the pre-tests,

participants complained that the lack of visibility of the
physiotherapist’s face made it difficult to understand the exer-
cises. To address this, VR2Gather was used in an asymmetric
setup, where only the participant was immersed in a 6 DoF
environment using an HMD, while the physiotherapist only
wore headphones, ensuring the participants could see the
physiotherapist’s face and facial expressions.

To perform exercises in the 2D video communication plat-
form, we selected Zoom4. In our experiment, we used Full
HD webcams to capture the participants and the physiother-
apist, ensuring their movements were clearly visible. The
physiotherapist and participants were instructed to maintain
an approximate distance of 2 meters from the screen to give
the other person an almost complete view of their body.
Headphones equipped with microphones were used for audio
transmission and reception. The headphones were connected
to the machine with wires, so there was no additional delay in
audio transmission. Participants viewed the physiotherapist’s
video feed on a 165 cm monitor to effectively observe and
replicate the exercises.

C. Test Method
Before starting the experiment, each participant was

screened for correct visual acuity using Snellen charts (20/25)
and for color vision using Ishihara charts. After passing the
pre-screening, participants were given written instructions to
understand the experiment’s aim. They filled in the Simulator
Sickness Questionnaire (SSQ) [24] before starting the exper-
iment, at the end of the first session, and at the end of the
experiment. Furthermore, the NASA Task Load Index (NASA-
TLX)5 was administered at the end of the first session and
again at the end of the experiment. To evaluate the presence,
Quality of Interaction, and perception of interruptions, we
included questions from [19], which were also asked at the
end of the first session and the experiment.

When performing the exercises using an HMD, participants
removed the device and filled out a questionnaire on paper
regarding their experience, audio, and video quality, using
a 5-point Absolute Category Rating scale [25], [26]. They
also rated their ease of communication using the system [25],
[27]. Once they completed the questionnaire, they could take a
short one-minute break or continue directly with the following
exercise if they felt ready. Before each exercise, it was ensured
that their point cloud representation was perfectly aligned with
their body. Once the first session was complete, they had a 10-
minute break before moving on to the next system.

When learning the exercises in Zoom, participants only
wore wired headphones and a large screen was placed in front
of them so they could see the physiotherapist from a distance.
After the second session, the experimenter conducted a brief
interview with them to ask specific questions about their expe-
rience during the entire experiment. The entire data collection
is available here: https://github.com/cwi-dis/vr2gather-zoom-
physio-qoe

4https://zoom.us/
5https://humansystems.arc.nasa.gov/groups/tlx/
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Fig. 3: MOS for ease of com-
munication.
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Fig. 4: MOS for an effort to
interrupt others.

The total duration of the experiment was ≈ 45 minutes.
When performing exercises with an HMD, participants entered
a virtual room where they and the physiotherapist were rep-
resented as point clouds. Participants were instructed to move
closer to the physiotherapist if they needed a better view of
the movements in any system. They were encouraged to ask
questions or interrupt the physiotherapist if instructions were
unclear. In total, 36 participants (25 males and 11 females)
participated in the experiment. These participants were equally
divided into two groups. Their average age was 34 years, with
a median age of 27.5 years.

IV. EXPERIMENTAL RESULTS

We performed the Shapiro-Wilk normality tests on the
ratings for each question and each group. The results suggested
that the ratings are not normally distributed (p-values < 0.05).

A. Audio and Video Quality

Figure 2 shows the mean opinion scores (MOS) with their
95% confidence intervals (CI) for audio and video quality
averaged over all exercises and participants for each group. It
can be observed that Zoom and VR2Gather have a comparable
level of audio quality, irrespective of the group. For video
quality, Zoom is always rated higher than VR2Gather, which
is expected because the 3D quality of the confederate user
(Physiotherapist) has some visual artifacts, and some fine
details were missing. There are visible distortions on the face
and body, and the technology is still developing. VR2Gather’s
point cloud format limits visual quality due to low resolution,
lighting sensitivity, and unstable depth data. Rendering issues
lead to flickering and loss of detail, undermining the visual
clarity essential for observing physiotherapy movements. We
conducted a Mann-Whitney U test (Wilcoxon rank-sum test)
to compare Zoom and HMD (VR2Gather) within and between
groups and for audio and video quality. We observed both

between-group and within-group differences. For video qual-
ity, Zoom provides statistically significantly better quality than
HMD for both groups, with p-value < 0.01. A significant
difference was observed between both groups for Zoom (p <
0.01). This highlights that session order may have influenced
the evaluation of Zoom, as participants in Group #2 rated video
quality significantly lower. For audio quality, a significant
difference was observed for Group #1 (p < 0.05). A significant
difference was also observed between Group #1 and Group #2
for HMD (p < 0.05).

Figures 3 and 4 show the MOS for ease of communication
and for the effort required to interrupt others for each group.
Both groups show a similar trend for the effort levels, which
are lower when using Zoom than HMD. This could be
attributed to the fact that most people nowadays are more
familiar with video conferencing on Zoom than with HMDs.
Additionally, it could be possible that wearing an HMD for
a long time may lead to discomfort, thereby increasing the
perceived effort. Using the Mann-Whitney U test, we observed
no significant between-group and within-group differences,
except for a significant effect of the device on Group #2 (p <
0.05) for ease of communication.

B. Quality of Interaction

Figures 5 a, b, c, and d show the MOS for different
questions related to the Quality of Interaction, averaged over
all participants for each group. Figure 5a indicates that, for
Group #1, participants felt slightly more connected using
Zoom; however, this difference is nonsignificant. In contrast,
HMD provides a stronger and statistically significant sense of
connection in Group #2, with p < 0.05. The possible reason
could be that they felt they were sharing the same space and
could see the 3D representation of the Confederate user, which
made them feel more connected to the Confederate user.

From Fig. 5b, it can be observed that HMD and Zoom
provide similar levels of communication clarity, irrespective of
the group. Users could understand or follow the confederate
user’s instructions with both devices. We observed no signifi-
cant differences between the group and the within-group.

From Fig. 5c, HMD promotes better collaboration for Group
#2. This could be attributed to the fact that participants and the
Confederate user can observe each other from different angles
or distances, similar to real life. However, this is not possible
with Zoom. The same effect was not observed for Group #1.
A significant difference was observed between Group #1 and
Group #2 for Zoom (p < 0.05), with Group #2 participants
providing significantly lower ratings than those in Group #1.

Figure 5d indicates that Zoom is more effective in providing
information for both Group #1 and Group #2. This could be
attributed to the visual quality of the Confederate user (see
Fig. 2). While doing exercises, participants need to observe
the confederate user very closely to replicate the movements.
In VR2Gather, the 3D representation of the confederate user
contains some visual artifacts, and possibly some important
details are also missing. This is not the case with Zoom,
where participants can see the physiotherapist’s movements.
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Fig. 5: MOS for Quality of Interaction questions for different groups for Zoom and HMD.

We observed no significant differences between the group and
the within-group.

C. Presence

Figures 6 a, b, and c show the MOS with their 95%
confidence intervals for different questions related to the Pres-
ence, averaged over all participants for each group. Figure 6a
indicates that participants found their experience in Zoom to
be more aligned with real-world experiences, irrespective of
the group. This could be attributed to participants being more
familiar with Zoom than HMD or the Confederate user’s visual
representation being clearer than in HMD. For Group #2, a
significant difference was observed (p < 0.05).

It can be interpreted from Fig. 6b that, for Group #1,
participants have a slightly higher concentration level while
performing exercises using HMD. However, this difference
is only marginally significant (p-value = 0.078). Participants
in this group may have been able to focus more on the
tasks because, after wearing HMD, they became unaware of
their surroundings. In contrast, for Group #2, Zoom provides
higher concentration levels. A possible reason could be the
familiarity and simplicity of Zoom or the additional mental
load introduced by wearing HMD, which may have made it
more challenging for them to concentrate. This difference is
significant, with a p-value < 0.05. It is interesting to note
that concentration level significantly impacts HMD between
groups.

From Fig. 6c, it can be observed that HMD and Zoom
provide similar levels of confidence in completing the task
correctly for Group #1. In contrast, for Group #2, participants
feel more confident completing the task correctly in HMD. The
possible reason could be that participants could observe the
Confederate user from different angles and distances, which
may have enhanced their sense of presence and confidence
in task performance. No significant differences between the
group and the within-group were observed.

D. Summary

The results show that Zoom provides better visual repre-
sentation, lower communication effort, and participants found
their experience with Zoom to be more aligned with real-world
interactions. A possible reason for this is that, after COVID,
most people are familiar with Zoom. The limitation is that
participants cannot view the other person from multiple angles
and are always aware of their surroundings.

In contrast, VR2Gather provides a better sense of connec-
tion with the other person. Furthermore, some participants
showed a tendency to feel a higher concentration level and

greater confidence in completing tasks when using HMD.
However, VR2Gather is limited by the quality of 3D rendering,
the discomfort caused by the HMD, and the fact that most
people have not used an HMD before.

These findings emphasize the strengths, limitations, and
challenges of the novel 3D communication prototype
(VR2Gather) in comparison to the well-established video
conferencing system (Zoom).

E. Cybersickness and Task Load

We evaluated participants’ experience using two measures:
Simulator Sickness and NASA Task Load Index (NASA TLX),
for both Group #1 and #2 across devices (HMD and Zoom).

Simulator sickness scores for all factors, Disorientation,
Nausea, Oculomotor, and Total Score, were consistently higher
for the HMD compared to Zoom, irrespective of the group. A
Mann-Whitney U test on Participants’ Total Score for both
devices found the difference insignificant for both groups.

Similarly, NASA TLX scores across all factors, Mental
Demand, Physical Demand, Temporal Demand, Performance,
Effort, and Frustration, were comparable between HMD and
Zoom, irrespective of the group. A Mann-Whitney U test on
each factor for both devices found the difference insignificant
for both groups.

V. DISCUSSION AND CONCLUSIONS

This paper explores the limitations, challenges, and
strengths of the XR communication prototype (VR2Gather)
and a video conferencing system (Zoom) in a physiotherapy
use case. An experiment was designed with a tailored pro-
tocol to evaluate key metrics including QoI, presence, audio
and visual quality, cybersickness, and workload. The results
showed that audio quality is comparable in both systems.
However, the video quality is significantly better in Zoom
as participants can see the confederate user more clearly.
QoI-related analysis showed similar levels of communication
clarity, collaboration, and the ability to deliver information
effectively, with no significant differences observed between
Zoom and VR2Gather. In some cases, VR2Gather demon-
strated a statistically significant sense of connection compared
to Zoom. Presence-related results were mixed; both groups
preferred different devices for higher concentration levels and
confidence in completing the task correctly. The experience
in Zoom was found to be more aligned with real-world
experiences.

If the XR communication prototype is expected to surpass
the effectiveness of video conferencing systems, future work
should concentrate on improving the 3D rendering quality of
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Fig. 6: MOS for Presence questions for different groups for Zoom and HMD.

users and addressing the discomfort caused by the HMD to
improve the user experience.
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