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Abstract
Biosensing technologies are on their way to becoming ubiquitous in
multimedia interaction. These technologies capture physiological
data, such as heart rate, breathing, skin conductance, and brain
activity. Researchers are exploring biosensing from perspectives
including engineering, design, medicine, mental health, consumer
products, and interactive art. These technologies can enhance our
interactions, allowing us to connect with our bodies and others
around us across diverse application areas. However, the integration
of biosignals in HCI presents new challenges pertaining to choosing
what data we capture, interpreting these data, its representation, ap-
plication areas, and ethics. There is a need to synthesize knowledge
across diverse perspectives of researchers and designers spanning
multiple domains and to map a landscape of the challenges and
opportunities of this research area. The goal of this workshop is to
exchange knowledge in the research community, introduce novices
to this emerging field, and build a future research agenda.

CCS Concepts
• Human-centered computing → Interaction techniques; In-
teraction design theory, concepts and paradigms.

Keywords
biosignals, physiological signals, biofeedback, biodata, communi-
cation, affective computing, ethics, biosignal representation, wear-
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1 Motivation
In Human-Computer Interaction (HCI), biosensing technology is
becoming more ubiquitous in multimedia interactions. Consumer
devices, e.g., fitness and health trackers, smartwatches, cellphones,
and Virtual Reality (VR) headsets, often include sensors that capture
our bodily data. Physiological sensors can capture bodily processes,
such as heart rate, respiration, skin conductance, brain activity, and
eye-tracking. This provides us with biosignals and biodata that we
can use for analysis of user’s states, responses, and experience [4],
and by extension, adapt systems to their responses [9, 11]. By rep-
resenting these data to the user, we can offer biofeedback to help
users learn more about themselves, train their body awareness, and
improve their state [25]. Sharing biosignals in social contexts could
augment communication and inform group dynamics [28]. Biodata
can also offer a design material to designers [1, 16] cultivating the
knowledge and appreciation of our bodies and guiding the design
process [15].

For example, biodata can give access to a dimension of our ex-
perience that ordinarily remains hidden, providing cues indicative
of our internal cognitive, affective, and health states [36]. These
cues may, for instance, allow for the recognition and training of
our attention levels, enable attunement to others’ emotions, com-
munication of affective intimate messages, and foster empathy.
Moreover, biosignals may help us to learn to recognize these cues
in the absence of technology, as well as to identify emotional and
cognitive states that may otherwise be completely hidden. It partic-
ularly has the potential to aid people with sensory challenges or
social disabilities, such as individuals on the autism spectrum [29].
Biosignals may be used for health monitoring, emotion and stress
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regulation, attention training, affective communication, apprecia-
tion of aesthetic experiences, and improving a feeling of connection.
Thus, biosignals may provide important implicit physiological cues
obscured not only in face-to-face interactions but also missing from
current telepresence and communication technologies, including
video conferencing and VR. Biosignal sharing in social contexts is
particularly relevant with the recent dominance of telecommuni-
cation resulting from the COVID-19 pandemic and the shortage
of rich social, affective cues in many of our technology-mediated
interactions.

Despite the growing pervasiveness of biosensing technologies,
there is a lack of comprehensive design and research frameworks,
ethical guidelines, or even a consistent theory and vocabulary
around designing with biodata. There is an urgent need to discuss
how we can and should integrate biodata into our HCI research
such that we design in ways that improve our lives and minimize
ethical risks. Building on our previous workshops on this topic at
DIS’23 [39] and CHI’24 [10], we aim to broaden the community
of researchers interested in biodata by inviting a wider range of
participants with diverse expertise. We will invite not only experts
in biosignals to share their insights but also researchers new to this
field who are curious about integrating biosignals into their domain.
Together, we will map out the landscape of biosensing technologies’
research and design field and develop a future research agenda.

2 Workshop Topics
Workshop activities and discussions will span three overarching
topics. The activities will help participants to identify and articulate
challenges and opportunities offered by biosensing technologies.
Through this communal effort, we will begin to map out the emerg-
ing research and design landscape of biosensing in multimedia
interaction.

TOPIC 1—Interpretation and effects of biodata: Which biosignals
do we capture, and how do we interpret them? How do we repre-
sent biodata? How may this representation change our experience,
behavior, and interpretation of these data? Biodata can offer in-
sights into the processes of our bodies, health, fitness, and cognitive
and affective states. However, how we make sense of these signals,
both as researchers and as users, can often be ambiguous. From a
user’s perspective, when we are presented with biofeedback, we can
draw diverse interpretations from it, often imbuing it with a deeper
meaning that differs among users [17, 26]. For example, what does
it mean if my heart rate sped up by 10 beats after entering a room
(cf., El Ali et al. [13])? Users can tend to be overly convinced by what
biodata is telling them about their feelings, trusting it more than
their own subjective experience [18]. But even among researchers,
for example, in affective computing, there is a prominent debate
about howmuch we can understand about users’ emotions based on
their physiological data because of the diversity of physiological ex-
pressions and cultural and contextual complexity of emotions [23].
Moreover, different subdomains of HCI treat biosignals substan-
tially differently, putting various values on them, for example, as
described by Prpa et al. [31]. For instance, approaches rooted in
medicine outline prescriptive optimal breathing rates that promise
to deliver desired outcomes, such as relaxation. Soma-design ap-
proaches treat biodata as a prompt for directing attention to the felt

experience without a direct concern about the exact value presented
or trying to optimize it. The place where the interaction happens
also shapes the quality and meaning of it. For instance, sharing the
heartbeat between people in a romantic relationship over distance
may feel like an effective intimate message [24]. However, with
both people in the same room, it may feel redundant [38], while in
a public space, it may feel vulnerable and inappropriate.

The nuances of the choice of the representation of biofeedback is
another challenge. Biosignals can be represented through different
modalities, shaping our processing of this representation and how
it may affect us. While visual modality is the dominant one [25],
other modalities could offer a more compelling embodied experi-
ence [41]. We can present raw data, e.g., heartbeats, or aggregate
data, e.g., heart rate variability, processed singles interpreted into
emotions, stress level or attention levels [14], or abstract and artis-
tic forms such as varying the appearance of an avatar in VR [3]
or displaying artificial biosignals [22]. These choices come with
trade-offs. The raw data can be challenging to interpret for naive
users [38], but processed data, e.g., inferred emotions, can seem
less believable to users (e.g., Liu et al. [24]) and require personal-
ized explanations for the emotion detection models (e.g., Quintero
et al. [33]) . With multiple users, there are various possibilities for
mapping and representing signals for each individual, providing an
individual representation, or group aggregate [42], thus reducing
privacy concerns [32] as well as deciding whether the represen-
tation should be symmetrical across users. The chosen modality,
temporality, and display design will greatly impact how users per-
ceive biosignals and how subtle or intrusive they may be within
our already occupied attention spans.

TOPIC 2—Application areas: There is a diverse range of explored
application areas for integrating biosignals. Biosensing in HCI can
offer insights about user experiences, such as understanding their
attentional patterns and experience through eye-tracking [2], or
for example, their arousal or emotions through heart rate [12,
37]. Biofeedback has been employed to help mitigate stress [6,
44], change participants’ perception of their own movement and
body [41], train attention for lucid dreaming [20], etc. In the so-
cial context, researchers explored supporting intimacy in long-
distance relationships [24], fostering empathy and compassion
among strangers in VR [34], productivity and feeling human con-
tact in both physical and telepresent workplaces [7, 43], group
meditation [27], inviting reflection in public spaces building "smart
cities" [19], augmenting social expression throughwiggling ears [30],
stimulating social exertion in sports [42], ormeasuring attention [21]
to monitor engagement of students in the classroom. Biodata shar-
ing could augment any social interaction to achieve varying effects
depending on the application, offering novel support across many
aspects of our lives. To ensure we can benefit from this emerging
technology, it is important to consider the breadth of possible appli-
cations that could bring value to our lives and society. While much
of the early development of consumer biosensing applications have
been focused on individual health and self-improvement, rooted in
the “quantified self” movement, it is important to consider the wider
breadth of applications this technology can serve in our society.

496



Envisioning Ubiquitous Biosignal Interaction with Multimedia MUM ’24, December 01–04, 2024, Stockholm, Sweden

TOPIC 3—Ethics of Biosignals: Workingwith biosignals inevitably
raises ethical concerns and considerations due to the highly sensi-
tive nature of the data and the potential for sensing without users’
full awareness [8, 35]. These factors are complex and multi-layered,
pertaining not only to what data is collected but how it is collected,
who by, how it is used, and in what contexts, etc. Physiological
data is inherently private and, by extension, should be regarded
as sensitive information that requires individual agency regarding
its disclosure. However, enabling agency and informed consent
is challenging, and we lack best practices for supporting users in
understanding what their biodata may reveal about them [18]. For
example, much of our biodata is hidden from ourselves in every-
day contexts (e.g., EEG signals recording brain activity), and we
may not be aware of what this data can reveal. In particular, with
data such as EEG, a user may not have the necessary expertise
or knowledge to make meaningful interpretations, requiring them
to share that data with an expert or external party to understand
and make use of it. This external party then not only has access to
their data but may be able to infer more sensitive information from
the data than the user is aware of. This raises crucial questions of
privacy, agency over data, equity and power relationships, data use
and storage. Users need to be informed and empowered to under-
stand how their data may be used or interpreted by third parties,
and they need to be able to make decisions on how their data is
used without compromising their needs. To take a recent example
concerning biodata privacy in consumer products, the change in
the constitutional right to abortion in the United States in 2022
caused many users of menstrual tracking apps to be concerned
about the privacy of their collected data and access to that data by
third parties or law enforcement [5]. These apps collect and track
highly personal data from which it can be possible to detect or
infer abortions. While many users were engaging with the apps for
health reasons and fertility tracking, the possibility for third parties
to infer highly sensitive details about their lives and bodies, often
without giving users adequate ability to personalize their privacy
settings, was a serious concern. In this case, many users deleted the
app in response to their concern over data privacy. This highlights
the power imbalance between service providers and users. Long-
term users who have developed a vested interest in a service are
vulnerable to changes in data privacy policies that may not align
with their expectations or values. A further area of concern is po-
tential inaccuracies of sensor readings, biases in signal processing
and predictive modeling, and limits of interpretation of the biodata.
Developers must exercise transparency regarding the accuracy and
interpretative capabilities of biodata, especially considering sensi-
tive applications such as health monitoring. Engaging with biodata
can influence how individuals perceive themselves and their bodies,
change their behavior, and even alter other people’s perceptions of
and interactions with them. Therefore, it is imperative that we, as
designers and researchers in HCI, accept responsibility for actively
engaging in an ethics dialogue throughout the development of new
biosensing technologies. Now is a crucial time to address these
ethical concerns. Considering the myriad and complex ethical con-
cerns raised by engaging with biodata in research, it is important
to reflect on how we could work towards alternative and radically
inclusive ways of living and knowing together with biodata and
multiple bodies [40].

3 Goals
This workshop will bring together a diverse community of re-
searchers interested in engaging biodata in their research and de-
sign work. The discussion will allow us to draw connections and
explore differences between how biosignals are treated, interpreted,
and used across HCI subdomains and would allow us to build a
shared vocabulary and understanding. We will map out the land-
scape of biosignal research and its application. For participants who
are new to this field but interested in integrating biosignals in their
work, this workshop would offer an introduction to this growing
research space and valuable connections to form collaborations.

4 Workshop Structure
The workshop will begin with an introduction by the organizers
and a short warm-up attunement activity. This attunement activity
will help attendees to focus their attention and to reconnect with
their bodies and their physiological signals, aligned with the topic
of biosignals. Then, participants will engage in 3 rounds of small
group work and discussion (4-6 participants per group). Each group
will be joined by 1-2 organizers, who will focus on timekeeping and
deliverables to ensure that the groups are ready to contribute to the
large group discussion at the end. After each small group discussion,
the moderator of that group will report to all other participants on
the outcomes of the discussion.

Through discussion, we will aim to map out the key challenges
and opportunities presented by biosensing technology. The 3
rounds of discussion will build towards this outcome: (a) T1: hands-
on provocations (exercises) + discussion; (b) T2: roundtables based
on participants’ own research area; (c) T3: speculative design activ-
ity to illuminate ethical considerations. This way, the T1 exercise
will introduce participants to working with biosignals and prompt
them to reflect on relevant themes and challenges through hands-on
first-person experience. T2 will connect these themes to partici-
pants’ own work, building connections across disciplines. This will
stimulate the cross-pollination of ideas between subdomains and
encourage new connections to generate a wide map of observed
challenges and opportunities. And T3 will prompt reflection on the
overarching ethical consideration through an engaging speculative
activity.

Introduction. We will set the goals and schedule of the work-
shop and do a quick round of introductions through an ice-breaking
activity.

Warm-up Attunement Activity. Using principles of body-
centric design, we will spend 10 minutes at the beginning of the
workshop to practice an interoceptive activity to help participants
arrive and re-focus for productive discussion. One of the organizers
will lead a body scan exercise by directing participants’ attention
to their physiological activity, such as breathing and heartbeat.

T1 - Interpreting and Represenging Biosignals: Hands-on
Provocations and Discussions. To stimulate reflection on oppor-
tunities and challenges emerging with the use of biosignals, we will
invite participants to engage in a series of exercises set up in sta-
tions. Stations will include a basic biofeedback interface and playful
prompt cards. The stations will be designed to prime participants
for discussion by provoking questions and observations relevant
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to using biosignals for analytics and as biofeedback. For example,
one activity may include a visualization of all participants’ heart
rates in ranked order and a task to guess which heart rate belongs
to whom and what it says about that person. This would prompt
participants to think about their level of interoceptive awareness of
their own physiology, how they make meaning from seeing their
own and others’ heart rates represented as a number, bar chart,
emoticon, or abstract sound, and which effects seeing everyone’s
biosignals may have on a group dynamic.

T2 - Applications: Discussion Based on Participants areas
of research. To connect the reflections to participants’ own work,
the second round of discussion will invite participants to imagine
opportunities for integrating biosignals in their research. Rooting
in the observations from T1, participants will discuss possible im-
plications of the integration of biosensing across research domains,
thus mapping out a landscape of application areas that connect
their work. Participants will be encouraged to build connections
and foster future collaborations by connecting common thematic
threads.

T3 - Ethical considerations: Speculative design activity.
We will lead participants through a speculative design activity to
prompt the discussion about ethical considerations and principles
emerging when integrating biosignals in multimedia interaction.
They will be invited to imagine themselves as archaeologists of
the distant future, discovering a yet-to-exist technology from 2040.
They will then present a news report where they will discuss what
this discovery taught them about the human society of that time.
We will provide participants with prompt cards to stimulate their
imagination of the future biosensing technology.

Summarizing Findings. A representative from each group
will report on their key observations across all three activities. This
way, we will present a map of common challenges, opportunities,
and considerations, thus identifying future research directions for
integrating biosignals in HCI. We will document these findings
by note-taking and taking pictures of the whiteboards in the con-
ference room. We will use these notes to write a blog post on
Medium.com and report the observation in the ACM Interactions
Magazine article.

Social Spaces. At the end of the workshop, we will encourage
participants to go together for dinner or drinks after the workshop
in a local restaurant to cultivate the community and network.

5 Anticipated Outcomes
The goal of this workshop is to bring together a community of
researchers, designers, artists, and industry professionals working
with biosignals to formulate a research agenda by exploring key
challenges in the field, synthesize future research direction, and
facilitate new connections and future collaborations between atten-
dees. The discussions will be structured to create a map of common
challenges observed across diverse domains of researchers and
practitioners working with biosignals, and identify shared themes
and strategies for addressing these challenges. This would foster a
shared vocabulary across diverse domains and articulation of future
directions for the field. We will report back to the community by

publishing the summary of the discussion on the workshop website.
We will report on key findings from the discussion in an ACM
Interactions magazine and a Medium.com or conversation article.
Together with interested participants, we will work on submitting
a paper presenting an overview of the generated research agenda
that will augment the existing systematic reviews of this research
domain with an overview of practice-based reflections in this field.
Attendees will be encouraged to work with the organizers and
other attendees on future journal publications and co-organizing
workshops and panels in academic and industry venues. Through
this timely workshop topic, we will establish a lasting community
focused on the design of interactive biofeedback systems.

6 Plan for recruitment of participants
We will recruit participants directly from prospective MUM atten-
dees, as well as through relevant mailing lists and social media
channels. The workshop is intended for a broad range of partici-
pants with diverse expertise in biosignals. We will target the recruit-
ment of participants with established expertise with biosignals to
share their practice-based insights. We will also invite early career
researchers and those interested in the topic but new to the field
of biosignals to bring in a fresh perspective and introduce them to
this exciting domain.

Call For Participation. Biosensing technologies have become in-
creasingly ubiquitous in Human-Computer Interaction. Biosignals
provide novel opportunities for interaction, offering valuable in-
sights into ordinarily hidden processes inside our bodies, revealing
somatic information pertaining to our and other’s bodies, emo-
tions, health, and cognitive processes. However, the integration of
biosignals in HCI presents many challenges pertaining to UX, I/O,
interpretation of biodata, representation of biosignals, and broader
ethical concerns. To map out the landscape of existing challenges
and the future research directions, we invite participants working
with or interested in biosignals to join a one-day workshop held
at the 23rd International Conference on Mobile and Ubiquitous
Multimedia (MUM’24) in Stockholm, Sweden. We welcome partici-
pants with a diverse range of expertise and backgrounds in HCI,
design, digital art, psychology, education, health, philosophy, ethics,
law, etc. Participants with established expertise in biosensing will
have an opportunity to share their practice-based knowledge and
foster new collaborations. Participants new to the field will have a
hands-on introduction to the topic, helping them identify how and
why they may employ biosensing in their work. See all details at
http://physiohci.com/mum24ws/.
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