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ABSTRACT
Recommender systems are prevalent in many applications, but
hide risks; issues like bias propagation have been on the focus of
related studies in recent years. My own research revolves around
tracking bias in the book recommendation domain. Specifically, I am
interested in whether the incorporation of recommender systems
in a library’s loaning system serves their social responsibility and
purpose, with bias being the main point of concern. To this end,
I engage with the topic in three ways; by mapping the area of
ethics in book recommendation, by investigating and reflecting on
challenges with studying bias in recommender systems in general,
and by showcasing a set of social implication of statistical bias in
the book recommendation domain in particular. In this doctoral
symposium paper, I further elaborate on the problem at hand, the
outline of my thesis, the progress I have made so far, as well as my
plans for future work along with specific questions that have arisen
from my research efforts.
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1 INTRODUCTION
Bias in recommender systems is often defined and studied in two
forms: either as statistical bias that certain algorithms are prone
to (e.g., popularity bias) or as social bias that exists in some form
in the data and results to unfairness (e.g., a group of people is
underrepresented) [2]. These forms of bias are not unrelated but
rather interconnected; social bias in the data can interact with
statistical bias on the side of the algorithms and persist in the
recommendations that users receive. It is, therefore, relevant to
study the link between them in the context of book recommender
systems, which is the main topic of my thesis.
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Studying statistical bias in recommender systems is generally
challenging. Recommender systems as a discipline is known to
suffer from reproducibility issues that relate to lack of appropriate
documentation on behalf of research studies, as well as the inher-
ent application-specific nature of such systems [6]. In my thesis, I
will discuss and experimentally investigate the effect of different
methodological decisions on popularity bias.

The implications of data bias heavily depend on the domain at
hand. Studies often focus on breaking down the ethical issues of
recommender systems into multiple perspectives depending on the
stakeholders of a system [11]. In the case of book recommender
systems bias, one can borrow from the field of Library and Infor-
mation Science (LIS) to map these perspectives. Mathiesen [10]
introduces a framework to describe informational justice in library
services with the following components: seekers (users), sources
(authors), and subjects (characters/themes). In my thesis, I will fo-
cus on book authors, who are known to suffer from social bias in
book publishing in general [7, 14].

My research focuses on three aspects of bias in book recom-
mender systems. First, I am mapping the current ethical considera-
tions concerning book recommender systems, while zooming in on
the topic of bias, and to a lesser extent, diversity. The goal is to pro-
vide a good overview of the field and track what is the current state
and open issues. Second, I am taking a critical look into the practice
of measuring and reporting on statistical bias in recommendation
in order to raise awareness with regards to the challenges present
in research. Third, I am investigating the implications of statistical
bias from a social perspective, specifically when it comes to book
authors, as a means to highlight the interconnection between sta-
tistical and social bias in the book recommendation domain. In the
following sections, I will outline my thesis, reflect on the progress
I’ve made so far, and describe the future work ahead. Through this
doctoral symposium paper, I hope to get input and feedback from
the scholar community at RecSys.

2 THESIS OUTLINE
In this section I will introduce the scope of my PhD thesis, list
challenges that I have faced, and outline the planned content and
structure.

2.1 Scope and challenges
The topic of bias in book recommender systems can be approached
from different perspectives. What is specifically in scope for my
thesis are the following:

• What are the ethical issues around book recommender sys-
tems? What perspectives currently exist?

• What are the challenges of studying bias in recommender
systems? What specific characteristics of a research process
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can have an impact on whether bias will be observed as a
result of a recommendation?

• What are the societal implications of statistical biases in
book recommender systems? How can statistical biases in
a dataset of user-item interactions translate into social bias
towards book authors?

In the process of answering these questions, I have come across
a set of challenges. Due to lack of access to real world data, my
research is limited to the few benchmark datasets that are available
online, as well as synthetic data. Additionally, the topic of bias
in book recommendation has received little attention from the
research community compared to other media. The challenges of
limited datasets and limited research are interconnected. As a result,
part of my work focused on proposing ways to synthesize data, as
well as enriching existing data with information on the authors
included.

2.2 Content
To outline my thesis, I have split it into three parts that correspond
to the relevant aspects described in the previous section. In this
section, I describe the chapters that will correspond to each part.

2.2.1 Part 1: Understanding ethical issues of book recommender
systems.

Chapter 1: A survey on bias in book recommendation. While bias in
recommendation has received significant attention by the research
community, this is not the case for bias in book recommendation
specifically. Experimental research seems to focus more on other
types of media recommendation, with a few exceptions [5, 12].
There is theoretical work laid out from LIS that attempts to map
ethical issues of information access, but experimental work often
does not build on it. In this chapter, I will review the relevant work,
both theoretical and experimental, map the area of ethics in book
recommender systems, and present developments, challenges, and
open questions. Such a survey is currently lacking in literature, and
it will also allow me to build from there by zooming in on specific
ethical concerns.

Chapter 2: The perspective of public media service practitioners
on diversity in recommender systems. In this chapter, I will zoom in
on a subfield of ethics in recommender systems, namely diversity.
In the same line as the previous chapter, it seems that the norma-
tive background is often missing from quantitative research into
diversity in media recommendation in general. The perspective
of practitioners on the matter of normative values and how they
should be incorporated in a system is often not taken into account.
Interviewing them about the importance and operationalization of
diversity can offer very interesting insights.

2.2.2 Part 2: A critical look into measuring statistical bias in book
recommender systems.

Chapter 3: Reproducing bias in recommendation studies. Recom-
mender systems as a field are known to suffer from a reproducibility
problem. Research is often fragmented and domain-specific. This
is also the case for bias in recommender systems. In this chapter,
I will reproduce three studies on the topic of popularity bias in

recommendation and attempt to uncover why their results differ
despite claims of following a similar approach.

Chapter 4: The challenges of studying bias in recommender systems.
The topic of which aspects of the recommendation process can
impact whether bias propagation is observed is very relevant for
the research community. The process of showcasing the dependence
of reporting on details can extend further from reproducing existing
research. By controlling and experimenting with relevant aspects,
we can observe which ones influence bias and therefore study
it in a systematic manner. In this chapter, I will experiment with
combining synthetic datasets of user-item interactions and different
versions of the same recommender systems algorithms to observe
their combined effect on popularity bias.

2.2.3 Part 3: Societal implications of statistical bias in book recom-
mender systems.

Chapter 5: Author bias in book recommendation. In the final chap-
ter, I will focus on bias in book recommendation from the perspec-
tive of authors. To do so, I will enrich a set of available datasets
with user-book interactions with information about the author that
is publicly available. Afterwards, I will combine the datasets with
various recommender systems algorithms and observe whether
statistical biases also lead to social biases towards the authors in-
dividual characteristics. The results from this study will form the
final chapter of my thesis.

3 PROGRESS SO FAR
In this section, I will present the studies I have carried out so far as
a part of my PhD. They are organized in chronological order and
not based on the order that they will be placed in the thesis itself.

3.1 Hidden Author Bias in Book
Recommendation

This study will become the basis of the fifth chapter of my thesis.
It was presented at the FAccTRec workshop of ACM RecSys 2022.
We plan to extend it into a full paper.

In this study [3], we answered the following research questions:

(1) Do commonly used recommender algorithms propagate data
bias towards author country of citizenship?

(2) What is the relation between author country of citizen bias
and popularity bias?

We studied these questions on a commonly used dataset with
book ratings, Book-Crossing [18]. We enriched it with author infor-
mation using publicly available external sources, as shown in figure
1. We found that popular books are mainly written by US citizens in
the dataset, and that these books tend to be recommended dispro-
portionally by popular collaborative filtering algorithms compared
to the users’ profiles, as shown in figures 2 and 3.

The results show that social bias in book recommender systems
can occur as a direct result of popularity bias.
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Figure 1: Links between the datasets.

Figure 2: Average ratio of recommended books by every al-
gorithm that were written by US citizens. Comparison with
the average ratio of American-authored books in the users’
profiles.

Figure 3: Relative increase in average popularity between
profile and recommendation by every algorithm, averaged
over all users.

3.2 Reproducing Popularity Bias in
Recommendation: The Effect of Evaluation
Strategies

This study will be the third chapter of my thesis. It was published
in the special issue on Perspectives on Recommender Systems Eval-
uation of the ACM journal Transactions On Recommender Systems
(ACM TORS).

Recent work focused on the topic of uneven popularity bias prop-
agation among users with varying interests for niche items, with
movies being the domain of interest [1]. Later on, two different
research teams reproduced the methodology in the domains of mu-
sic [9] and books [12] respectively. The results across the different

domains diverge. In this paper [4], we reproduced the three stud-
ies and identify four aspects that are relevant in investigating the
differences in results: data, algorithms, division of users in groups
and evaluation strategy. We ran a set of experiments in which we
measured general popularity bias propagation and unfair treatment
of certain users with various combinations of these aspects. We
found that all aspects account to some degree for the divergence
in results, and should be carefully considered in future studies. Im-
portantly, we found that the divergence in findings can be in large
part attributed to the choice of evaluation strategy.

See figure 4 for an example of the impact of each aspect. Each
row corresponds to a dataset: MovieLens1M [8], LastFM [16], or
Book-Crossing [12, 18]. Each column corresponds to an evaluation
strategy, with the three strategies differing between them in terms
of the user and item candidates [15]. Figure 4 shows that whether
item popularity in profile and recommendation frequency correlate
highly depends on the combination of aspects.

3.3 Diversity of What? On the Different
Conceptualizations of Diversity in
Recommender Systems

This study will be the second chapter of my thesis. It was accepted
and presented at ACM FAccT 2024.

Diversity is a commonly known principle in the design of rec-
ommender systems, but also ambiguous in its conceptualization. In
this study [17], through semi-structured interviews we explored
how practitioners at three different public service media organiza-
tions in the Netherlands, including a library, conceptualize diversity
within the scope of their recommender systems. We provided an
overview of the goals that they have with diversity in their systems,
which aspects are relevant (as seen in figure 5), and how recom-
mendations should be diversified. We showed that even within this
limited domain, conceptualization of diversity greatly varies, and
argue that it is unlikely that a standardized conceptualization will
be achieved. Instead, we should focus on effective communication
of what diversity in this particular system means, thus allowing for
operationalizations of diversity that are capable of expressing the
nuances and requirements of that particular domain.
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Figure 4: Item popularity in profile versus frequency of recommendation by the algorithm ItemKNN, for every dataset and
evaluation strategy tested.

3.4 On the Challenges of Studying Bias in
Recommender Systems: The Effect of Data
Characteristics and Algorithm
Configuration

This study will be the fourth chapter of my thesis.

In this study, we explored the challenges of measuring and report-
ing popularity bias. We showcased the impact of data properties and
algorithm configurations on popularity bias by combining real and
synthetic data with well known recommender systems frameworks.
First, we identified data characteristics that might impact popular-
ity bias. Accordingly, we generated various datasets that combine
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Figure 5: Schematic overview of the identified aspects of
diversity and how they interact with each other.

these characteristics, based on a dataset of interactions between
users and books. Second, we located algorithm configurations that
vary across implementations in literature. We evaluated popularity
bias for a number of datasets, three real and five synthetic, and
configurations, and offered insights on their joint effect. We found
that, depending on the data characteristics, various configurations
of the algorithms examined can lead to different conclusions regard-
ing the propagation of popularity bias. These results motivate the
need for explicitly addressing algorithmic configuration and data
properties when reporting and interpreting bias in recommender
systems.

4 FUTUREWORK
In this section, I will outline the plans for the missing chapters.

4.1 Chapter 1: A survey in bias in book
recommendation

For this chapter, I plan to perform an extensive survey on ethics in
book recommendation, with a focus on bias, both from a theoretical
and a practical perspective. I have organized a set of keywords to
search for, and plan to use ideas from the PRISMA methodology
[13] to guide the survey and enhance transparency. Due to limited
experimental work on the topic, the survey may be relatively small.

4.2 Chapter 4: Studying bias in recommender
systems

While I have extensively worked on this and there is a draft, as
described in the previous section, getting this study published has
proven difficult, despite reviewers generally agreeing that the ideas
are valuable. One reason seems to be lack of focus on state-of-
the-art graph and/or neural network based approaches. I would

be very interested in receiving feedback from the community on
what additions and corrections would be needed for this study to
be considered sufficiently refined.

4.3 Chapter 5: Author bias in book
recommendation

For the final chapter of my thesis, my intention is to expand on the
paper presented at FAccTRec 2022 (see section 3.1) by following
the same process but for other datasets. As such, I will perform and
present a full analysis on the implications of popularity bias for book
authors for various datasets available online. One of the datasets
that I will include in the experimentation was made available to me
by the Danish public libraries.

5 CONCLUSION
In this paper, I introduced the topic of bias in book recommender
systems and highlighted three essential components of studying
it. I specified what is in scope in the context of my PhD thesis, as
well as challenges that I have faced in the process of performing
research. I outlined the content of my thesis that shall emerge from
my research, chapter by chapter. I described my progress by going
through the studies I have carried out so far and linking them to
the appropriate chapters. Finally, I laid out my plan for future work
and addressed specific questions to the scholarly community at
RecSys.
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