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Abstract

We study a reduced order model (ROM) based waveform inversion method applied to a
Helmbholtz problem with impedance boundary conditions and variable refractive index. The
first goal of this paper is to obtain relations that allow the reconstruction of the Galerkin
projection of the continuous problem onto the space spanned by solutions of the Helmholtz
equation. The second goal is to study the introduced nonlinear optimization method based
on the ROM aimed to estimate the refractive index from reflection and transmission data.
Finally we compare numerically our method to the conventional least squares inversion
based on minimizing the distance between modelled to measured data.

Keywords Reduced order models - Nonlinear inversion - Helmholtz equation - Full
waveform inversion

1 Introduction

Reduced order model techniques have been studied for a long time in the context of solv-
ing boundary value problems numerically. The main difference between conventional finite
element methods and the reduced order model (ROM) approach is that in the latter, one
approximates the solution of the problem in a finite-dimensional subspace spanned by so-
lutions of the PDE itself (i.e., solutions for different wavenumbers in case of the Helmholtz
equation). The advantage of using the ROM method for solving forward boundary value
problems is the rapid convergence of the approximates to the true solution of the problem.
We refer the interested reader to [1-4] and the references therein for more information on
the subject.

Recently, reduced order model techniques have received attention and have been applied
to Neumann inverse boundary value problems for estimating coefficients of diffusion type
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elliptic partial differential equations, see [5] [6]. In short, in the cited papers, the authors
consider boundary traces of solutions of the diffusion equation that correspond to a discrete
set of spectral parameters. Using these measurements they reconstruct the so-called ROM
matrices (often called as ROM projections), which describe the restriction of the differential
operator on the finite dimensional space spanned by solutions of the forward problem. Using
the Lanczos algorithm (see [7]) and the ROM matrices as input, it is possible to linearise the
inverse problem by obtaining an estimate of the state using some knowledge of a reference
coefficient. Subsequently the unknown coefficient can be estimated by solving an integral
equation. Roughly speaking, the use of the ROM method to obtain a linearised solution of
the inverse problem can be thought as a discrete analog of the classical Gelfand-Levitan-
Marchenko approach, see [8—12].

The approach that we take in this paper was inspired by similar works developed for
time-domain wave propagation with Dirichlet boundary conditions, see [13, 14] and [15].
For practical applications, however, impedance boundary conditions are of great interest
since they are equivalent to the Sommerfeld radiation condition in 1D (and an approxima-
tion of the radiation condition in two and three dimensions). Also, in this paper we present
a method that requires the so-called ROM projections as input for optimization as opposed
to the works cited above. In particular, in the above works, the authors apply the nonlinear
Lanczos transform on the ROM projections, and they use the transformed matrices as in-
put. Despite possible variations of a Lanczos based ROM waveform inversion that could be
defined for the Helmholtz impedance problem, we would like to investigate a ROM based
optimization method that avoids the use of the Lanczos method altogether. One reason to
avoid using the Lanczos method is the induced instability, as we saw in [16]. Therefore,
in this paper we explore how a ROM based nonlinear inversion approach can be applied
to the Helmholtz framework, by studying the one dimensional case and using the recon-
structed ROM projections as input for optimization. The motivation behind studying the
ROM method within an optimization framework are the promising results that have been
observed in the time-domain setting. Also, as we shall see in detail, in the case where we
consider impedance boundary conditions, the stiffness and mass (ROM) matrices do not
depend linearly on the data. Thus we expect different convexity properties for misfit func-
tionals based on the ROM approach compared with functionals based on the conventional
so-called full waveform inversion (FWI) approach based on minimizing the distance be-
tween modelled to measured data. In comparison to our previous work ([16]) where we
studied Linearization type methods using the Lanczos method and data assimilation to solve
the inverse problem for the Schodinger case, here, in the Helmholtz case, we employ nonlin-
ear optimization and we avoid completely the involvement of the Lanczos method to solve
the inverse problem.

Our main contributions in this paper include the introduction of our nonlinear inversion
method based on ROMs in the frequency domain, and the study of its well posedness in
an infinite dimensional framework. In particular, we solve the inverse scattering problem
using the ROM method in an optimization framework without using Lanczos (or any other)
orthogonalization for the ROM. We also compare our method to the conventional full wave-
form inversion method in terms of the convexity of the misfit functionals, and how accurately
each method reconstructs a coefficient (refractive index of Helmholtz operator) using both
noiseless and noisy measurements.

The paper is organized as follows. We start with Sect. 2 where we present a couple
of well-posedness results regarding the forward problem. In Sect. 3 we present the main
results. In particular we explain how to recover the ROM matrices using double sided data.
We also study the well-posedness of the associated nonlinear variational inverse problem
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and we present the optimality condition. We continue with Sect. 4 where we present several
numerical experiments of our ROM based FWI method and we conclude the paper with a
discussion section.

2 Preliminaries

In this section we provide some preliminaries and well known results needed for later. Our
forward problem is to find a weak solution u € H'(0, 1) such that

Lo

(—W—k m)u(k):O,xe(O,l) (1
w'(k) +ikuk)=1, x=0 2)
W' () — tku(k) =0, x=1. 3)

‘We assume that & > 0 and that the coefficient m, is an element of the admissible set
Kag :={m € H'((0,1); [1,00)), m(0) =m(1) = 1}. “
In a variational framework, the above differential equation becomes,
' (k), ¥') = k> (mu(k), ) — th{u () s=19 (1) + u (k)= (0)} = =¥ (0), )
vy e HY(0, 1).
Here, (-,-) denotes the L?-inner product. We now present some known results about the

forward problem. Well-posedness of the forward problem can be shown either using the Lax-
Milgram theory, see for example [17] or [18], or using the equivalent Lippmann-Schwinger

equation of the direct scattering problem. We denote the anti-dual of H' as H!" and the
brackets (-, -) denote duality.

Proposition 1 Given k > 0, there exist a unique solution u(k,m) € H'(0,1) that satisfies
the state equation (1)-(3).

Proof A more detailed sketch of the proof can be found in the appendix, and for full details
we refer to [10, 18]. In short, the forward problem can be reduced to the following linear
problem, of finding u € H'(0,1):

OT (L + K2 Au =—8, H(0,1), 6)

where @ is the linear Riesz isomorphism, 7 is defined through the form

1
a(u, v) 2/ Wv'dx — ik{(uv)| =0 + (UV)|=1}, u,v e H', @)
0

such that

ay(u,v) = (Tu,v) 1, u,ve H, 8)

@ Springer



11 Page 4 of 24 A. Tataris, T. van Leeuwen

where & is the Dirac measure (“delta” distribution) supported on 0. We define V such that
1
(Vu,v):az(u,v)=/ muvdx, u,ve H', )
0

and A=T"'® Wiy 2, where iyi_, ;2 is the compact imbedding operator of H'(0, 1) to
L*(0, 1). O

Corollary 2 The traces
FO) =uWDlizo, §G) =u(WD)lizr, 1> 0 (10)
are well defined.
‘We assume to have measurements of the solutions for a discrete set of wavenumbers,
W={k;:i=1,...,N},
of the form
F&) =u)] =0, 8Kk =u(k)],=1. an

From the data we reconstruct the ROM projection of the forward scattering problem onto
the finite dimensional space

Xy =span{y; :i =1,...N}, (12)

with u; = u(k;). As we shall see in detail, this projection yields three matrices, the stiffness,
the mass and the boundary matrix, S, M, B respectively.

3 Main Results

In this section we present our main results. We start with describing how to recover the so-
called ROM matrices from double-sided data. We then continue with the study of our ROM
based nonlinear inversion method.

3.1 ROM Matrices Construction Using Two-Sided Data

In this paragraph we describe the passage from boundary measurements to the ROM pro-
jections of the forward problem. We can express (5) equivalently as

(S — K> M(m) — 1tkB)u = —8,, (13)
as an m, relation. For example
S:H'(0,1)— H'(0, 1) (14)
acts as follows

(Sy.¢)=(0'".9". (15)
Similarly, we define M, B.
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Remark 1 For the sake of completeness, it is useful to connect S, M, B with the operators
used in the proof of proposition 1. We get

((S — K> M(m) — tkByu, v) = — (8o, v), Yv e H', (16)
or
(S — K> M(m) — tkB)u, v) = a, (u, v) — k*ar(u, v) = (TU + K Au,v) = (17)
(®T U +k* Au,v), Vv e H'. (18)
Therefore
S — kK> M(m) —1kB= ®T(Z +k*A) (19)

We now consider relation (13) on X which is spanned by exact solutions that correspond
to different wavenumbers, as explained in Sect. 2. We first observe that we can restrict S on
Xy such that

(Slx,u, ¢) = (Su,¢),u € Xy, ¢ € H'(0, 1). (20)
and subsequently the elements
(Slxyu, ) = (Su, ¢),u € Xy, ¢ € Xy. 21
This way, we define the stiffness matrix, S € C¥*V with entries
S,-,-:(Su,-,uj):(u;,u/j), i,je{l,...N}. (22)
Similarly, we define the mass matrix
M;; = (mu;,u;), i,je{l,...N}, (23)
and the matrix containing the boundary responses
Bi;=g3g + fifj. i.je{l,...N}. (24)

The main characteristic making this approach useful for solving the inverse problem, is that
the ROM matrices can be computed directly from the data. From now on we denote

fi=fk}), i=1,...,N,
and
gi=gk}), i=1,...,N.
Lemma 3 The ROM system matrices S, M are given in terms of the boundary data

L=t 8®+ 6T
) 5+ R
kj—ki kj —k;

M;; = i #J, (25)

My ={ = Re()G) + 2V (3008 ) + T )|

—i2
r=k;
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S =—kfzg%gf + 1Kk, +k?k,-)%, i # . (26)

Si= [ (CARe()) () = Re(N)G) + 22 1m (30g 0 + TS W)} @D
i,j=1,...,N.

Proof The proof can be found in the appendix A.2. ]

Remark 2 Observe that for our scattering framework that involves impedance boundary con-
ditions, having measurements at both sides of the interval is crucial to reconstruct the ROM
matrices (similarly as in our study of the Schrodinger case [16]). In comparison to the cur-
rent setting, in the Neumann (or analogously Dirichlet) case (see [5]), having double sided
data is not necessary to reconstruct the mass and the stiffness matrices. This is because no
boundary terms or integrals appear in the weak form of the differential equation (contrary
to the scattering case that we study here). Using double sided data and one source in the
context of the ROM based inversion has been also considered in [19].

Remark 3 Observe that in R>3, similar relations as in the above lemma will hold true. In
particular, in the multidimensional Helmholtz impedance boundary value problem, we need
to have knowledge of the wavefields throughout the entire boundary of our domain in order
to reconstruct the ROM matrices.

3.2 Solving the Inverse Problem with Nonlinear Optimization

In this paragraph we study a nonlinear inversion method based on the ROM approach. As
we discussed in the introduction, our proposed optimization method serves as an option
for using the ROM apparatus to the Helmholtz framework. In the case of the Schrodinger
equation for example, a linearization type technique based on the Lanczos method could be
also used [16]. The Lanczos method has been also combined with nonlinear optimization in
the Dirichlet and Neumann setting. In particular, in the Dirichlet case, see, [13, 15], the input
for the optimization is the tridiagonal matrix that the Lanczos orthogonalisation method
returns using the ROM projections as input.

Is important to note that within the Helmholtz framework, we would wish to avoid using
the Lancszos method completely. Unlike orthogonalization with respect to the usual L2-
inner product, see [5, 16], orthogonalizing with respect to an inner product influenced by the
unknown, m, might not yield snapshots that depend weakly on the medium. That means that
the orthogonalized snapshots can potentially include multiple scattering behaviours inside
the volume of the domain.

In the Helmbholtz setting of this paper we consider an optimization alternative for solving
the inverse problem that requires the stiffness matrix only as input. Despite possible varia-
tions of a ROM based optimization combined with the Lanczos method that can be defined
particularly for the Helmholtz impedance case, one should be aware of the possible issues
regarding the stability of the Lanczos algorithm as noted in [16]. In any case, with our work
we want to investigate a ROM based optimization method that avoids the Lanczos method
altogether.

Now, after acquiring the ROM matrix, § = S°*, we set up the following nonlinear op-
timization problem of estimating the refractive index m, using the stiffness matrix S as
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input:
min{¢ (m) : m € K,4} (28)
with
L cobs. 2, ¢ 2
¢ (m) :=§||S —S(m)||F+§||m||H1(041), for some ¢ > 0. (29)
S(m) is given according to relation (22) for a given m, and || - ||r is the Frobenius norm

(i.e. we try to estimate m by matching modelled S(m) with reconstructed S°%**). We refer to
relation (4) for the definition of the admissible set K,;. The special form of the functional
that implicitly defines ¢, let J, (product of wavefields in the computation of the modelled
stiffness) makes showing existence of minimizers interesting. In particular since J is a sum
of both weakly lower semicontinuous and not weakly lower semicontinuous functionals
there is no guarantee on the behaviour of ¢ in terms of weak lower semicontinuity.

3.2.1 Existence of Minimizers

There are many ways of showing existence of minimizers in optimal control problems, see
e.g. [20]. Here, the form that the elements of our modeled data have (elements of S are
L? inner-products of the derivatives of the states) are not standard and create challenges in
proving existence of solutions for the inverse problem. To be specific, the functional that
implicitly defines ¢ through the reduced formulation includes non-weakly lower semicon-
tinuous terms. In this framework, it is convenient to analyse the coefficient to state map
m +— u(m) for showing well-posedness for the optimization problem. Showing “smooth-
ness” of the coefficient to state map has been shown formally in the R>3 scattering problem,
see [21]. We work similarly here. Also, with d;, d, we denote the partial Fréchet derivatives
with respect to the first and second variables of a function respectively.

We consider the function F : C ([0, 1]; (0, 00)) x H'(0, 1) — H(0, l)/ given by
F(m,u) = (S — kK*M(@m) — tkB)u + 8y, (m,u) € C([0, 1]; (0, 00)) x H'(0,1).  (30)

Using the implicit function theorem applied on F, we obtain that a wavefield u is a smooth
function of the coefficient m as stated below.

Lemma 4 Given k > 0, the map C([0, 1]; (0, 00)) 3 m — u(k,m) € H'(0, 1) is continuous
and Fréchet differentiable.

All details on the above lemma are given in the appendix A.3. Now, we are ready show
existence of minimizers for the variational inverse problem of our study.

Remark 4 As we shall see in the proof of the following theorem, it is convenient to study the
smoothness of « as a function of m € C[0, 1] since we will make a passage from H'-weakly
convergent sequence of coefficients to C[0, 1]-strongly convergent sequences.

Theorem 5 The misfit functional ¢ as defined in relation (29) obtains minimizers on the
admissible class Ky,g = {m € H'((0, 1); [1, 00)), m(0) =m(1) = 1}.
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Proof We denote

N
1 £
pm) =3 3" {10 = S+ S 1m0, =
i j=1
1 & €
5 2 G + Sl ) m € Kaa, (31)
i,j=1

Let (i, j) e {1,..., N}?. Since ¢ > 0 for all m € Ky, there exists i > 0 such that

M= mieflgd ¢ij(m). (32)
Therefore there is a sequence
(P (my))ven C {@p(m) :m € Kag} (33)
such that
¢(m,) = pn, v— o0. (34)

Since we use a regularization parameter, and since {¢(m,)}, is included in a ball, it follows
that the sequence (m,),en C K,q is bounded. Therefore, there is a subsequence (m,)ven, C
(m.,)ven that has a weak limit, let 77, in o (H', H'"). Symbolically

m, —m ino(H'((0,1),R), H'((0, 1), R)). (35)

m is included in K, since the set is closed and convex. Due to the Sobolev’s compact
embedding we also obtain that

m, — m in C([0, 1]; R). (36)
Since u(k, -) is continuous as a function of m, we obtain for every i, j =1, ..., N that
u(k;,m,) — u(k;,m), in H'(0, 1) (37)
and
u(k;,my) — u(k;,m), in H'(0,1), (38)

as v — 00. Since j—x : H'(0,1) — L?(0, 1) is bounded, we obtain that

du(k;,m,)  du(k;,m)
— s

: 2
- - in L*(0, 1) 39

and

du(k;,m,)  du(k;,m)
—_

in L2(0, 1 4
dx dx 0 L70, 1), (40)

asv — oo, foralli,j=1,..., N. Finally, forall i, j = 1,..., N we obtain that
. [ e |2
lim¢;; (m,) = lim ‘ / u;(m,) u;(m,) dx — S =
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2
| / i () @Y dx — S| = ¢ ),
since the absolute value function is continuous and the following limit exists,
1
lim/ u;(m,) u;(m,) dx € C. (41)
v-Jo

Therefore by the strong convergence of the sequences (¢;;(m,),, i, j=1,..., N and the
weak lower semicontinuity of the norm, we obtain

N
p=Ilim¢(m,) > liminf¢ (m,) = Zqﬁi_i(ﬁi) + gliminfllmu Gp=¢@@ =pn  (42)
! ij=1 0
3.2.2 Derivative of Misfit and Optimality Condition

Here we derive the first order optimality condition of the problem in the continuous setting.
We first define the form

1
b(u,v):/ w'v'dx, u,ve H(0,1). (43)
0

We obtain the following result.

Proposition 6 Let (i, j) € {1, ..., N}2. Then the function oij: H'((0, 1); (0, 00)) — [0, o0]
as defined in relation (31) is C', with derivative at an my

(Dnhij (mo), h) = Re({b(u;(mo), u;(mo)) — S7°H(b(:, u;(mo)), Du;(mo)h)+
(bu;(mo), -), Dyt (mo)))}),
for a direction h € H'((0, 1); R).
Proof We know that if
q:H'((0,1:R) - C (44)
is differentiable, then
%(Dm|q(m0)|2, h) = Re(q(mo)(Dngq(mo), h)) (45)
In our case, g (o) = b(u;(mq), u;(mo)) — Sij, with
(Db(u,v), (h,2)) =b(u,z) + b(h, v) (46)
at (u, v) € {H'(0, 1)}?, at direction (/, z). Therefore

(Dmg(mo), h) =
(Db(u;i(mo), uj(mo)) o Dy (ui(mo), u;j(mo)), h) =

@ Springer
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(Db(u;(mo), u;(mo)), Dy (u;(mo), u;(mo))h) =
b(Dyuj(mo)h, u;(mg)) + b(Dyu;(mo)h, u;(mg)) =

(b(ui(mo), -), Dy j(mo)n)})) 4 (b(-, u;(mo)), Du;(mo)h). (47)

We define G : H'(0,1) — H'(0, 1) such that

1
(G, u) = / W Fdx = b, B). 48)
0

This gives for a direction 7 € H'((0, 1); R)

b(Dyuj(mo)h, u;(mg)) = b(Dyu;(mo)h, u;(mg)) =

(Gui, Dyujh) = {(Dyu;)*Gu;, h).

Since h =k (h is real), we obtain the following (see [22, page 37])
((Dut;)*Gui, h) = ((Dyt;)*Gui, h) =
((Dyu)*Gui. h). (49)
We obtain similarly,
b(Dtt; (mo)h, W5 (o)) = {(Dyu)*Guj., h)
Combining the above results we obtain the following theorem.

Theorem 7 The function ¢ : H'((0, 1); (0, 00)) — [0, 00], as defined in (29), is C', with
derivative at an m

N
Do) =Y Re({(Dpit;7Gu; + (Do) Gut | (bGui mo), w5 mo)) — S7°)) +

ij=1
&(my, ')1—11(0,1)-

Remark 5 Since we have derived the analytical expression of the F-derivative of ¢, then the
optimality condition is a variational inequality of the form,

(Dm(b(n"i)’ m — ﬁ) >0, Vm € Kuq, (50

with D, ¢ (i) given above at a local minimizer, 7.

4 Numerical Results

In this section we include a number of numerical experiments/comparisons between the
ROM based FWI method and the conventional FWI method. Before doing so, we include a
paragraph regarding the discrete optimality condition of the ROM based misfit functional.
In the numerical implementation below we use finite elements of “hat-funtion” type to ap-
proximate the solution of the differential equation.
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4.1 Numerical Implementation: Discrete Optimality Condition

In this paragraph we derive the discrete optimality condition that we use for the numerical
computation of the gradient of the ROM based misfit. In the discrete case, given L, a first
order finite-difference matrix and n = 1/ N, being the length of the spatial discretisation (N,
spatial points) we have that

Sij =n(Lui, Luj)cn, (D

assuming that we realize (u,-)iN= | discretely. Now, in order to follow similar steps as in the
continuous case, we take a direction 2 € R" and we consider as before, ¢ = Z;szl ¢ij (for
simplicity we do not use any regularization, thus we take ¢ = 0).

(Dij (mo), h)gn = Re{(Dy(Sij(mo) — S77*), Dy Sij (m)h)en ) =

Re{((Dy Sij(m))*{Sij (mo) — S,-ojhs‘}, M)} (52)
We obtain that
Dy, Sij = n(Dyutj)* L Lu; +nuiL*L(Dyu;) = (53)
(D Sij)* =nu; L*L(Dyu;) + n(Dyu;)*L* Lu;. (54)
Also,
Dy ij = Re{n(u; L*L(Dyu;) +n(Dpu;)*L*Luj)[S;; — Sfjbs']}- (55)
Now,

nu; L*L(Dyuj) = n(L(Dyuj), Lui)eny =n(Luj, LDyuj)ene =nDyuiL*Lu;,  (56)
therefore we get
Dyij = nRe{[Si; — S;7 1(Dyie; L* Lu; + (Dyyui)* L* Lu )}

Remark 6 In stead of using a variational inequality as our optimality conditions, we can seek
for simplicity solutions such that D,,¢ (in) = 0.

Remark 7 In the continuous case we defined an operator G such that

I
(G0 = [ Bgduds. (57)
0
In the discrete sense this means that

(G u) ~ (L, Luygn: = 1(L*Lp, u)gn: =1¢*L*Lu,

where L* is the adjoint of L defined by the inner product, (-, -).
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0404 — rom 2.0 J————
— fwi mo
0.35 1
1.8
0.30 1
0.25 4 164
4 —_
B 0.20 =
£ g
0.15 - 1.4
0.101
1.24
0.05 -
0.00 1 1.0
0 2 4 6 8 0.00 025 050 075 1.00
a X

Fig. 1 Comparison between the ROM based FWI and the conventional FWI when we use 10 wavenumbers
with ki, = 18 and kjqx = 24. On the right we show mq and mtrye

4.2 Comparison with Conventional FWI: Convexity

In this section we compare our ROM based FWI approach with the conventional FWI. We
use double sided data for both methods. We can now consider u as a function of discrete
values of x (assuming as before N, amount of spatial nodes). We also recall that we use N-
samples of the wavenumber. We formulate the FWI problem as follows; given band-limited
observations z; € C2, i =1, ..., N, with

zi=(f(k),gk;)), i=1,...,N,

and sampling matrix

(1 0 -0 XN,
P_<0 0 ...1>€R ,

find m such that the following functional

N
Bruitm) = 3 Y IPutks,m) — 213

i=1

is minimized. As we shall see in the chosen examples, the ROM based method has a convex
profile that avoids local minimizers of the conventional FWI functional. We showcase that
by performing three experiments. In the first two we use measurements corresponding to
relatively high wavenumbers compared to the maximum value of the respective m. In the
last one we use both high wavenumber measurements and strong contrast.

We show that the ROM based FWI misfit avoids the local minimizers of the FWI func-
tional by plotting the values of the two misfits as functions of m, when m = my + adm,
with my = 1, and with a having range in an interval I, such that there exists a’ € I, with
Myge = Mo + a'dm, (dm = mye — mo).  We observe that in the first two examples the
ROM misfit functional is convex (figures 1, 2). In the third example the functional is not
convex, but the local minimizers of the conventional FWI are avoided (figure 3). Possibly,
the rank-2 terms that are included in the stiffness matrix convexify the misfit functional by
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0.0175{ — rom 2.0 — Mo
— fwi mg
0.0150
1.8
0.0125
4 0.0100 A _ 169
@ x
€ 0.0075 1 E 1]
0.0050
1.2
0.0025 -
0.0000 1.0
0 4 0.00 025 050 075 1.00

(04 X

Fig. 2 Comparison between the ROM based FWI and the conventional FWI when we use 2 wavenumbers
k =20,20.1. On the right we show mq and mrye

— rom — Mtrue
0254 — fwi 104 mo
0.20 gl
-~ —_
E 0.15 4 X 61
€ &
0.10
44
0.05
2<
0.00
2 4 6 8 0.0 02 04 06 08 1.0
(04 X

Fig. 3 Comparison between the ROM based FWI and the conventional FWI when we use 2 wavenumbers
with £ =20, 20.1. On the right we show m( and mrye

reducing the nonlinearity. It is important to notice that in similar works, see for example
[14], the observed reduction of the nonlinearity of the misfit functional could be, at least
partly, due to the transformation of the ROM system using the Lanczos algorithm. Keep in
mind though that in our case, without the use of impedance type boundary conditions, the
stiffness matrix depends linearly on the data, thus we do not expect any improvements on
the convexity compared to the traditional FWI method.

4.3 Comparison with Conventional FWI: Reconstruction of a Smooth Coefficient

We split this section in two parts. In the first part we compare the two methods assuming
that we have access to noiseless measurements. In the second part we add noise to the
measurements.
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Fig.4 From left to right. The coefficient, the reflection data f, the transmission data g

4.3.1 Reconstruction Using Noiseless Data

Following the standard adjoint state method, we present the numerical reconstruction of
a refractive index using the ROM based FWI. For the numerical reconstruction we use a
standard fixed point iteration of the form

metD — 00 _ a)qub(m(K)), k=1,2,..., (58)

with step w. In Fig. 4 we show the refractive index of our experiment, the reflection and
the transmission data. We compare the results of our method with the results of the conven-
tional FWI method using the same step w for both metods, and when we run the fixed point
iteration for 15, 30 and 45 steps. Results can be seen in Figs. 5-7. Finally, Fig. 8 shows that
after a sufficiently large number of iterations, the ROM based method recovers a coefficient
that is closer to the true one. Also, the data fit of the reflection data is slightly better when
we follow the ROM based method. The data fit of the transmission data does not seem to
improve when following the ROM based method.

4.3.2 Reconstrunction with Noise in the Data

In this subsection we compare the methods on noisy data. We add i.d.d. normally distributed
noise to the data with mean zero and variance o>. We study the case when o = 1 x 1074,
We do not add any additional regularization. The results are shown in Fig. 9. We observe
that the ROM based approach is affected by the noise and it yields inferior results compared
with the conventional FWI method.

5 Conclusion and Discussion

In this paper we studied a nonlinear optimization problem which can be viewed as a modi-
fied FWI problem using the stiffness ROM matrix as input. Due to the unconventional form
of the misfit functional that includes not weakly lower semicontinuous terms, we studied
well-posedness of the problem and we compared numerically our proposed method with the
conventional FWI method. As we observed through our numerical experiments, the ROM
based FWI misfit functional seems to have a convex profile, something that the conventional
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Fig. 5 Comparison between the results produced by the ROM based and conventional FWI methods after
15 steps of the fixed point iteration. On the left, comparison between reconstructed coefficients. The errors
are ||myom — mll2 =0.214 and ||m fyy; — mllz = 0.271. In the middle and on the right we compare data-fit
(transmission and reflection)

1.10 — true 0.0 0.4 — R(9)
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1.081 fwi —o14 0.3 — R(gsw)
3(g)
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0.5 —_— wi
. . . . - - . -0.3 . . . .
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Fig.6 Comparison between the results produced by the ROM based and con- ventional FWI methods after
30 steps of the fixed point iteration. On the left, comparison between reconstructed coefficients. The errors
are [|myom — mll2 =0.152 and ||m fyy; — mllz = 0.169. In the middle and on the right we compare data-fit
(transmission and reflection)

FWI lacks when we use relatively high frequency data. This observed convex behaviour of
the ROM based functional makes the extension of the method to 2 and 3 dimensional inverse
problems for the Helmholtz equation interesting. With this paper we believe that we have
made the first steps towards this extension. Of course, different variations of the ROM based
FWI methods can be proposed, in the sense of using M (or even B) as input. However,
despite the possible limitations of using the Lanczos method within the framework of this
paper, it would be interesting to investigate potential combinations of the Lanczos method
with the ROM based FWI approach. For example it would be interesting to study a method
that compares the misfit between the Lanczos orthogonalized ROM and its counterpart that
corresponds to the modeled parameter. In any case, one should be aware of the possible is-
sues regarding the stability of the Lanczos algorithm. The study of these cases are interesting
and in the future we plan on analysing these variations. Finally, it is worth noting that our
method might have some desired properties, such as improved convexity of the misfit for
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Fig.7 Comparison between the results produced by the ROM based and con- ventional FWI methods after
45 steps of the fixed point iteration. On the left, comparison between reconstructed coefficients. The errors

are [|myom — m|l2 =0.145 and ||m fyy; — mllz = 0.156. In the middle and on the right we compare data-fit
(transmission and reflection)
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Fig.8 From left to right. On the left, comparison of the misfit ||m — my ||, when m; is recovered doing k —
steps of the fixed point iterations either of the conventional or the ROM based FWI method. We compare
similarly the misfits of the reflection and the transmission data yielded by the respective m,. We used the
same step w in both fixed point iterations

example, but it is sensitive in the presence of noise. We also plan to investigate various ways
of improving the performance of the ROM based FWI method when the measurements are
not exact.

Appendix: Proofs

A.1 Proof of Proposition 1

Proof of Proposition 1 For the sake of completeness we include a sketch of the proof. We
refer to [17] and [18] for more details. We define the forms a1, a, : H' (0, 1)?> — C with

1
a(u, v) =/ u'v'dx — ik{(v)|=o + V) |i=1}, (AD)
0

@ Springer



Reduced Order Model Based Nonlinear Waveform Inversion...

Page 17 of 24 1

0.9 —-=- rom i -=- rom —-=- rom
: :. — 0.008 11 —— 0.010 4 —
081 \
i \
0741 0.006 1 | 0.008 1
o~ 1 1
= 1 o~ | =
0671 = i < 0.006
I osd i I 0.0044 |\ [
g 110 = \ o
£ ] . ! = 0.004!
04 - !
\ L 1 I
A - 00021 i
031 N .~ : — 0.0021
v \ i
| \ e e
02 N ) \
------ 0.000 1 - 0.000{ ~====mmmm—mms
0 50 100 0 50 100 0 50 100
K K

Fig. 9 Comparison of the two methods when there is noise in the measurements (o =1 x 10=4). On the

left, comparison of the misfit ||m — m, ||o when m, is recovered doing x — steps of the fixed point iterations
either of the conventional or the ROM based FWI method (dotted lines show average of 5 experiments).

We compare similarly the average of the misfits of the reflection and the transmission data yielded by the
respective m,. We used the same step in both fixed point iterations

1

ar(u, v) = —/ muvdx, u,ve H'(0,1). (A2)
0

‘We note that a; is coercive and that a;, a, are bounded forms. For a;, we denote with L, U

the low bound in the coercivity estimate, and the upper bound for the continuity estimate
respectively. We define the linear Riesz isomorphism,

®:H'(0,1) = HI(0, 1), (A3)

with ®u = (u, )1, u € H'(0, 1). Since a, (u, -) is an antilinear functional on H'(0, 1), and
using the Riesz representation theorem we define 7 : H'(0, 1) — H'(0, 1) with

ay(u,v)=(Tu,v)y. (A4)

T is one-to-one onto and we have the estimates || 7 |loo < U, |7 '|loo < L. Also, we define
the linear operator V : L2(0, 1) — H!(0, 1)/, 5% a(u, -). We also define the linear map

A=7"'o"Vv:L>0,1) > H'(0, 1)

(AS)
and

A=Ajoigi_ 2 H'(0,1)<> L0, 1) > H'(0,1), s — As. (A6)

A is bounded as composition of bounded operators. Also, for s € H'(0, 1), w € H'(0, 1),
we have a, (As, w) = a (s, w). We claim that Z + k> A is one-to-one. Let now u € H'(0, 1).

Finding a solution of the differential equation, is equivalent to finding u € H'(0, 1) that
satisfies

ar(u, v) + Kax(u, v) = — (8, v), Vv € H'(0, 1) <=

ar (u, v) + ka; (Au, v) = — (8o, v), Vv e H' <
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ar(u + k> Au, v) = —(8p, v), Vve H' <— (A7)
(T (u + K> Au), v) g1, = —(80. V), Yve H' = (A8)
HIO.1)

OT(Z + kK> Au —8) = T+ Au=T"0"(=8)ecH(0,1). (A9)

Since A € L(H'(R), H'(2)) is compact and Z + k> A is injective, using the Fredholm alter-
native we obtain that there exists a unique element u € H'(<2) that satisfies the last equation.
Finally, we obtain the forward stability estimate

||’/l||1-11(0,1) =< ||(I+k2A)7l ||L(H1,H1)||T71 ||£(H1‘H1)||q)71 Il

L(HI.F/) ||50||m’-

O

Remark 8 Observe that we even if we assume that m > 0 is bounded, then we can still show
existence and uniqueness of solutions of the forward problem.

A.2 Proof of Lemma 3

Proof of Lemma 3 We take k = k; and we write u; = u(k;, -). Take ¢ =u;,

(ul, u;) — ki (mui, uj) — tkiug (Duj(1) — thiug (0)u ;(0) = —u ; (0) (A10)

Now we denote

M;j = (mu;, u;) (A11)
Sij = (u;,u’) (A12)
and we obtain
Sij —kIMi; = —f; +iki{gigi + fi fi) (A13)
Similarly for k = k;
(W u}) — kG mu g, up) — vk jug (Dug (1) — tkju (0)u; (0) = —u; (0), (A14)
which gives
Sji —kiMji = — f; +1k;{g; 5 + fi fi}- (A15)

Taking the complex conjugate of the above relation we obtain
Sj,‘ — ka*Mji =
Sij_ka'Mij=_fi —1k;{gig,; + fi f}- (A16)
Subtracting (A13) - (A16) we arrive at

—fi +iki(gig; + fifi} + fi + k(g8 + fif N =
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(=k; +k)M;; = —fi + f; +1kilgig; + fi fi + fi} +1kileig; + fifi} = (A17)

—fi + fi +ikileigi + fifi) +ikilaig; + fifi)

M;; = = Al8

Fi—f (ki+k) (g + fif))
Mj=—o—at 2 — K2 - (A19)

J L J i
fi—f a8+ fifi

M =— : . A20
s (420)

Similarly we multiply (A13) by k7 and (A16) by k7 and we obtain
K28 — kKM = —k> f; +1k2ki{gig; + fi fi) (A21)

JRu Jrhi JjJi jRi8iEj iJj

ki Sij — kiki My = =k fi — 1k kj{gig,; + fi f ;) (A22)

Subtracting the above two relations,

(k7 —k})Sij = —k; [ +1kikilgigs + fi fi} + ki fi +1kiki{gig, + fif )= (A23)

k3 f; + k2 fi g+ fif;
Jj7 iJ1L 2 2 5] tJj
KX f; — k2 f; g+ fif;
_ JjJJ iJi 2 2 15 S
Sl]__W+l(k/kl+kz k/)w (A25)
J 1 J i
Now, for the diagonal elements of M. First of all, consider
l _
/ mu()‘-)u(ﬂ)dx = M()"v M) . [)Vmina Amax] X [Mminv //Lmax] — C. (A26)
0
M is a continuous function, thus, if we fix i = 1, then the following limit exists
AILTBO M (A, o) = llu(uo)ll120,1,max) >0 (A27)

The elements of the mass matrix M are given by relation (A20) above. Let ki2 = ) and
ka- = A+ h, with i € R. Take

S+ = fO) +lg()»)g()»+h)+f(?»)f(?»+h)
h Jirh—A

We write f = Re(f)+i1Im(f) and g = Re(g)+1Im(g). The first term of (A28) expression
can be written as

SOt —fG) _ Re(HA+R) —tIm(SHA+h) = Re(SHW) —1Im(H(R) _
h h

_Re(f)(A+h) — Re(f)(A) 4, Im(f)(h+h) + Im(f)(A)
h h '

My =M, h+h)= (A28)

(A29)
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The second term of (A28) is

Mg +h) + f)f(A+h)

Vi+h -k
| Re(@)Re(¢") + Im(@)Im(g") + Re(/)Re(f*) + Im())Im(f*)
VAF+h -/
Vi+h—+h 7

since
g8n = (Re(g) +1Im(g))(Re(g") —1Im(g")) =
Re(g)Re(9)" + Im(g)Im(g)" +1Im(g)Re(g") — tIm(g")Re(g),

where we used the shorthand notation f" = f(\ + h) (also for g). Now, since this limit
exists,

Hm M. &+ h) = [ 2001 € Re

we obtain that

lim (M (. 2.+ h)) =0, (A31)
thus
h
lim{lm(f) +Im(f)Jr
h—0 h
Re(g)Re(g)" + Im(g)Im(g)" + Re(f)Re(f)" + Im(f)Im(f)" } —0
A+ —/n '
Therefore
— lim { Re(f)(A+h) — Re(f)(RD)
Mii = Jimy h
Im(g)Re(g)" — Re(g)Im(g)" + Im(f)Re(f)" — Re(f)Im(f)" } _
Vath =
i { Re(f)(A+h) — Re(f)(A)
1im — —
h—0 h
Im(g)Re(g)" — Re(g)Im(g) + Re(g)Im(g) — Re(g)Im(g)"
i+ h =~k
Re(f)lfﬂ(f)h—1'"(f)1'3€(f)h]:>
i+ h—+x
M == G) () 002vi BN ) 1 Re(gy v )
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Im(f)0)2V7% (f ) () + Re( /()27 %‘ (A32)

This relation can be simplified even more as
M= o) o im[sm E o+ TR L 0] (A33)
We compute the diagonal of S similarly. a

A.3 Proof of Lemma 4
We start by stating the implicit function theorem.
Theorem 8 Let a function F:CxP— W, C, P, W being Banach spaces. We assume that

there exists an open set Cy C C such that for every m € C there exists a unique u = u(m) €
P such that

F(m,u)=0. (A34)
Then if
F:CxP—>W (A35)
is continuous, if
WF:CxP—>W (A36)
is continuous and if
(0 F(m,u))™" : W — P, Vm € C,, (A37)

exists and is bounded, then there exists a continuous map such that

Coomu(m)eP. (A38)
Also, if 0 Fis continuous, we obtain that u is Fréchet differentiable.
Lemma9 The requirements of theorem A.3 hold for F.
Proof Let P = H'(0,1). Forallm € Cy = C([0, 1]; (0, 00)) C C = C([0, 1]; R) there exists
Lé s:cllLll 1that F(m,u) =0. Second, we want to show continuity of F. We get for (§m, du) €

Fm+ém,u+déu)— F(m,u) =

S(u + 8u) — kK2 M(@m + 8m) (u + 8u) — 1tkB(u + Su) + So—
(S(u) — K> M(m)(u) — 1kB(u) + 89) =

SOu) — KEMGm)(u) — K> M@m)(Su) — kK> M(Sm) (Su) — 1kB(Su). (A39)
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Now, for ¢ € H'(0, 1)
1 1
(M@ @), )] = | /0 muddx| < om] /0 |z <

1
Il5mlloollu||oc/ ‘(b‘dx < lI8mlloollutlloollplloo < ¥ 8mlloolluell 1 111l zr1»
0

where y is the bound of the Sobolev imbedding from H' to C[0, 1]. Similarly,

(M Om) @), @) < 2 1I8ull gl 1l 1 (A40)
(M @m)@Su), §)] < v [18ull g1 [18m | Dl 1 (A41)

Also,
(Sou, @) = [(6u’, §)| < 18u/ [l 21191l 2 < 6ull g1l g1 (A42)

[(B(8u), @) = |(6ug)|i=0 + (Bud)|r=1| < I8ullocll@lloc + [ulloclPlloc =

2y 8ull il pll -
All the above relations yield that
||F(m+8m,u+8u)—F(m,u)||m/—>Oas ém, du — 0. (A43)
Also, since for fixed m, F(m, -) is affine on u, we get that
0 F(m,uye L(H' HY), ue H', (A44)
and at a point (;m, u) at a direction s we get
0 F(m,u)s = (S —k>M(m) —1kB)s, ), s € H'. (A45)

As before, 9, F is continuous as a function of (m, u). Similarly, for fixed u, we obtain at
(m, u) in a direction h

W F(m,u)h = —k*(M@h, ) = (A46)
3 F(m,u)h = —k*(M(u)h,-), Y(m,u) € C x H'(0, 1), (A47)
and 9, F is continuous on C x H'. Since the partial derivatives of F are continuous we
conclude that the gradient of F exists and is continuous. Finally, since at any point of eval-
uation,
HhFm,u)=8 — kK> M(m) —1kB=dT (T + k> A) (A48)
is invertible, we obtain that the following map

C([0, 1]; (0, 00)) > m > u(k,m) € H'(0, 1) (A49)

is well-defined, continuous and is F-differentiable. O
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Proof of Lemma 4 The proof of the lemma is a corollary of the above result a

Remark 9 Notice that

H'((0,1); (0,00)) >m > u(k,m) € H'(0, 1) (A50)

will also be differentiable. Showing this assertion follows analogously as the proof of
lemma 9 and by utilizing the embedding of H'(0,1) into C[0, 1]. Notice also that
H'((0,1); (0, 00)) is open in H'((0, 1); R).
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