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Abstract
We investigate models for nonlinear ultrasound prop-
agation in soft biological tissue based on the one that
serves as the core for the software package k-Wave.
The systems are solved for the acoustic particle velocity,
mass density, and acoustic pressure and involve a frac-
tional absorption operator. We first consider a system
that incorporates additional viscosity in the equation for
momentum conservation. By constructing a Galerkin
approximation procedure, we prove the local existence
of its solutions. In view of inverse problems arising
from imaging tasks, the theory allows for the vari-
able background mass density, speed of sound, and the
nonlinearity parameter in the systems. Second, under
stronger conditions on the data, we take the vanishing
viscosity limit of the problem, thereby rigorously estab-
lishing the existence of solutions for the limiting system
as well.
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1 INTRODUCTION

Ultrasound waves propagating in soft biological tissue, even at the intensities used in biomedi-
cal imaging applications, can undergo noticeable nonlinear distortion. At higher intensities still,
such as are used in therapeutic medical applications, the effect of the nonlinearities can be very
significant. Several scientific software packages have therefore been developed for modeling non-
linear propagation in biological tissue.1 Here, the system of equations that are the basis for one of
those packages, k-Wave,2,3 will be analyzed. It is given in terms of the acoustic particle velocity 𝒖,
mass density 𝜌, and acoustic pressure 𝑝 by the following set of equations:

linear momentum conservation: 𝜌0𝒖𝑡 + ∇𝑝 = 𝒇,

mass conservation: 𝜌𝑡 + (2𝜌 + 𝜌0)∇ ⋅ 𝒖 + 𝒖 ⋅ ∇𝜌0 = 0,

pressure-density relation: 𝑝 − 𝑐20

(
𝜌 + 𝒅 ⋅ ∇𝜌0 +

𝐵

2𝐴

𝜌2

𝜌0
− 𝐿̃𝜌

)
= 0,

(1)

where𝒖 = 𝒅𝑡; see Refs. [2, system (10)] and [4, system (1)]. The operator 𝐿̃ accounts for absorption
and dispersion. It is defined by

𝐿̃𝜌 = 2𝛼0

(
−𝑐

𝑦−1
0 (−Δ)

𝑦

2
−1
𝜌𝑡 + 𝑐

𝑦
0 tan

(𝜋𝑦
2

)
(−Δ)

𝑦+1

2
−1
𝜌

)
(2)

with 𝑦 ∈ (1, 3) and 𝛼0 > 0; see Ref. [4, eq. (3)]. In human tissue, typically 𝑦 ∈ (1, 2]. The quan-
tities 𝜌0, 𝑐0, and

𝐵

𝐴
in this system are the background mass density, isentropic sound speed, and

nonlinearity parameter, respectively.
In k-Wave, these equations are discretized using a pseudo-spectral time domain (PSTD) time-

stepping scheme with a dispersion correcting factor applied in the spatial Fourier domain. The
particular form of the absorption/dispersion term in (1) was chosen both because the resulting
absorption depends on frequency according to a power law, as empirically observed inmany tissue
types, and because it is memory-efficient when implemented using a PSTD scheme.

1.1 Numerical example

In the spirit ofmotivation for the study of system (1), a simple numerical example, computed using
k-Wave, will be given here. With ultrasound tomography in mind, this example shows that for a
fixed number of sources and detectors, more independent data can be obtained when nonlinear
effects are included than in the linear case. Specifically, inspecting the singular value spectrum of
a set of simulatedmeasurements shows that when pairs of sources are used simultaneously in the
nonlinear regime, the resulting measured signals are not just linear combinations of the signals
measured with the individual sources alone, as they are in the linear case. Figure 1 (left) shows a
ring array of eight equally spaced transducer elements that all act as detectors, and four of which
(shown in white) also act as sources, surrounding a region with a heterogeneous sound speed.5
All other material properties were chosen to be homogeneous: mass density 𝜌0 = 1000 kg/m3,
absorption coefficient 𝛼 = 𝛼0𝑓

𝑦 where 𝛼0 = 0.5 dB/cm/MHz𝑦 , 𝑦 = 1.5, 𝑓 = 0.25MHz is the fre-
quency,𝐵∕𝐴 = 7 is the acoustic nonlinearity parameter, and the source acoustic pressure is 5MPa.
Simulations were conducted in both the nonlinear and linear regimes (i.e., no nonlinear terms
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F IGURE 1 Left: Set-up of the numerical example, showing the sound speed map (m/s) and the positions of
the transducers (white: sources and detectors, black: detectors only). Right: Snapshot of the field from the
leftmost transducer acting as a source.

F IGURE 2 Left: Examples of linear and nonlinear time series. Right: Singular value spectrum of the linear
and nonlinear data.

included in the equations, equivalent to using a low source amplitude source). For each simula-
tion, the transducers acting as sources were driven with a single-frequency sinusoidal wave, and
acoustic pressure time series were detected at all other transducers. When acting as a source, a
transducer does not also act as a detector, so in both the linear and nonlinear cases, 64 time series
were measured: 28 using single sources (4 sources x 7 detectors), and 36 using pairs of sources
driven simultaneously (6 pairs of sources × 6 detectors). Figure 1 (right) shows a snapshot of the
acoustic pressure field emitted from the leftmost transducer. Figure 2 (left) shows examples of
measured time series in both the linear and nonlinear cases, showing characteristic wave steep-
ening due to the nonlinearity increasing the wave speed at the peaks of the wave and decreasing
it at the troughs. All 64 time series measured in the linear case were stacked into a matrix and the
singular values of that data matrix were computed. This was also done in the nonlinear case. The
singular value spectra, normalized to the largest singular value, are plotted in Figure 2 (right). The
cliff-edge after the 28th singular value in the linear case indicates that the data obtained using pairs
of sources are merely linear combinations of the data obtained using single sources. This is not
the case in the nonlinear regime. While this example may be interesting, we note that it does not
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prove—or indicate the extent to which—the data carry additional information about the material
properties, the estimation of which is the ultimate goal of ultrasound tomography.

1.2 Main contributions

The main aim of this work is to gain rigorous understanding of the systems of the form in (1)
with possible additional viscosity included in the momentum balance equation. Throughout, we
assume thatΩ ⊂ ℝ𝑑, where𝑑 ∈ {2, 3}, is a boundeddomain that is𝐶1,1 regular or Lipschitz regular
and convex. In view of inverse problems arising from imaging tasks, we are particularly interested
in allowing 𝐵

𝐴
, 𝑐0, and 𝜌0 in (1) to depend on𝑥 in this order of importance, that is, the simplification

𝜌0 ≡ 𝑐𝑜𝑛𝑠𝑡. is the least restrictive one. With this in mind, we can rewrite the mass conservation
in terms of 𝜎 =

𝜌

𝜌0
as follows:

𝜎𝑡 + (1 + 2𝜎)∇ ⋅ 𝒖 + 𝒖 ⋅ ∇ ln 𝜌0 = 0.

To simplify the analysis, we supplement the system with the following homogeneous boundary
conditions:

𝜈 ⋅ 𝒖 = 0, 𝜈 ⋅ ∇𝜎 = 0 on 𝜕Ω, (3)

where 𝜈 is the outer unit normal vector at the boundary 𝜕Ω, as well as the initial velocity and
density data

𝒖(0) = 𝒖0, 𝒅(0) = 𝒅0, 𝜎(0) = 𝜎0. (4)

Then 𝒅 = I𝑡𝒖 + 𝒅0, where I𝑡𝒖 = ∫ 𝑡

0
𝒖(𝑠) d𝑠 for 𝑡 ∈ [0, 𝑇]. By taking into account a viscosity term

in the momentum balance in (1) and rearranging the terms, we arrive at the following system for
(𝒖, 𝜎, 𝑝):

⎧⎪⎪⎨⎪⎪⎩
(mo𝜇) 𝜌0𝒖𝑡 + ∇𝑝 − 𝜇∇(∇ ⋅ 𝒖) = 𝒇,

(ma) 𝜎𝑡 + 𝑎(𝜎)∇ ⋅ 𝒖 = −𝒖 ⋅ ∇ ln 𝜌0 ∶= 𝑔(𝒖),

(pd) 𝑝 − 𝑐20𝜌0𝑏(𝜎) 𝜎 + 𝐿𝜎 = 𝑐20𝒅 ⋅ ∇𝜌0 = 𝑐20(I𝑡𝒖 + 𝒅0) ⋅ ∇𝜌0 ∶= ℎ(𝒖),

(5)

with amodified absorption operator

𝐿𝜎 = −2𝛼0(−Δ1∕𝜌0)
−1

[
𝜏(−Δ)

𝑦

2 𝜎𝑡 + 𝜂(−Δ)
𝑦+1

2 𝜎

]
, 𝜏, 𝜂 > 0, (6)

1where −Δ = −Δ𝑁 denotes the homogeneous Neumann–Laplacian and

Δ1∕𝜌0𝑣 ∶= ∇ ⋅

(
1

𝜌0
∇𝑣

)
.

1 Note that our analysis could also handle the choice (2), however at the cost of involving higher order commutators of the
coefficients 𝜌0 and 𝑐0 and thus having to impose higher smoothness on them.
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We have introduced the following short-hand notation in (5):

𝑎(𝜎) = 1 + 2𝜎, 𝑏(𝜎) = 1 +
𝐵

2𝐴
𝜎 (7)

and

𝑔(𝒖) = −𝒖 ⋅ ∇ ln 𝜌0, ℎ(𝒖) = 𝑐20𝒅 ⋅ ∇𝜌0 = 𝑐20(I𝑡𝒖 + 𝒅0) ⋅ ∇𝜌0. (8)

We have chosen −𝜇∇(∇ ⋅ 𝒖) for the viscosity term with 𝜇 > 0 (which is equal to −𝜇Δ𝒖 for irro-
tational 𝒖) since it allows us to make use of cancellations below without having to impose the
equation ∇ × 𝒖 = 0 as a further partial differential equation (PDE).
Themain contributions of the remaining of thework pertain to the analysis of the system in (5);

in particular, we establish existence of its solutions in Theorem 1 using a Galerkin-based frame-
work. Additionally, under the assumption that 𝑔 = ℎ = 0, we conduct analysis in the vanishing
viscosity limit 𝜇 ↘ 0 as a way of relating system (5) to system (1) with the absorption operator (6).
This result is contained in Theorem 2 below.
To the best of our knowledge, systems of the form in (5)with fractional absorption have not been

studied so far in a rigorous manner. In contrast, rigorous techniques for single-equations models
in nonlinear acoustics, such as the Westervelt or Kuznetsov equation, are by now pretty well-
established; see, for example, Refs. [6–10] and the review paper.11 Analysis of a local compressible
Navier–Stokes system governing nonlinear sound motion can be found in Ref. [12]; see also Ref.
[13] and the references contained therein.

Notation

Below we occasionally use 𝑥 ≲ 𝑦 for 𝑥 ≤ 𝐶𝑦, where 𝐶 > 0 is a generic constant that does not
depend on the Galerkin discretization parameter. We use subscript 𝑡 to denote the temporal
domain (0, 𝑡) in Bochner spaces, where 𝑡 is taken from a certain time interval to be specified; for
example, ‖ ⋅ ‖𝐿𝑝𝑡 (𝐿𝑞(Ω)) denotes the normon𝐿𝑝(0, 𝑡; 𝐿𝑞(Ω)). If the subscript is omitted, the temporal
domain is meant to be (0, 𝑇).

2 EXISTENCE OF SOLUTIONS

In this section, we provide the proof of existence of solutions of (5) with boundary and initial data
given in (3) and (4), respectively. We first set the notion of the solution, where equations (mo𝜇)
and (pd) will be understood in a time-integrated sense. More precisely, the solution space for the
velocity is

𝑋
𝜇
𝒖 =

{
𝒖 ∈ 𝐿∞(0, 𝑇;𝐻(div; Ω)) ∶

√
𝜇‖∇(∇ ⋅ 𝒖)‖𝐿2(𝐿2(Ω)) < ∞, 𝒖 ⋅ 𝜈 = 0 on 𝜕Ω

}
,

endowed with the norm

‖𝒖‖𝑋𝜇
𝒖
=
{‖∇ ⋅ 𝒖‖2

𝐿∞(𝐿2(Ω))
+ 𝜇‖∇(∇ ⋅ 𝒖)‖2

𝐿2(𝐿2(Ω))

}1∕2

.

 14679590, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/sapm

.12771 by C
entrum

 V
oor W

iskunde E
n Info, W

iley O
nline L

ibrary on [17/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



6 of 29 COX et al.

Further, the solution space for the relative density is

𝑋𝜎 =

{
𝜎 ∈ 𝐻1(0, 𝑇;𝐻

𝑦

2 (Ω)) ∩ 𝐿∞(0, 𝑇;𝐻
𝑦+1

2 (Ω)) ∶ ∇𝜎 ⋅ 𝜈 = 0 on 𝜕Ω
}
, 𝑦 > 𝑑 − 1, 2 ≤ 𝑦 ≤ 3,

(9)
with the norm

‖𝜎‖𝑋𝜎 =
{‖𝜎‖2

𝐿∞(𝐻
𝑦+1
2 (Ω))

+ ‖𝜎𝑡‖
𝐿2(𝐻

𝑦
2 (Ω))

}1∕2

.

The assumptions made on 𝑦 will be justified in the course of deriving energy estimates; see the
discussion at the beginning of Section 2.3. We note that the condition 𝑦 ≤ 3 can be removed if
𝑔 ≡ 0. The setting 𝑔 = ℎ ≡ 0 is considered in Section 3.
Third, as we will prove existence of the time-integrated pressure I𝑡𝑝, we introduce the

corresponding solution space as

𝑋I𝑡𝑝 =

{
I𝑡𝑝 = ∫

𝑡

0

𝑝(𝑠) d𝑠 ∈ 𝐿2(0, 𝑇;𝐻1(Ω)) ∶ ∇𝑝 ⋅ 𝜈 = 0 on 𝜕Ω, 1|Ω| ∫Ω 𝑝 d𝑥 = 0

}
. (10)

The targeted solution space for the studied problem is then 𝜇 = 𝑋
𝜇
𝒖 × 𝑋𝜎 × 𝑋I𝑡𝑝.

Assumptions on data. We assume that the source term satisfies

𝒇 ∈ 𝑋𝒇 = 𝐿1(0, 𝑇;𝐻0(div; Ω)) ∩ 𝐿2(0, 𝑇; 𝐿2(Ω)), (11)

where 𝐻0(div; Ω) =
{
𝒗 ∈ 𝐿2(Ω) ∶ ∇ ⋅ 𝒗 = 0 in Ω, 𝜈 ⋅ 𝒗 = 0 on 𝜕Ω

}
. The initial conditions are

assumed to satisfy

(𝒖0, 𝒅0, 𝜎0) ∈ 𝐻(div; Ω) ×
(
𝐿∞(Ω) ∩ 𝐻1(Ω)

)
× 𝐻

𝑦+1

2 (Ω).

Additionally, we assume that

𝐵∕𝐴 ∈ 𝑋𝐵∕𝐴 = 𝐿∞(Ω) ∩𝑊1,3(Ω) (12)

and

𝜌0 ∈ 𝑋𝜌0 =

{
𝑣 ∈ 𝐿∞(Ω) ∶

1

𝑣
∈ 𝐿∞(Ω), ∇ ln 𝑣 ∈ 𝐿∞(Ω) ∩ 𝐻

𝑦+1

2 (Ω)

}
(13)

as well as that

𝑐20 ∈ 𝑋𝑐0 =

{
𝑣 ∈ 𝐿∞(Ω) ∩𝑊1,3(Ω) ∶

1

𝑣
∈ 𝐿∞(Ω)

}
. (14)

We next make precise what is meant by a solution of the problem.
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Definition 1. We call (𝒖, 𝜎, 𝑝) ∈ 𝜇 a solution of problem (5) supplemented with boundary (3)
and initial conditions (4) if it satisfies

∫
𝑇

0
∫
Ω

{
(𝜌0(𝒖 − 𝒖0) + ∇I𝑡𝑝 − 𝜇∇(∇ ⋅ 𝒖) − I𝑡𝒇) ⋅ 𝒗 + (𝜎𝑡 + 𝑎(𝜎)∇ ⋅ 𝒖 − 𝑔(𝒖))𝑣

+
(
I𝑡𝑝 − 𝑐20𝜌0I𝑡(𝑏(𝜎)𝜎) − I𝑡ℎ(𝒖)

)
Δ1∕𝜌0

𝜙 + 2𝛼0

(
𝜏(−Δ)

𝑦

4 (𝜎 − 𝜎0)(−Δ)
𝑦

4 𝜙 + 𝜂(−Δ)
𝑦+1

4 I𝑡𝜎(−Δ)
𝑦+1

4 𝜙
)}

d𝑥d𝑡 = 0

for all 𝒗 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)𝑑), 𝑣 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)), and 𝜙 ∈ 𝐿2(0, 𝑇;𝐻
𝑦+1

2 (Ω)), such that ∇𝜙 ⋅ 𝜈 = 0,
with 𝜎|𝑡=0 = 𝜎0.

The proof of existence of solutions is set up through a Faedo–Galerkin procedure. To this end,
we first need to construct suitable approximations of (𝒖, 𝜎, 𝑝).

2.1 Construction of Galerkin approximations

We approximate the system in (5) by constructing a Galerkin approximation of (𝜎, 𝑝) by means of
smooth eigenfunctions of theNeumann–Laplacian and then using it to set up suitable approxima-
tions of 𝒖. This approach is in the spirit of Galerkin strategies for models of viscous compressible
fluids; see Refs. [14–16] and the references provided therein. However, here the relative density 𝜎
and acoustic pressure 𝑝 are directly approximated bymeans of suitable basis functions as opposed
to the velocity 𝒖.
Let {𝑤𝑖}𝑖≥1 be the eigenfunctions of the Neumann–Laplacian operator −Δ1∕𝜌0 acting on

functions with zero mean, with eigenvalues {𝜆𝑖}𝑖≥1; that is, let⎧⎪⎪⎨⎪⎪⎩

−Δ1∕𝜌0𝑤𝑖 = 𝜆𝑖𝑤𝑖 in Ω,

1|Ω| ∫
Ω

𝑤𝑖 d𝑥 = 0,

∇𝑤𝑖 ⋅ 𝜈 = 0 on 𝜕Ω.

Fix 𝑛 ∈ ℕ and let𝑊𝑛 = span{𝑤1, … ,𝑤𝑛}. We seek approximate 𝜎 and 𝑝 in the form of

𝜎𝑛 =

𝑛∑
𝑖=1

𝜉𝜎,𝑛
𝑖

(𝑡)𝑤𝑖(𝑥), 𝑝𝑛 =

𝑛∑
𝑖=1

𝜉
𝑝,𝑛
𝑖

(𝑡)𝑤𝑖(𝑥),

with the unknown time-dependent coefficients 𝜉𝜎,𝑛
𝑖
, 𝜉𝑝,𝑛

𝑖
∶ [0, 𝑇] → ℝ for 𝑖 ∈ [1, 𝑛]. Let the

approximate initial relative density 𝜎𝑛0 be the 𝐻
𝑦+1

2 (Ω) projection of 𝜎0 on 𝑊𝑛. Denote 𝝃𝑛 =
[𝜉𝑛1 … 𝜉𝑛𝑛]

𝑇 and 𝝃𝑛0 = 𝝃𝑛(0).
We then set 𝒖𝑛 as the solution of the following system:

⎧⎪⎪⎨⎪⎪⎩
(moG) 𝜌0𝒖

𝑛
𝑡 − 𝜇∇(∇ ⋅ 𝒖𝑛) + ∇𝑝𝑛 = 𝒇 in Ω× (0, 𝑇), 𝒖𝑛(0) = 𝒖𝑛0 , ∇𝒖𝑛 ⋅ 𝜈 = 0,

(maG) 𝜎𝑛𝑡 + 𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛 − 𝑔(𝒖𝑛) = 0 in𝑊𝑛 × (0, 𝑇), 𝜎𝑛(0) = 𝜎𝑛0 ,

(pdG) 𝑝𝑛 = 𝑐20𝜌0𝑏(𝜎
𝑛)𝜎𝑛 − 𝐿𝜎𝑛 + ℎ(𝒖𝑛) in𝑊𝑛 × (0, 𝑇),

(15)

 14679590, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/sapm

.12771 by C
entrum

 V
oor W

iskunde E
n Info, W

iley O
nline L

ibrary on [17/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



8 of 29 COX et al.

where 𝑔(𝒖𝑛) = −𝒖𝑛 ⋅ ∇ ln 𝜌0 and ℎ(𝒖𝑛) = 𝑐20(I𝑡𝒖
𝑛 + 𝒅0) ⋅ ∇𝜌0; cf. (8). By considering (maG) and

(pdG) in𝑊𝑛, we mean that we project them onto the finite-dimensional space𝑊𝑛 with respect
to the 𝐿2(Ω) inner product. For showing that this approximation of (5) is well-posed, we need the
following auxiliary existence result.

Lemma 1. Let 𝜇 > 0, 𝜌0,
1

𝜌0
∈ 𝐿∞(Ω), and 𝒇 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)𝑑). Let 𝒖𝑛0 ∈ 𝐻(div; Ω). Then, given

𝑝𝑛 ∈ 𝐿2(0, 𝑇;𝑊𝑛), there exists a unique 𝒖𝑛 ∈ 𝑋
𝜇
𝒖 ∩ 𝐻1(0, 𝑇; 𝐿2(Ω)𝑑) that satisfies

⎧⎪⎨⎪⎩
𝒖𝑛𝑡 − 𝜇

1

𝜌0
∇(∇ ⋅ 𝒖𝑛) =

1

𝜌0
(𝒇 − ∇𝑝𝑛),

𝒖𝑛(0) = 𝒖𝑛0 , 𝒖𝑛 ⋅ 𝜈 = 0.

Proof. We observe that the right-hand side satisfies 1

𝜌0
(𝒇 − ∇𝑝𝑛) ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)). The statement

then follows along the lines of, for example, Ref. [17, Theorem 9.6]; we omit the details here. □

Lemma 1 allows us to define the solution operator 𝑆 ∶ 𝐿2(0, 𝑇;𝑊𝑛) → 𝑋
𝜇
𝒖, such that 𝑆(𝑝𝑛) =

𝒖𝑛. Let 𝑝𝑛,(1), 𝑝𝑛,(2) ∈ 𝐿2(0, 𝑇;𝑊𝑛), and denote 𝒖𝑛,(1) = 𝑆(𝑝𝑛,(1)) and 𝒖𝑛,(2) = 𝑆(𝑝𝑛,(2)). By testing
the problem solved by 𝒖𝑛,(1) − 𝒖𝑛,(2) with−∇(∇ ⋅ (𝒖𝑛,(1) − 𝒖𝑛,(2))), we conclude that this operator
is globally Lipschitz continuous:

‖𝑆(𝑝𝑛,(1)) − 𝑆(𝑝𝑛,(2))‖𝑋𝜇
𝒖
= ‖∇ ⋅ (𝒖𝑛,(1) − 𝒖𝑛,(2))‖𝐿∞(𝐿2(Ω)) +

√
𝜇‖∇(∇ ⋅ (𝒖𝑛,(1) − 𝒖𝑛,(2)))‖𝐿2(𝐿2(Ω))

≤𝐶0‖∇𝑝𝑛,(1) − ∇𝑝𝑛,(2)‖𝐿2(𝐿2(Ω))
≤𝐶(𝑛)‖𝑝𝑛,(1) − 𝑝𝑛,(2)‖𝐿2(𝑊𝑛),

(16)
where the last line follows by the equivalence of norms in finite-dimensional spaces. TheGalerkin
problem then reduces to looking for a solution of

⎧⎪⎪⎨⎪⎪⎩
𝜎𝑛 = −𝑎(𝜎𝑛)∇ ⋅ 𝑆(𝑝𝑛) + 𝑔(𝑆(𝑝𝑛)) in𝑊𝑛 × (0, 𝑇),

𝜎𝑛(0) = 𝜎𝑛0 ,

𝑝𝑛 = 𝑐20𝜌0𝑏(𝜎
𝑛)𝜎𝑛 − 𝐿𝜎𝑛 + ℎ(𝑆(𝑝𝑛)) in𝑊𝑛 × (0, 𝑇),

(17)

which we tackle in the next step. The solution is at first obtained on an 𝑛-dependent interval
[0, 𝑇𝑛].

Proposition 1. Let the assumptions of Lemma 1 hold with 𝜌0 ∈ 𝑋𝜌0 , 𝐵∕𝐴 ∈ 𝑋𝐵∕𝐴, and 𝑐20 ∈ 𝑋𝑐0 .
Then there exists 𝑇𝑛 = 𝑇𝑛(𝑛) ∈ (0, 𝑇), such that problem (17) has a unique solution (𝜎𝑛, 𝑝𝑛) ∈

𝐻1(0, 𝑇𝑛;𝑊
𝑛) ∩ 𝐿2(0, 𝑇𝑛;𝑊

𝑛).

Proof. Let 𝑅1, 𝑅2 > 0. To prove unique solvability of (17), we apply Banach’s fixed-point theorem
on the mapping

 ∶ (𝜎𝑛∗ , 𝑝
𝑛
∗) ↦ (𝜎𝑛, 𝑝𝑛),
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COX et al. 9 of 29

where (𝜎𝑛∗ , 𝑝𝑛∗) is taken from the ball

𝐵 =
{
(𝜎𝑛∗ , 𝑝

𝑛
∗) ∈ 𝐻1(0, 𝑇;𝑊𝑛) × 𝐿2(0, 𝑇;𝑊𝑛) ∶ ‖𝜎𝑛∗‖𝐻1(0,𝑇;𝐿2(Ω)) ≤ 𝑅1, ‖𝑝𝑛∗‖𝐿2(𝐿2(Ω)) ≤ 𝑅2,

𝜎𝑛∗(0) = 𝜎𝑛0

}
,

and (𝜎𝑛, 𝑝𝑛) solves the following linear problem:

⎧⎪⎪⎨⎪⎪⎩
𝜎𝑛𝑡 = −𝑎(𝜎𝑛∗)∇ ⋅ 𝑆(𝑝𝑛∗) + 𝑔(𝑆(𝑝𝑛∗)) in𝑊𝑛 × (0, 𝑇),

𝜎𝑛(0) = 𝜎𝑛0 ,

𝑝𝑛 + 𝐿𝜎𝑛 = 𝑐20𝜌0𝑏(𝜎
𝑛
∗)𝜎

𝑛
∗ + ℎ(𝑆(𝑝𝑛∗)) in𝑊𝑛 × (0, 𝑇).

(18)

Self-mapping: Take (𝜎𝑛∗ , 𝑝𝑛∗) ∈ 𝐵. We first check that (𝜎𝑛, 𝑝𝑛) =  (𝜎𝑛∗ , 𝑝𝑛∗) ∈ 𝐵. Note that

‖𝜎𝑛𝑡 ‖𝐻1(𝐿2(Ω)) ≤ ‖𝜎𝑛𝑡 ‖𝐿2(𝐿2(Ω)) + ‖I𝑡𝜎𝑛𝑡 + 𝜎𝑛0‖𝐿2(𝐿2(Ω))
≤ (1 + 𝑇)‖𝜎𝑛𝑡 ‖𝐿2(𝐿2(Ω)) +√

𝑇‖𝜎𝑛0‖𝐿2(Ω).
Using the first equation in (18), we then have

‖𝜎𝑛‖𝐻1(𝐿2(Ω)) ≤ (1 + 𝑇)
(‖𝑎(𝜎𝑛∗)∇ ⋅ 𝑆(𝑝𝑛

∗)‖𝐿2(𝐿2(Ω)) + ‖𝑔(𝑆(𝑝𝑛
∗))‖𝐿2(𝐿2(Ω))) +√

𝑇‖𝜎𝑛0‖𝐿2(Ω)
≤ (1 + 𝑇)

√
𝑇
(‖𝑎(𝜎𝑛∗ )‖𝐿∞(Ω)‖∇ ⋅ 𝑆(𝑝𝑛

∗)‖𝐿∞(𝐿2(Ω)) + ‖𝑔(𝑆(𝑝𝑛
∗))‖𝐿∞(𝐿2(Ω))

)
+
√
𝑇‖𝜎𝑛0‖𝐿2(Ω). (19)

By relying on the estimate

‖𝑔(𝑆(𝑝𝑛∗))‖𝐿2(𝐿2(Ω)) = ‖ − 𝑆(𝑝𝑛∗) ⋅ ∇ ln 𝜌0‖𝐿2(𝐿2(Ω)) ≤ ‖∇ ln 𝜌0‖𝐿∞(Ω)

√
𝑇‖𝑆(𝑝𝑛∗)‖𝐿∞(𝐿2(Ω))

and the equivalence of norms in finite-dimensional spaces, from (19), we conclude that

‖𝜎𝑛‖𝐻1(𝐿2(Ω)) ≤𝐶(𝑛)(1 + 𝑇)
√
𝑇
(
(1 + 𝑅1)𝑅2 + ‖∇ ln 𝜌0‖𝐿∞(Ω)𝑅2

)
+
√
𝑇‖𝜎𝑛0‖𝐿2(Ω).

We can thus guarantee that ‖𝜎𝑛‖𝐻1(𝐿2(Ω)) ≤ 𝑅1 by reducing 𝑇 = 𝑇(𝑛).
From the last equation in (18) and the fact that ‖𝐿(𝜎𝑛)‖𝐿2(𝐿2(Ω)) ≤ 𝐶(𝑛)‖𝜎𝑛‖𝐻1(𝐿2(Ω)), we can

estimate 𝑝𝑛 as follows:

‖𝑝𝑛‖𝐿2(𝐿2(Ω)) ≤√
𝑇‖𝑐20𝜌0𝑏(𝜎𝑛∗)𝜎𝑛‖𝐿∞(𝐿2(Ω)) + ‖𝐿𝜎𝑛‖𝐿2(𝐿2(Ω)) +√

𝑇‖ℎ(𝑆(𝑝𝑛∗))‖𝐿∞(𝐿2(Ω))
≤𝐶(𝑛)

(√
𝑇‖𝑐20𝜌0‖𝐿∞(Ω)(1 + 1

2
‖𝐵∕𝐴‖𝐿∞(Ω))𝑅1 + ‖𝜎𝑛‖𝐻1(𝐿2(Ω)) +

√
𝑇‖𝑐20∇𝜌0‖𝐿∞(Ω)𝑅2)

+
√
𝑇‖𝑐20∇𝜌0‖𝐿∞(Ω)‖𝒅0‖𝐿2(Ω),

(20)
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10 of 29 COX et al.

where we have used the fact that

‖ℎ(𝑆(𝑝𝑛∗))‖𝐿∞(𝐿2(Ω)) = ‖𝑐20(I𝑡(𝑆(𝑝𝑛∗)) + 𝒅0) ⋅ ∇𝜌0‖𝐿∞(𝐿2(Ω))

≤ ‖𝑐20∇𝜌0‖𝐿∞(Ω)𝑇‖𝑆(𝑝𝑛∗)‖𝐿∞(𝐿2(Ω)) + ‖𝑐20𝒅0 ⋅ ∇𝜌0‖𝐿2(Ω).
Since we can reduce ‖𝜎𝑛‖𝐻1(𝐿2(Ω)) by reducing the final time, from (20), we conclude that

‖𝑝𝑛‖𝐿∞(𝐿2(Ω)) ≤ 𝑅2,

provided 𝑇 = 𝑇(𝑛) is small enough.
Contractivity: Let (𝜎𝑛,(1)∗ , 𝑝

𝑛,(1)
∗ ), (𝜎𝑛,(2)∗ , 𝑝

𝑛,(2)
∗ ) ∈ 𝐵 and denote (𝜎𝑛,(1), 𝑝𝑛,(1)) =  (𝜎𝑛,(1)∗ , 𝑝

𝑛,(1)
∗ )

and (𝜎𝑛,(2), 𝑝𝑛,(2)) =  (𝜎𝑛,(2)∗ , 𝑝
𝑛,(2)
∗ ). Further, we introduce the following notation for the

differences:

𝜎
𝑛
∗ =𝜎

𝑛,(1)
∗ − 𝜎

𝑛,(2)
∗ , 𝜎

𝑛
= 𝜎𝑛,(1) − 𝜎𝑛,(2),

𝑝
𝑛

∗ =𝑝
𝑛,(1)
∗ − 𝑝

𝑛,(2)
∗ , 𝑝

𝑛
= 𝑝𝑛,(1) − 𝑝𝑛,(2).

We can see (𝜎𝑛, 𝑝𝑛) as the solution to the following problem:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

𝜎
𝑛

𝑡 = −𝑎(𝜎
𝑛,(1)
∗ )∇ ⋅ (𝑆(𝑝

𝑛,(1)
∗ ) − 𝑆(𝑝

𝑛,(2)
∗ )) − 2𝜎

𝑛

∗∇ ⋅ 𝑆(𝑝
𝑛,(2)
∗ ) + 𝑔

(
𝑆(𝑝

𝑛,(1)
∗ ) − 𝑆(𝑝

𝑛,(2)
∗ )

)
in𝑊𝑛 × (0, 𝑇),

𝜎
𝑛
(0) = 0,

𝑝
𝑛
+ 𝐿𝜎

𝑛
= 𝑐20𝜌0

𝐵

2𝐴
𝜎
𝑛

∗𝜎
𝑛,(1)
∗ + 𝑐20𝜌0𝑏(𝜎

𝑛,(2)
∗ )𝜎

𝑛

∗ + ℎ
(
𝑆(𝑝

𝑛,(1)
∗ ) − 𝑆(𝑝

𝑛,(2)
∗ )

)
in𝑊𝑛 × (0, 𝑇),

where we have used the fact that 𝑎(𝜎𝑛,(1)∗ ) − 𝑎(𝜎
𝑛,(2)
∗ ) = 2𝜎

𝑛
∗ and 𝑏(𝜎

𝑛,(1)
∗ ) − 𝑏(𝜎

𝑛,(2)
∗ ) =

𝐵

2𝐴
𝜎
𝑛
∗ ; cf.

(7). Similarly to (19), we then have the following estimate:

‖𝜎𝑛‖𝐻1(𝐿2(Ω)) ≤ (1 + 𝑇)
√
𝑇
(‖𝑎(𝜎𝑛,(1)∗ )∇ ⋅ (𝑆(𝑝

𝑛,(1)
∗ ) − 𝑆(𝑝

𝑛,(2)
∗ ))‖𝐿∞(𝐿2(Ω)) + 2‖𝜎𝑛∗∇ ⋅ 𝑆(𝑝

𝑛,(2)
∗ )‖𝐿∞(𝐿2(Ω))

+ ‖𝑔(𝑆(𝑝𝑛,(1)∗ ) − 𝑆(𝑝
𝑛,(2)
∗ )

)‖𝐿∞(𝐿2(Ω)).
By relying on the fact that

‖‖‖‖𝑎 (𝜎𝑛,(1)∗

)‖‖‖‖𝐿∞(𝐿∞(Ω))

≤𝐶(𝑛)(1 + 𝑅1),

‖‖‖‖∇ ⋅ 𝑆
(
𝑝
𝑛,(2)
∗

)‖‖‖‖𝐿∞(𝐿∞(Ω))

≤𝐶(𝑛)
‖‖‖‖∇ ⋅ 𝑆

(
𝑝
𝑛,(2)
∗

)‖‖‖‖𝐿∞(𝐿2(Ω))

≤ 𝐶(𝑛)‖𝑝𝑛,(2)∗ ‖𝐿2(𝐿2(Ω)) ≤ 𝐶(𝑛)𝑅2,

together with the Lipschitz continuity of 𝑆 (see (16)) and

‖𝑔(𝑆(𝑝𝑛,(1)∗ ) − 𝑆
(
𝑝
𝑛,(2)
∗

))‖𝐿∞(𝐿2(Ω)) ≤ 𝐶(𝑛)‖∇ ln 𝜌0‖𝐿∞(Ω)‖𝑝𝑛∗‖𝐿2(𝐿2(Ω)),
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COX et al. 11 of 29

we obtain

‖𝜎𝑛‖𝐻1(𝐿2(Ω)) ≲𝐶(𝑛)(1 + 𝑇)
√
𝑇
(‖𝜎𝑛∗‖𝐿∞(𝐿2(Ω)) + ‖𝑝𝑛∗‖𝐿2(𝐿2(Ω))). (21)

We can bound the differences of pressures as follows:

‖𝑝𝑛‖𝐿2(𝐿2(Ω)) ≤√
𝑇‖𝑐20𝜌0 𝐵

2𝐴
𝜎
𝑛
∗𝜎

𝑛,(1)
∗ ‖𝐿∞(𝐿2(Ω)) +

√
𝑇‖𝑐20𝜌0𝑏(𝜎𝑛,(2)∗ )𝜎

𝑛
∗‖𝐿∞(𝐿2(Ω)) + ‖𝐿(𝜎𝑛)‖𝐿2(𝐿2(Ω))

+ ‖ℎ(𝑆(𝑝𝑛,(1)∗ ) − 𝑆(𝑝
𝑛,(2)
∗ ))‖𝐿2(𝐿2(Ω)).

(22)
By the equivalence of norms in finite-dimensional spaces and estimate (21), we infer

‖𝐿(𝜎𝑛)‖𝐿2(𝐿2(Ω)) ≤ 𝐶(𝑛)‖𝜎𝑛‖𝐻1(𝐿2(Ω)) ≲ 𝐶(𝑛)
√
𝑇
(‖𝜎𝑛∗‖𝐿∞(𝐿2(Ω)) + ‖𝑝𝑛∗‖𝐿2(𝐿2(Ω))).

Further,

‖ℎ(𝑆(𝑝𝑛,(1)∗ ) − 𝑆(𝑝
𝑛,(2)
∗ ))‖𝐿2(𝐿2(Ω)) ≤√

𝑇‖𝑐20I𝑡(𝑆(𝑝𝑛,(1)∗ ) − 𝑆(𝑝
𝑛,(2)
∗ )

)
⋅ ∇𝜌0‖𝐿∞(𝐿2(Ω))

≤√
𝑇‖𝑐20∇𝜌0‖𝐿∞(Ω)‖𝑆(𝑝𝑛,(1)∗ ) − 𝑆(𝑝

𝑛,(2)
∗ ‖𝐿∞(𝐿2(Ω))

≤𝐶(𝑛)
√
𝑇‖𝑝𝑛∗‖𝐿2(𝐿2(Ω)).

Using this bound in (22) together with the Lipschitz continuity of the operator 𝑆 yields

‖𝑝𝑛‖𝐿2(𝐿2(Ω)) ≤𝐶(𝑛)
√
𝑇
(‖𝜎𝑛∗‖𝐻1(𝐿2(Ω)) + ‖𝑝𝑛∗‖𝐿2(𝐿2(Ω))). (23)

By adding the two bounds, (21) and (23), we arrive at

‖𝜎𝑛‖𝐻1(𝐿2(Ω)) + ‖𝑝𝑛‖𝐿2(𝐿2(Ω)) ≤ 𝐶(𝑛)(1 + 𝑇)
√
𝑇
(‖𝜎𝑛∗‖𝐿∞(𝐿2(Ω)) + ‖𝑝𝑛∗‖𝐿2(𝐿2(Ω))).

Thus, strict contractivity of the mapping can be guaranteed by reducing 𝑇 = 𝑇(𝑛). An application
of Banach’s fixed-point theorem yields the statement. □

2.2 Energy identity for Galerkin approximations

Having constructed Galerkin approximations, in the next step, we derive an energy identity for
(15) on [0, 𝑇𝑛]. For this purpose, we introduce P

𝜌0
𝑊𝑛𝔤 = P𝜌0𝑊𝑛[𝑔(𝒖

𝑛)] ∈ 𝑊𝑛 as the Ritz projection of
𝔤 = 𝑔(𝒖𝑛) = −𝒖𝑛 ⋅ ∇ ln 𝜌0 in the sense of

∫
Ω

1

𝜌0
∇𝑔(𝒖𝑛) ⋅ ∇𝑣𝑛 d𝑥 = ∫

Ω

1

𝜌0
∇P𝜌0𝑊𝑛𝔤 ⋅ ∇𝑣𝑛 d𝑥 for all 𝑣𝑛 ∈ 𝑊𝑛; (24)

that is,

(−Δ1∕𝜌0𝑔(𝒖
𝑛), 𝑣𝑛)𝐿2 = (−Δ1∕𝜌0P

𝜌0
𝑊𝑛𝔤, 𝑣𝑛)𝐿2 for all 𝑣𝑛 ∈ 𝑊𝑛.
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12 of 29 COX et al.

In the derivation of the energy identity for (𝒖𝑛, 𝜎𝑛, 𝑝𝑛), we rely on the stability of this projection
operator in the following sense.

Lemma 2. For 𝔤 = 𝑔(𝒖𝑛) = −∇ ln 𝜌0 ⋅ 𝒖
𝑛, where 𝒖𝑛 ∈ 𝐿∞(Ω) ∩ 𝐻

𝑦+1

2 (Ω), 𝜌0 ∈ 𝑋𝜌0 ,‖∇ ln 𝜌0‖
𝐿∞(Ω)∩𝐻

𝑦+1
2 (Ω)

≤ 1, we have

‖∇P𝜌0𝑊𝑛𝔤‖𝐿2(Ω) ≤ 𝐶‖∇ ln 𝜌0‖𝐿∞(Ω)∩𝑊1,3(Ω)‖𝒖𝑛‖𝐻1(Ω),

‖(−Δ𝑁) 𝑦4 P𝜌0𝑊𝑛𝔤‖𝐿2(Ω) ≤ 𝐶‖∇ ln 𝜌0‖
𝐿∞(Ω)∩𝐻

𝑦
2 (Ω)

‖𝒖𝑛‖
𝐿∞(Ω)∩𝐻

𝑦
2 (Ω)

,

‖(−Δ𝑁) 𝑦+14 P𝜌0𝑊𝑛𝔤‖𝐿2(Ω) ≤ 𝐶‖∇ ln 𝜌0‖
𝐿∞(Ω)∩𝐻

𝑦+1
2 (Ω)

‖𝒖𝑛‖
𝐿∞(Ω)∩𝐻

𝑦+1
2 (Ω)

,

(25)

with 𝐶 depending only on ‖𝜌0‖𝐿∞(Ω), ‖ 1

𝜌0
‖𝐿∞(Ω), but not on 𝑛.

Proof. The proof is provided in the Appendix. □

We proceed to derive an energy identity for (𝒖𝑛, 𝜎𝑛, 𝑝𝑛) on [0, 𝑇𝑛] under the assumption of
uniform smallness of solutions on [0, 𝑇𝑛].

Proposition 2. Let the assumptions of Lemma 1 and Proposition 1 hold with 𝒇 ∈ 𝑋𝒇. Let
(𝒖𝑛, 𝜎𝑛, 𝑝𝑛) be the solution of (15) on [0, 𝑇𝑛]. Assume that there exists 𝑟 > 0, independent of 𝑛, such
that |𝜎𝑛(𝑥, 𝑡)| ≤ 𝑟 for all (𝑥, 𝑡) ∈ 𝑊𝑛 × [0, 𝑇𝑛]. (26)

Then if 𝑟 > 0 is sufficiently small, there exist 𝑎, 𝑎 > 0 and 𝑏, 𝑏 > 0, independent of 𝑛, such that

0 < 𝑎 ≤ 𝑎(𝜎𝑛) ≤ 𝑎 for all (𝑥, 𝑡) ∈ 𝑊𝑛 × [0, 𝑇𝑛],

0 < 𝑏 ≤ 𝑏(𝜎𝑛) ≤ 𝑏 for all (𝑥, 𝑡) ∈ 𝑊𝑛 × [0, 𝑇𝑛],
(27)

and the following identity holds:

1

2

d
d𝑡

(‖√𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛‖2
𝐿2(Ω)

+ ‖𝑐0√𝑏(𝜎𝑛)∇𝜎𝑛‖2
𝐿2(Ω)

)
+ 𝜇‖√(𝑎(𝜎𝑛))∕𝜌0∇(∇ ⋅ 𝒖𝑛)‖2

𝐿2(Ω)

+ 𝛼0

(
2𝜏‖(−Δ𝑁) 𝑦4 𝜎𝑛𝑡 ‖2𝐿2(Ω) + 𝜂

d
d𝑡

‖(−Δ𝑁) 𝑦+14 𝜎𝑛‖2
𝐿2(Ω)

)
= rhs1 + rhs2,

(28)

where the right-hand side terms are given by

rhs1 = − ∫
Ω

𝑎(𝜎𝑛)∇ ⋅ (𝜌−10 𝒇)∇ ⋅ 𝒖𝑛 d𝑥 + ∫
Ω

1

2
𝑐20𝑏

′(𝜎𝑛)𝜎𝑛𝑡 |∇𝜎𝑛|2 d𝑥
− ∫

Ω

𝜎𝑛
(
∇[𝑐20𝑏(𝜎

𝑛)] + 𝑐20𝑏(𝜎
𝑛)∇ ln 𝜌0

)
⋅ ∇𝜎𝑛𝑡 d𝑥 +

1

2 ∫
Ω

𝑎′(𝜎𝑛)𝜎𝑛𝑡 |∇ ⋅ 𝒖𝑛|2
+ 𝜇 ∫

Ω

1

𝜌0
∇(∇ ⋅ 𝒖𝑛) ⋅ (𝑎′(𝜎𝑛)∇𝜎𝑛)∇ ⋅ 𝒖𝑛 d𝑥

(29)
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COX et al. 13 of 29

and

rhs2 = − ∫
Ω

1

𝜌0
∇ℎ(𝒖𝑛) ⋅ ∇𝜎𝑛𝑡 d𝑥

+ ∫
Ω

( 1

𝜌0
∇P𝜌0𝑊𝑛𝑔(𝒖

𝑛) ⋅ ∇[𝑐20𝜌0𝑏(𝜎
𝑛) 𝜎𝑛 − ℎ(𝒖𝑛)] − 2𝛼0

(
𝜏(−Δ𝑁)

𝑦

2 𝜎𝑛𝑡 + 𝜂(−Δ𝑁)
𝑦+1

2 𝜎𝑛
)
P𝜌0𝑊𝑛𝑔(𝒖

𝑛)
)
d𝑥

(30)
with 𝑎′(𝜎𝑛) = 2 and 𝑏′(𝜎𝑛) = 𝐵

2𝐴
.

Proof. Since 𝑎(𝜎𝑛) = 1 + 2𝜎𝑛 and 𝑏(𝜎𝑛) = 1 +
𝐵

2𝐴
𝜎𝑛, the bounds in (27) follow immediately by

(26) if 𝑟 is small enough. The identity in (28) is obtained by convenient testing of the problem that
will lead to cancellations of several terms. We test equation (moG) in (15) with

𝒗𝑛 = −
1

𝜌0
∇(𝑎(𝜎𝑛(𝑡))∇ ⋅ 𝒖𝑛(𝑡)),

equation (maG) with −Δ1∕𝜌0𝑝
𝑛(𝑡), and equation (pdG) with Δ1∕𝜌0𝜎

𝑛
𝑡 (𝑡). We note that we are

allowed to do this because 𝒗𝑛 ∈ 𝐿2(Ω)𝑑 and −Δ1∕𝜌0𝑝
𝑛(𝑡), Δ1∕𝜌0𝜎

𝑛
𝑡 (𝑡) ∈ 𝑊𝑛. Proceeding in this

manner, integrating over Ω, and integrating by parts in space yields

∫
Ω

−(𝜌0𝒖
𝑛
𝑡 + ∇𝑝𝑛 − 𝜇∇(∇ ⋅ 𝒖𝑛) − 𝒇

)
⋅
1

𝜌0
∇(𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛) d𝑥

+ ∫
Ω

∇
(
𝜎𝑛𝑡 + 𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛 − 𝑔(𝒖𝑛)

)
⋅
1

𝜌0
∇𝑝𝑛 d𝑥

− ∫
Ω

∇
(
𝑝𝑛 − 𝑐20𝜌0𝑏(𝜎

𝑛) 𝜎𝑛 − ℎ(𝒖𝑛)
)
⋅
1

𝜌0
∇𝜎𝑛𝑡 d𝑥

+2𝛼0 ∫
Ω

(−Δ1∕𝜌0)
−1

(
𝜏(−Δ)

𝑦

2 𝜎𝑛𝑡 + 𝜂(−Δ)
𝑦+1

2 𝜎𝑛
)
(−Δ1∕𝜌0𝜎

𝑛
𝑡 ) d𝑥 = 0

a.e. in time. Conveniently, the (space-integrated) terms−∇𝑝𝑛 ⋅ 1

𝜌0
∇(𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛) and∇(𝑎(𝜎𝑛)∇ ⋅

𝒖𝑛) ⋅
1

𝜌0
∇𝑝𝑛 as well as ∇𝜎𝑛𝑡 ⋅

1

𝜌0
∇𝑝𝑛 and −∇𝑝𝑛 ⋅ 1

𝜌0
∇𝜎𝑛𝑡 cancel out and we are left with

∫
Ω

−(𝜌0𝒖
𝑛
𝑡 − 𝜇∇(∇ ⋅ 𝒖𝑛) − 𝒇

)
⋅
1

𝜌0
∇(𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛) d𝑥 − ∫

Ω

∇𝑔(𝒖𝑛) ⋅
1

𝜌0
∇𝑝𝑛 d𝑥

−∫
Ω

∇
(
−𝑐20𝜌0𝑏(𝜎

𝑛) 𝜎𝑛 − ℎ(𝒖𝑛)
)
⋅
1

𝜌0
∇𝜎𝑛𝑡 d𝑥 + 2𝛼0 ∫

Ω

(𝜏(−Δ)
𝑦

2 𝜎𝑛𝑡 + 𝜂(−Δ)
𝑦+1

2 𝜎𝑛)𝜎𝑛𝑡 d𝑥 = 0.

To transform the terms further, we can employ the following identities:

−∫
Ω

𝒖𝑛𝑡 ⋅ ∇(𝑎(𝜎
𝑛)∇ ⋅ 𝒖𝑛) d𝑥 =∫

Ω

𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛𝑡 ∇ ⋅ 𝒖𝑛 d𝑥 − ∫
𝜕Ω

(𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛)𝒖𝑛𝑡 ⋅ 𝜈 d𝑆

= ∫
Ω

1

2

d
d𝑡

|√𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛|2 d𝑥 − 1

2 ∫
Ω

𝑎′(𝜎𝑛)𝜎𝑛𝑡 |∇ ⋅ 𝒖𝑛|2 d𝑥
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14 of 29 COX et al.

and

𝜇 ∫
Ω

∇(∇ ⋅ 𝒖𝑛) ⋅
1

𝜌0
∇(𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛) d𝑥 = 𝜇‖√𝑎(𝜎𝑛)∕𝜌0∇(∇ ⋅ 𝒖𝑛)‖2

𝐿2(Ω)

+𝜇 ∫
Ω

∇(∇ ⋅ 𝒖𝑛) ⋅
1

𝜌0
∇𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛 d𝑥,

as well as, with 𝛽 = 𝑐20𝑏(𝜎
𝑛),

∇[𝜌0𝛽𝜎
𝑛] ⋅

1

𝜌0
∇𝜎𝑛𝑡 =

1

2

d
d𝑡

|√𝛽∇𝜎𝑛|2 − 1

2
𝛽𝑡|∇𝜎𝑛|2 + 𝜎𝑛(∇𝛽 + 𝛽∇ ln 𝜌0) ⋅ ∇𝜎

𝑛
𝑡 ,

where 𝛽𝑡 = 𝑐20
𝐵

2𝐴
𝜎𝑛𝑡 . In this way, we obtain the energy identity

1

2

d
d𝑡

(‖√𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛‖2
𝐿2(Ω)

+ ‖𝑐0√𝑏(𝜎𝑛)∇𝜎𝑛‖2
𝐿2(Ω)

)
+ 𝜇‖√𝑎(𝜎𝑛)∕𝜌0∇(∇ ⋅ 𝒖𝑛)‖2

𝐿2(Ω)

+ 𝛼0

(
2𝜏‖(−Δ) 𝑦4 𝜎𝑛𝑡 ‖2𝐿2(Ω) + 𝜂

d
d𝑡

‖(−Δ) 𝑦+14 𝜎𝑛‖2
𝐿2(Ω)

)
= −∫

Ω

1

𝜌0
𝒇 ⋅ ∇(𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛) d𝑥 + ∫

Ω

1

𝜌0
∇𝑔(𝒖𝑛) ⋅ ∇𝑝𝑛 d𝑥 − ∫

Ω

1

𝜌0
∇ℎ(𝒖𝑛) ⋅ ∇𝜎𝑛𝑡 d𝑥

+ ∫
Ω

1

2
𝑐20𝑏

′(𝜎𝑛)𝜎𝑛𝑡 |∇𝜎𝑛|2 d𝑥 − ∫
Ω

𝜎𝑛(∇[𝑐20𝑏(𝜎
𝑛)] + 𝑐20𝑏(𝜎

𝑛)∇ ln 𝜌0) ⋅ ∇𝜎
𝑛
𝑡 d𝑥

+
1

2 ∫
Ω

𝑎′(𝜎𝑛)𝜎𝑛𝑡 |∇ ⋅ 𝒖𝑛|2 d𝑥 + 𝜇 ∫
Ω

1

𝜌0
∇(∇ ⋅ 𝒖𝑛) ⋅ ∇𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛 d𝑥 ∶= rhs.

(31)

Note that the termwith∇𝑝𝑛 on the right-hand side of (31) cannot be controlled directly by the left-
hand side terms so we would not be able to derive an energy estimate starting from (31). To mend
this, we rewrite this term by additionally testing equation (pdG) in (15) with −Δ1∕𝜌0P

𝜌0
𝑊𝑛𝑔(𝒖

𝑛) ∈

𝑊𝑛. We then have

∫
Ω

1

𝜌0
∇𝑔(𝒖𝑛) ⋅ ∇𝑝𝑛 d𝑥 = ∫

Ω

1

𝜌0
∇P𝜌0𝑊𝑛𝑔(𝒖

𝑛) ⋅ ∇𝑝𝑛 d𝑥

= ∫
Ω

( 1

𝜌0
∇P𝜌0𝑊𝑛𝑔(𝒖

𝑛) ⋅ ∇[𝑐20𝜌0𝑏(𝜎
𝑛) 𝜎𝑛 − ℎ(𝒖𝑛)]

− 2𝛼0
(
𝜏(−Δ)

𝑦

2 𝜎𝑛𝑡 + 𝜂(−Δ)
𝑦+1

2 𝜎𝑛
)
P𝜌0𝑊𝑛𝑔(𝒖

𝑛)
)
d𝑥.

Using this identity, the right-hand side of (31) can be rewritten as the sum rhs = rhs1 + rhs2, where
rhs1 is defined in (29) and rhs2 in (30), to arrive at the claim. □

2.3 Energy estimate

Starting from the obtained identity in (28), we next derive an energy estimate, at first, on [0, 𝑇𝑛]
and again under an assumption of uniform smallness of solutions. Concerning the regularity
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COX et al. 15 of 29

induced by the 𝑦-power damping terms on the left-hand side of (31), there are several requirements
that we needed to take into account:

∙ First of all, we need to obtain a bound on 𝜎 from the 𝜂 term in (31) whose control in its
turn enables nondegeneracy of 𝑎(𝜎𝑛) = 1 + 2𝜎𝑛 and 𝑏(𝜎𝑛) = 1 +

𝐵

2𝐴
𝜎𝑛. Thus, we require that

2
𝑦+1

4
>

𝑑

2
.

∙ Second, rhs1, given in (29), contains the gradient of𝜎𝑡, whichwe have to control by the left-hand
side term 2𝛼0𝜏‖(−Δ𝑁) 𝑦4 𝜎𝑛𝑡 ‖2𝐿2(Ω) in (31), resulting in the requirement 2𝑦4 ≥ 1.

∙ Third, to be able to absorb the 𝑔(𝒖𝑛) terms in rhs2, defined in (30), by the left-hand side, we
need an upper bound on 𝑦: 𝑦 ≤ 3.

Altogether, we thus assume that the propagation medium exhibits attenuation with the exponent

𝑦 > 𝑑 − 1and2 ≤ 𝑦 ≤ 3, 𝑑 ∈ {2, 3}. (32)

As mentioned before, the condition 𝑦 ≤ 3 can be removed if 𝑔 ≡ 0. The case 𝑔 = ℎ ≡ 0 is
analyzed in Section 3 in a 𝜇-uniform manner for which the lower bound on 𝑦 has to be
strengthened, however.
In the analysis below, we use the Poincaré–Friedrichs inequality as well as elliptic regularity

of the Neumann problem (Ref. [18, Theorem 4, p. 217]) to conclude existence of constants 𝐶𝑠, 𝐶̃𝑠,
such that

‖𝜙‖𝐻𝑠(Ω) ≤ 𝐶𝑠‖(−Δ𝑁)𝑠∕2𝜙‖𝐿2(Ω) ≤ 𝐶̃𝑠‖𝜙‖𝐻𝑠(Ω) for all 𝜙 ∈ 𝐻𝑠(Ω), ∫
Ω

𝜙 = 0, 𝑠 ∈

{
𝑦

2
,
𝑦 + 1

2

}
.

We note that, under the assumptions (32) made on 𝑦, we have continuity of the embeddings

𝐻
𝑦

2 (Ω) → 𝐻1(Ω) → 𝐿6(Ω), 𝐻
𝑦+1

2 (Ω) → 𝐿∞(Ω) ∩𝑊1,3(Ω) (33)

for 𝑑 ∈ {2, 3}. We next derive a uniform bound for the sum of the semidiscrete energy and
dissipation functionals at time 𝑡 given by

(𝑡) = ‖𝒖𝑛(𝑡)‖2
𝐻(div;Ω) + ‖∇𝜎𝑛(𝑡)‖2

𝐿2(Ω)
+ ‖𝜎𝑛(𝑡)‖2

𝐻
𝑦+1
2 (Ω)

and

(𝑡) = ∫
𝑡

0

(
𝜇‖∇(∇ ⋅ 𝒖𝑛(𝑠))‖2

𝐿2(Ω)
+ ‖𝜎𝑛𝑡 (𝑠)‖2

𝐻
𝑦
2 (Ω)

+ ‖∇I𝑠𝑝‖2𝐿2(Ω)) d𝑠,

at first, for 𝑡 ∈ [0, 𝑇𝑛]. In the subsequent step, we will use this result to bootstrap the existence
and the energy bounds to [0, 𝑇].

Proposition 3. Let the assumptions of Proposition 2 hold and let the approximate initial velocity
𝒖𝑛0 ∈ 𝐻(div; Ω) satisfy

𝒖𝑛0 → 𝒖0 in𝐻(div; Ω) as 𝑛 → ∞.
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16 of 29 COX et al.

Let the condition (32) on 𝑦 as well as

‖∇[𝑐20∇𝜌0]‖𝐿2(Ω) + ‖𝑐20∇𝜌0‖𝐿3(Ω) + ‖∇ ln 𝜌0‖
𝐻

𝑦+1
2 (Ω)

< 𝛿𝜌0,𝑐0 (34)

hold. Furthermore, assume that there exist 𝑟 > 0, independent of 𝑛, such that

‖𝜎𝑛‖𝐿∞(0,𝑇𝑛;𝐿∞(Ω)) + ‖𝑎′(𝜎𝑛)𝜎𝑛𝑡 ‖𝐿2(0,𝑇𝑛;𝐿3(Ω)) + ‖𝑎′(𝜎𝑛)∇𝜎𝑛‖𝐿∞(0,𝑇𝑛;𝐿3(Ω)) + ‖𝑐20𝑏′(𝜎𝑛)𝜎𝑛𝑡 ‖𝐿2(0,𝑇𝑛;𝐿6(Ω))
+‖∇[𝑐20𝑏(𝜎𝑛)]‖𝐿∞(0,𝑇𝑛;𝐿2(Ω)) + ‖𝑐20𝑏(𝜎𝑛)∇ ln 𝜌0‖𝐿∞(0,𝑇𝑛;𝐿2(Ω)) < 𝑟

(35)

with 𝑎′(𝜎𝑛) = 2 and 𝑏′(𝜎𝑛) =
𝐵

2𝐴
. Then for sufficiently small 𝑟 and sufficiently small 𝛿𝜌0,𝑐0 ,

independently of 𝑛, the following bound holds:

ess sup
𝑡∈(0,𝑇𝑛)

(𝑡) + ess sup
𝑡∈(0,𝑇𝑛)

(𝑡)

≤𝐶1(𝜌0) exp(𝐶2𝑇𝑛)
(‖∇ ⋅ (𝜌−10 𝒇)‖2

𝐿2(𝐿2(Ω))
+ ‖I𝑡𝒇‖2𝐿2(𝐿2(Ω)) + ‖𝒖0‖2𝐻(div;Ω) + ‖𝑐0√𝜎0 ∇𝜎0‖2𝐿2(Ω) + ‖𝜎0‖2

𝐻
𝑦+1
2 (Ω)

+ ‖∇[𝑐20𝒅0 ⋅ ∇𝜌0]‖2𝐿2(Ω)),
(36)

where 𝐶1 and 𝐶2 do not depend on 𝑇𝑛 or 𝑛.

Note that the smallness assumption on the gradients of 𝑐0 and 𝜌0 made in (34) only restricts
their variations but still allows for large absolute values of these quantities.

Proof. We start from the derived energy identity in (31) and estimate the right-hand side terms
within rhs1 and rhs2.
Estimate of rhs1: The time integral of the first right-hand side term rhs1 can be bounded using

Hölder’s inequality and the fact that 𝑎′(𝜎𝑛) = 2 as follows:

∫
𝑡

0

rhs1(𝑠) d𝑠 ≤ ‖∇ ⋅ (𝜌−10 𝒇)‖𝐿1(𝐿2(Ω))𝑎‖∇ ⋅ 𝒖𝑛‖𝐿∞𝑡 (𝐿2(Ω)) +
1

2
‖𝑐20𝑏′(𝜎𝑛)𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿6(Ω))‖∇𝜎𝑛‖𝐿2𝑡 (𝐿3(Ω))‖∇𝜎𝑛‖𝐿∞𝑡 (𝐿2(Ω))

+ ‖𝜎𝑛‖𝐿2𝑡 (𝐿∞(Ω))‖∇𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿2(Ω))(‖∇[𝑐20𝑏(𝜎𝑛)]‖𝐿∞𝑡 (𝐿2(Ω)) + ‖𝑐20𝑏(𝜎𝑛)∇ ln 𝜌0‖𝐿∞𝑡 (𝐿2(Ω))

)
+ ‖𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿3(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿∞𝑡 (𝐿2(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿6(Ω))
+ 2𝜇‖1∕𝜌0‖𝐿∞(Ω)‖∇𝜎𝑛‖𝐿∞𝑡 (𝐿3(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿6(Ω))‖∇(∇ ⋅ 𝒖𝑛)‖𝐿2𝑡 (𝐿2(Ω))

(37)
for 𝑡 ∈ [0, 𝑇𝑛]. By employing the assumed 𝑟 bound and Young’s inequality, we have

1

2
‖𝑐20𝑏′(𝜎𝑛)𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿6(Ω))‖∇𝜎𝑛‖𝐿2𝑡 (𝐿3(Ω))‖∇𝜎𝑛‖𝐿∞𝑡 (𝐿2(Ω)) ≤ 1

2
𝑟 ⋅ ‖∇𝜎𝑛‖𝐿2𝑡 (𝐿3(Ω))‖∇𝜎𝑛‖𝐿∞𝑡 (𝐿2(Ω))

≤ 𝑟2‖𝜎𝑛‖2
𝐿∞𝑡 (𝐻

𝑦+1
2 (Ω))

+
1

4
𝐶(Ω)‖𝜎𝑛‖2

𝐿2𝑡 (𝐻
𝑦+1
2 (Ω))
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COX et al. 17 of 29

since ‖𝑐20𝑏′(𝜎𝑛)𝜎𝑛𝑡 ‖𝐿2(0,𝑇𝑛;𝐿6(Ω)) ≤ 𝑟. Similarly,

‖𝜎𝑛‖𝐿2𝑡 (𝐿∞(Ω))‖∇𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿2(Ω))(‖∇[𝑐20𝑏(𝜎𝑛)]‖𝐿∞𝑡 (𝐿2(Ω)) + ‖𝑐20𝑏(𝜎𝑛)∇ ln 𝜌0‖𝐿∞𝑡 (𝐿2(Ω))

)
≤ ‖𝜎𝑛‖𝐿2𝑡 (𝐿∞(Ω))‖∇𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿2(Ω)) ⋅ 𝑟
≤ 1

4𝜀
𝐶(Ω)‖𝜎𝑛‖2

𝐿2𝑡 (𝐻
𝑦+1
2 (Ω))

+ 𝜀𝑟2‖𝜎𝑛𝑡 ‖2
𝐿2𝑡 (𝐻

𝑦
2 (Ω))

for any 𝜀 > 0. Note that by the first embedding in (33), we have

‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿6(Ω)) ≲ ‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐻1(Ω)) ≲ ‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿2(Ω)) + ‖∇(∇ ⋅ 𝒖𝑛)‖𝐿2𝑡 (𝐿2(Ω)).
Thus, we can estimate the last two terms in (37) using also the assumed 𝑟 bound as follows:

‖𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿3(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿∞𝑡 (𝐿2(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿6(Ω))
+ 2𝜇‖1∕𝜌0‖𝐿∞(Ω)‖∇𝜎𝑛‖𝐿∞𝑡 (𝐿3(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿6(Ω))‖∇(∇ ⋅ 𝒖𝑛)‖𝐿2𝑡 (𝐿2(Ω))

≲ 𝑟‖∇ ⋅ 𝒖𝑛‖𝐿∞𝑡 (𝐿2(Ω))(‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿2(Ω)) + ‖∇∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿2(Ω)))
+ 𝜇‖1∕𝜌0‖𝐿∞(Ω)𝑟(‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿2(Ω)) + ‖∇∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿2(Ω)))‖∇(∇ ⋅ 𝒖𝑛)‖𝐿2𝑡 (𝐿2(Ω)).

Then by applying Young’s inequality, we obtain

‖𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿3(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿∞𝑡 (𝐿2(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿6(Ω))
+ 2𝜇‖1∕𝜌0‖𝐿∞(Ω)‖∇𝜎𝑛‖𝐿∞𝑡 (𝐿3(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿2𝑡 (𝐿6(Ω))‖∇(∇ ⋅ 𝒖𝑛)‖𝐿2𝑡 (𝐿2(Ω))

≲ 𝑟2‖∇ ⋅ 𝒖𝑛‖2
𝐿∞𝑡 (𝐿2(Ω))

+ (‖∇ ⋅ 𝒖𝑛‖2
𝐿2𝑡 (𝐿

2(Ω))
+ 𝜀‖∇∇ ⋅ 𝒖𝑛‖2

𝐿2𝑡 (𝐿
2(Ω))

) + 𝜇𝑟‖∇∇ ⋅ 𝒖𝑛‖2
𝐿2𝑡 (𝐿

2(Ω))

+ ‖1∕𝜌0‖2𝐿∞(Ω)
‖∇ ⋅ 𝒖𝑛‖2

𝐿2𝑡 (𝐿
2(Ω))

+ 𝜇2𝑟2‖∇∇ ⋅ 𝒖𝑛‖2
𝐿2𝑡 (𝐿

2(Ω))

for any 𝜀 > 0. Note that the presence of the 𝜀 term above will lead to a nonuniform estimate in 𝜇.
In Section 3, we discuss a way to mend this by requiring more regularity from 𝜎𝑛𝑡 . By employing
the derived bounds in (33), we arrive at

∫
𝑡

0

rhs1(𝑠) d𝑠 ≲
1

4𝜀
𝑎
2‖∇ ⋅ (𝜌−10 𝒇)‖2

𝐿1(𝐿2(Ω))
+ 𝜀‖∇ ⋅ 𝒖𝑛‖2

𝐿∞𝑡 (𝐿2(Ω))

+ ‖𝜎𝑛‖2
𝐿2𝑡 (𝐻

𝑦+1
2 (Ω))

+ 𝑟2‖𝜎𝑛‖
𝐿∞𝑡 (𝐻

𝑦+1
2 (Ω))

+ 𝜀𝑟2‖𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐻 𝑦
2 (Ω))

+ 𝑟2‖∇ ⋅ 𝒖𝑛‖𝐿∞𝑡 (𝐿2(Ω))

+ (1 + ‖1∕𝜌0‖2𝐿∞(Ω)
)‖∇ ⋅ 𝒖𝑛‖2

𝐿2𝑡 (𝐿
2(Ω))

+ (𝜇𝑟(1 + 𝜇𝑟) + 𝜀)‖∇(∇ ⋅ 𝒖𝑛)‖2
𝐿2𝑡 (𝐿

2(Ω))
)

(38)
for any 𝜀 > 0, where the hidden constant does not depend on 𝑛. The 𝜎𝑛 and 𝒖𝑛 terms on the
right-hand side above will be either absorbed for small enough 𝜀 and 𝑟 or tackled via Grönwall’s
inequality in the final stages of the proof.
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18 of 29 COX et al.

Estimate of rhs2: Next, we estimate the time integral of rhs2, given in (30), by employing
Hölder’s inequality as follows:

∫
𝑡

0

rhs2(𝑠) d𝑠 ≤ ‖1∕𝜌0‖𝐿∞(Ω)

{(‖∇ℎ(𝒖𝑛)‖𝐿2𝑡 (𝐿2(Ω))‖∇𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿2(Ω))
+ ‖∇P𝜌0𝑊𝑛𝑔(𝒖

𝑛)‖𝐿2𝑡 (𝐿2(Ω))‖∇[𝑐20𝜌0𝑏(𝜎𝑛) 𝜎𝑛]‖𝐿2𝑡 (𝐿2(Ω)) + ‖∇P𝜌0𝑊𝑛𝑔(𝒖
𝑛)‖𝐿2𝑡 (𝐿2(Ω))‖∇ℎ(𝒖𝑛)‖𝐿2𝑡 (𝐿2(Ω)))

+ 2𝛼0

(
𝜏‖(−Δ) 𝑦4 𝜎𝑛𝑡 ‖𝐿2𝑡 (𝐿2(Ω))‖(−Δ) 𝑦4 P𝜌0𝑊𝑛𝑔(𝒖

𝑛)‖𝐿2𝑡 (𝐿2(Ω))
+ 𝜂‖(−Δ) 𝑦+14 𝜎𝑛‖𝐿∞𝑡 (𝐿2(Ω))‖(−Δ) 𝑦+14 P𝜌0𝑊𝑛𝑔(𝒖

𝑛)‖𝐿1𝑡 (𝐿2(Ω)))}.
By employing Young’s inequality, we obtain

∫
𝑡

0

rhs2(𝑠) d𝑠 ≤ ‖1∕𝜌0‖𝐿∞(Ω){( 1

4𝜀
‖∇ℎ(𝒖𝑛)‖2

𝐿2𝑡 (𝐿
2(Ω))

+ 𝜀‖∇𝜎𝑛𝑡 ‖2𝐿2𝑡 (𝐿2(Ω))
+ 𝜀‖∇𝑔(𝒖𝑛)‖2

𝐿2𝑡 (𝐿
2(Ω))

+
1

4𝜀
‖∇[𝑐20𝜌0𝑏(𝜎𝑛) 𝜎𝑛]‖2𝐿2𝑡 (𝐿2(Ω)) + 𝜀‖∇𝑔(𝒖𝑛)‖2

𝐿2𝑡 (𝐿
2(Ω))

+
1

4𝜀
‖∇ℎ(𝒖𝑛)‖2

𝐿2𝑡 (𝐿
2(Ω))

)
+ 2𝛼0

(
𝜀𝜏2‖(−Δ) 𝑦4 𝜎𝑛𝑡 ‖2𝐿2𝑡 (𝐿2(Ω)) + 1

4𝜀
‖(−Δ) 𝑦4 P𝜌0𝑊𝑛𝑔(𝒖

𝑛)‖2
𝐿2𝑡 (𝐿

2(Ω))

+ 𝜂2𝜀‖(−Δ) 𝑦+14 𝜎𝑛‖2
𝐿∞𝑡 (𝐿

2(Ω))
+

1

4𝜀
‖(−Δ) 𝑦+14 P𝜌0𝑊𝑛𝑔(𝒖

𝑛)‖2
𝐿1𝑡 (𝐿

2(Ω))

)}
(39)

for any 𝜀 > 0. We further have

𝜀‖∇𝑔(𝒖𝑛)‖2
𝐿2𝑡 (𝐿

2(Ω))
=𝜀‖∇(𝒖𝑛 ⋅ ∇ ln 𝜌0)‖2𝐿2𝑡 (𝐿2(Ω))
≤ 2𝜀‖∇𝒖𝑛‖2

𝐿2𝑡 (𝐿
6(Ω))

‖∇ ln 𝜌0‖2𝐿3(Ω) + 2𝜀‖𝒖𝑛‖2
𝐿2𝑡 (𝐿

∞(Ω))
‖∇(∇ ln 𝜌0)‖2𝐿2(Ω)

and

1

4𝜀
‖∇ℎ(𝒖𝑛)‖2

𝐿2𝑡 (𝐿
2(Ω))

≤ 3

4𝜀
‖∇[𝑐20∇𝜌0]‖2𝐿2(Ω)‖I𝑠𝒖𝑛‖2𝐿2𝑡 (𝐿∞(Ω))

+
3

4𝜀
‖𝑐20∇𝜌0‖2𝐿3(Ω)‖I𝑠∇𝒖𝑛‖2𝐿2𝑡 (𝐿6(Ω))

+
3

4𝜀
‖∇[𝑐20𝒅0 ⋅ ∇𝜌0]‖2𝐿2𝑡 (𝐿2(Ω))

and the arising 𝒖𝑛 terms on the right-hand side can be absorbed by 𝜇 ∫ 𝑡

0
‖∇(∇ ⋅ 𝒖𝑛(𝑠))‖2

𝐿2(Ω)
d𝑠

for sufficiently small 𝜀 > 0 and 𝛿𝜌0,𝑐0 . Furthermore,

1

4𝜀
‖∇[𝑐20𝜌0𝑏(𝜎𝑛) 𝜎𝑛] ‖2𝐿2𝑡 (𝐿2(Ω))

≤ 1

2𝜀
‖∇[𝑐20𝜌0]𝑏(𝜎𝑛) + 𝑐20𝜌0∇

𝐵

2𝐴
𝜎𝑛 + 𝑐20𝜌0

𝐵

2𝐴
∇𝜎𝑛‖2

𝐿∞𝑡 (𝐿
2(Ω))

‖𝜎𝑛‖2
𝐿2𝑡 (𝐿

∞(Ω))
+

1

2𝜀
‖𝑐20𝜌0𝑏(𝜎𝑛)‖2𝐿∞𝑡 (𝐿∞(Ω))‖∇𝜎𝑛‖2𝐿2𝑡 (𝐿2(Ω)).
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From here,

1

4𝜀
‖∇[𝑐20𝜌0𝑏(𝜎𝑛) 𝜎𝑛] ‖2𝐿2𝑡 (𝐿2(Ω))

≲
(‖∇[𝑐20𝜌0]‖2𝐿∞(Ω)

(1 + ‖ 𝐵

2𝐴
‖𝐿∞(Ω)𝑟)

2 + ‖𝑐20𝜌0∇ 𝐵

2𝐴
‖2
𝐿3(Ω)

𝑟2 + ‖𝑐20𝜌0 𝐵

2𝐴
‖2
𝐿∞(Ω)

𝑟2
)‖𝜎𝑛‖2

𝐿2𝑡 (𝐿
∞(Ω))

+ ‖𝑐20𝜌0‖2𝐿∞(Ω)
(1 + 𝑟)2‖∇𝜎𝑛‖2

𝐿2𝑡 (𝐿
2(Ω))

and these terms can be handled via Grönwall’s inequality.
We can use the stability of P𝜌0𝑊𝑛𝑔(𝒖

𝑛) according to Lemma 2 to estimate

1

4𝜀
‖(−Δ) 𝑦4 P𝜌0𝑊𝑛𝑔(𝒖

𝑛)‖2
𝐿2𝑡 (𝐿

2(Ω))
+

1

4𝜀
‖(−Δ) 𝑦+14 P𝜌0𝑊𝑛𝑔(𝒖

𝑛)‖2
𝐿1𝑡 (𝐿

2(Ω))

≤𝐶‖∇ ln 𝜌0‖𝐿∞(Ω)∩𝐻 𝑦
2 (Ω)

‖𝒖𝑛‖
𝐿2𝑡 (𝐿

∞(Ω)∩𝐻
𝑦
2 (Ω))

+ 𝐶
√
𝑇‖∇ ln 𝜌0‖

𝐿∞(Ω)∩𝐻
𝑦+1
2 (Ω)

‖𝒖𝑛‖
𝐿2𝑡 (𝐿

∞(Ω)∩𝐻
𝑦+1
2 (Ω))

,

where 𝐶 does not depend on 𝑛, and absorb these terms for sufficiently small‖∇ ln 𝜌0‖
𝐿∞(Ω)∩𝐻

𝑦+1
2 (Ω)

(i.e., 𝛿𝜌0,𝑐0).

Combining the bounds: By employing (38) and (39) in the time-integrated identity (28), taking
the supremum over 𝑡 ∈ (0, 𝜏) for 𝜏 ∈ (0, 𝑇𝑛) and reducing 𝜀 and 𝑟 (independently of 𝑛), we end up
with

ess sup
𝑡∈(0,𝜏)

(𝑡) + ∫
𝜏

0

(
𝜇‖∇(∇ ⋅ 𝒖𝑛(𝑠))‖2

𝐿2(Ω)
+ ‖(−Δ𝑁) 𝑦4 𝜎𝑛𝑡 (𝑠)‖2𝐿2(Ω)) d𝑠

≤𝐶
(‖𝒖0‖2𝐻(div;Ω) + ‖𝑐0√𝜎0 ∇𝜎0‖2𝐿2(Ω) + ‖𝜎0‖2

𝐻
𝑦+1
2 (Ω)

+
1

4𝜀
‖∇ ⋅ (𝜌−10 𝒇)‖2

𝐿1(𝐿2(Ω))

+ ‖𝜎𝑛‖2
𝐿2(0,𝜏;𝐻

𝑦+1
2 (Ω))

+ (1 + ‖1∕𝜌0‖2𝐿∞(Ω)
)‖∇ ⋅ 𝒖𝑛‖2

𝐿2(0,𝜏;𝐿2(Ω))
+ 𝑇𝑛‖∇[𝑐20𝒅0 ⋅ ∇𝜌0]‖2𝐿2(Ω))

(40)
for 𝜏 ∈ (0, 𝑇𝑛), where 𝐶 does not depend on 𝑇𝑛 or 𝑛. Above, we have also used the boundedness
of approximate initial data:

‖∇ ⋅ 𝒖𝑛0‖𝐿2(Ω) ≲ ‖𝒖0‖𝐻(div;Ω), ‖𝜎𝑛0‖
𝐻

𝑦+1
2 (Ω)

≲ ‖𝜎0‖
𝐻

𝑦+1
2 (Ω)

.

Estimate (41) does not contain a bound on 𝑝𝑛, which we obtain in the final step of the proof.
To this end, we test the time-integrated version of (moG) with ∇(I𝑡𝑝𝑛) ∈ 𝐿2(Ω)𝑑 for 𝑡 ∈ [0, 𝑇𝑛],
which yields, after integration over Ω,

∫
Ω

{(
𝜌0(𝒖

𝑛 − 𝒖𝑛0) + ∇I𝑡𝑝𝑛 − 𝜇∇(∇ ⋅ I𝑡𝒖) − I𝑡𝒇
)
⋅ ∇(I𝑡𝑝𝑛) d𝑥 = 0.

From here, we obtain

‖∇I𝑡𝑝𝑛‖𝐿2(0,𝜏;𝐿2(Ω)) ≤ ‖I𝑡𝒇 + 𝜇∇(∇ ⋅ I𝑡𝒖𝑛) − 𝜌0(𝒖
𝑛 − 𝒖𝑛

0 )‖𝐿2(0,𝜏;𝐿2(Ω))
≲ ‖I𝑡𝒇‖𝐿2(𝐿2(Ω)) + 𝜇‖∇(∇ ⋅ I𝑡𝒖𝑛)‖𝐿2(0,𝜏;𝐿2(Ω)) + ‖𝜌0‖𝐿∞(Ω)‖𝒖𝑛‖𝐿2(0,𝜏;𝐿2(Ω)) + ‖𝜌0‖𝐿∞(Ω)‖𝒖𝑛

0‖𝐿2(Ω).

 14679590, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/sapm

.12771 by C
entrum

 V
oor W

iskunde E
n Info, W

iley O
nline L

ibrary on [17/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



20 of 29 COX et al.

Note that we cannot obtain a bound on∇𝑝𝑛 from (moG) because we lack a bound on𝒖𝑛𝑡 . Squaring
this estimate,multiplying it by 𝜆 > 0, and adding it to (41) with 𝜆 sufficiently small (independently
of 𝑛) leads to

ess sup
𝑡∈(0,𝜏)

(𝑡) + ess sup
𝑡∈(0,𝜏)

(𝑡)

≤𝐶
(
(1 + ‖𝜌0‖2𝐿∞(Ω)

)‖𝒖0‖2𝐻(div;Ω) + ‖𝑐0√𝜎0 ∇𝜎0‖2𝐿2(Ω) + ‖𝜎0‖2
𝐻

𝑦+1
2 (Ω)

+ ‖∇ ⋅ (𝜌−10 𝒇)‖2
𝐿1(𝐿2(Ω))

+ ‖I𝑡𝒇‖2𝐿2(𝐿2(Ω))
+ ‖𝜌0‖2𝐿∞(Ω)

‖𝒖𝑛‖2
𝐿2(0,𝜏;𝐿2(Ω))

+ ‖𝜎𝑛‖2
𝐿2(0,𝜏;𝐻

𝑦+1
2 (Ω))

+ (1 + ‖1∕𝜌0‖𝐿∞(Ω))‖∇ ⋅ 𝒖𝑛‖2
𝐿2(0,𝜏;𝐿2(Ω))

+ 𝑇𝑛‖∇[𝑐20𝒅0 ⋅ ∇𝜌0]‖2𝐿2(Ω))
(41)

for 𝑡 ∈ [0, 𝑇𝑛], where the constant 𝐶 does not depend on 𝑛. By employing Grönwall’s inequality,
we arrive at the claimed estimate. □

2.4 Extending the existence interval to [𝟎, 𝑻]

Equipped with a uniform bound in (36), we can now extend the existence interval of Galerkin
approximations to [0, 𝑇]. We do so by proving that for small enough data, the uniform
boundedness assumption made in (35) holds.

Proposition 4. Let the assumptions of Lemma 1 and Proposition 1 hold. Let assumption (32) on
𝑦 as well as assumption (34) on the smallness of gradients of 𝜌0 and 𝑐20 hold with the bound 𝛿𝜌0,𝑐0 .
Further, let (𝒖𝑛, 𝜎𝑛, 𝑝𝑛) be the solution of (15) on [0, 𝑇𝑛]. Then there exists 𝛿 > 0, independent of 𝑛,
such that if

‖𝜎0‖2
𝐻

𝑦+1
2 (Ω)

+ ‖𝒖0‖2𝐻(div;Ω) + ‖𝒅0‖2𝐿∞(Ω)∩𝐻1(Ω)
+ ‖𝒇‖2𝑋𝒇 ≤ 𝛿, (42)

and 𝛿𝜌0,𝑐0 is small enough, independent of 𝑛, then the following uniform bound holds:

(𝜎𝑛, 𝒖𝑛)(𝑡) ∶= ‖𝜎𝑛(𝑡)‖𝐿∞(Ω) + 2‖𝜎𝑛𝑡 ‖𝐿2(0,𝑡;𝐿3(Ω)) + 2‖∇𝜎𝑛(𝑡)‖𝐿3(Ω) + 1

2
‖(𝐵∕𝐴)𝑐20𝜎𝑛𝑡 ‖𝐿2(0,𝑡;𝐿6(Ω))

+‖∇[𝑐20𝑏(𝜎𝑛)](𝑡)‖𝐿2(Ω) + ‖𝑐20𝑏(𝜎𝑛)(𝑡)∇ ln 𝜌0‖𝐿2(Ω) < 𝑟

for all 𝑡 ∈ [0, 𝑇𝑛]. Consequently, 𝑇𝑛 = 𝑇 can be chosen independent of 𝑛.

Proof. We argue by contradiction. Assume that there exists 𝑡0 ∈ [0, 𝑇𝑛], such that

(𝜎𝑛, 𝒖𝑛)(𝑡0) > 𝑟.

Let 𝑡∗ = inf {𝑡 ∶ (𝜎𝑛, 𝒖𝑛)(𝑡) > 𝑟}. By continuity of , then
(𝜎𝑛, 𝒖𝑛)(𝑡∗) = 𝑟.
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COX et al. 21 of 29

However, since (𝜎𝑛, 𝒖𝑛)(𝑡∗) = 𝑟, we know from the energy bound (36) that

(𝑡∗) +(𝑡∗) ≤ 𝐶𝛿. (43)

Furthermore, by employing the Sobolev embeddings in (33), it follows that

2(𝜎𝑛, 𝒖𝑛)(𝑡0) ≤ 𝐶0((𝑡∗) +(𝑡∗)), (44)

where (crucially) the constant 𝐶0 does not depend on 𝑇𝑛 or 𝑛. Combining estimates (43) and (44)
yields

2(𝜎𝑛, 𝒖𝑛)(𝑡∗) ≤ 𝐶𝐶0𝛿.

Choosing the size of data to be 𝛿 < 𝑟2

𝐶𝐶0
leads to (𝜎𝑛, 𝒖𝑛)(𝑡∗) < 𝑟 and thus a contradiction.

By Proposition 3, the uniform boundedness of  in turn implies that the energy is uniformly
bounded:

(𝑡) ≤ 𝐶, 𝑡 ∈ [0, 𝑇𝑛],

and we can thus prolong Galerkin solutions until we reach the final time 𝑇. □

2.5 Passing to the limit as 𝒏 → ∞

Thanks to the established𝑛-uniformbounds onGalerkin approximations on [0, 𝑇], wemay extract
subsequences of {𝒖𝑛}𝑛≥1 and {𝜎𝑛}𝑛≥1, which we do not relabel, such that

𝒖𝑛 ⇀ 𝒖 weakly- ∗ in 𝐿∞(0, 𝑇;𝐻(div; Ω)),
∇ ⋅ 𝒖𝑛 ⇀ ∇ ⋅ 𝒖 weakly- ∗ in 𝐿∞(0, 𝑇; 𝐿2(Ω)),

∇(∇ ⋅ 𝒖𝑛) ⇀ ∇(∇ ⋅ 𝒖) weakly in 𝐿2(0, 𝑇; 𝐿2(Ω)),

(45)

and

𝜎𝑛 ⇀ 𝜎 weakly- ∗ in 𝐿∞(0, 𝑇;𝐻
𝑦+1

2 (Ω)),

𝜎𝑛𝑡 ⇀ 𝜎𝑡 weakly in 𝐿2(0, 𝑇;𝐻
𝑦

2 (Ω)).
(46)

By the compact embedding 𝑋𝜎 ↪↪ 𝐶([0, 𝑇];𝐻1(Ω)), we also know that there is a subsequence
of {𝜎𝑛}𝑛≥1, not relabeled, such that

𝜎𝑛 → 𝜎 strongly in 𝐶([0, 𝑇];𝐻1(Ω)). (47)

Additionally, by the uniform boundedness of I𝑡𝑝𝑛, there is a subsequence of {I𝑡𝑝𝑛)}𝑛≥1, again not
relabeled, such that

𝐼𝑡𝑝
𝑛 ⇀ 𝐼𝑡𝑝 weakly in 𝐿2(0, 𝑇;𝐻1(Ω)). (48)
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22 of 29 COX et al.

Thanks to (45) and (48), we can immediately pass to the limit as 𝑛 → ∞ in

∫
𝑇

0
∫
Ω

(
𝜌0(𝒖

𝑛 − 𝒖𝑛0) + ∇I𝑡𝑝𝑛 − 𝜇∇(∇ ⋅ I𝑡𝒖𝑛) − I𝑡𝒇
)
⋅ 𝒗 d𝑥d𝑡 = 0, 𝒗 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)𝑑)

to conclude that

∫
𝑇

0
∫
Ω

(𝜌0(𝒖 − 𝒖0) + ∇I𝑡𝑝 − 𝜇∇(∇ ⋅ I𝑡𝒖) − I𝑡𝒇) ⋅ 𝒗 d𝑥d𝑡 = 0 for all 𝒗 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)𝑑).

Next, to pass to the limit in (maG), we first note that for any 𝑤 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)), we have

∫
𝑇

0
∫
Ω

(𝜎𝑛∇ ⋅ 𝒖𝑛 − 𝜎∇ ⋅ 𝒖)𝑤 d𝑥d𝑡 = ∫
𝑇

0
∫
Ω

(𝜎𝑛 − 𝜎)∇ ⋅ 𝒖𝑛𝑤 d𝑥d𝑡 + ∫
𝑇

0
∫
Ω

(∇ ⋅ 𝒖𝑛 − ∇ ⋅ 𝒖)𝜎𝑤 d𝑥d𝑡. (49)

The convergence of the second term to zero as 𝑛 → ∞ is immediate since 𝜎𝑤 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω))

for 𝑤 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)). The convergence of the first term to zero follows by

∫
𝑇

0
∫
Ω

(𝜎𝑛 − 𝜎)∇ ⋅ 𝒖𝑛𝑤 d𝑥d𝑡 ≤ 𝐶‖𝜎𝑛 − 𝜎‖𝐶([0,𝑇];𝐻1(Ω))‖∇ ⋅ 𝒖𝑛‖𝐿2(0,𝑇;𝐿4(Ω))‖𝑤‖𝐿2(0,𝑇;𝐿2(Ω))
and (47). Next, we fix 𝑁 and choose

𝑣(𝑡) =

𝑁∑
𝑖=1

𝜉𝜎
𝑖
(𝑡)𝑤𝑖(𝑥), 𝜙(𝑡) =

𝑁∑
𝑖=1

𝜉
𝑝
𝑖
(𝑡)𝑤𝑖(𝑥), (50)

where {𝜉𝜎}𝑁
𝑖=1

and {𝜉𝑝}𝑁
𝑖=1

are given smooth functions. We choose 𝑛 ≥ 𝑁 and note that 𝜎𝑛 satisfies

∫
𝑇

0
∫
Ω

(
𝜎𝑛𝑡 + 𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛 − 𝑔(𝒖𝑛)

)
𝑣 d𝑥d𝑡 = 0.

Thanks to the convergence of (49) to zero as 𝑛 → ∞, we can then pass to the limit as 𝑛 → ∞ in
the above equation and use the density of functions of the form (50) in 𝐿2(0, 𝑇; 𝐿2(Ω)) to conclude
that

∫
𝑇

0
∫
Ω

(𝜎𝑡 + 𝑎(𝜎)∇ ⋅ 𝒖 − 𝑔(𝒖))𝑣 d𝑥d𝑡 = 0 for any 𝑣 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)).

Similarly to the arguments in, for example, Ref. [19, Ch. 7], with 𝑣(𝑇) = 0, we have

−∫
Ω

𝜎𝑛(0)𝑣(0) d𝑥 − ∫
𝑇

0
∫
Ω

𝜎𝑣𝑡 d𝑥d𝑡 + ∫
𝑇

0
∫
Ω

(𝑎(𝜎𝑛)∇ ⋅ 𝒖𝑛 − 𝑔(𝒖𝑛))𝑣 d𝑥d𝑡 = 0.

 14679590, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/sapm

.12771 by C
entrum

 V
oor W

iskunde E
n Info, W

iley O
nline L

ibrary on [17/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



COX et al. 23 of 29

By passing to the limit as 𝑛 → ∞ and using the analogous identity for 𝜎, we can show that 𝜎(0) =
𝜎0 since 𝜎𝑛(0) → 𝜎0 in 𝐿2(Ω). With similar reasoning to (49),

∫
𝑇

0
∫
Ω

(I𝑡(𝑏(𝜎𝑛)𝜎𝑛) − I𝑡(𝑏(𝜎)𝜎))𝜙 d𝑥d𝑡 = ∫
𝑇

0
∫
Ω

I𝑡(𝜎𝑛 − 𝜎)𝜙 d𝑥d𝑡 + 𝐵

2𝐴 ∫
𝑇

0
∫
Ω

I𝑡((𝜎𝑛 − 𝜎)(𝜎𝑛 + 𝜎))𝜙 d𝑥d𝑡 → 0

as 𝑛 → ∞, thanks to (46) and (47). We can then pass to the limit also in

∫
𝑇

0
∫
Ω

{
(I𝑡𝑝𝑛 − 𝑐20𝜌0I𝑡(𝑏(𝜎

𝑛)𝜎𝑛) − I𝑡ℎ(𝒖𝑛))Δ1∕𝜌0𝜙 + 2𝛼0
(
𝜏(−Δ)

𝑦

4 (𝜎𝑛 − 𝜎𝑛0 )(−Δ)
𝑦

4 𝜙 + 𝜂(−Δ)
𝑦+1

4 I𝑡𝜎𝑛(−Δ)
𝑦+1

4 𝜙
)}

d𝑥

= 0,

using that

((−Δ)
𝑦

4 (𝜎0 − 𝜎𝑛0 ), (−Δ)
𝑦

4 𝜙)𝐿2(Ω) → 0 as 𝑛 → ∞.

Altogether, we conclude that (𝒖, 𝜎, 𝑝) is a solution of the problem in the sense of Definition 1.
By passing to the limit in the semidiscrete energy estimate (36) and utilizing the lower semi-

continuity of norms, we find that (𝒖, 𝜎, 𝑝) satisfies an energy bound analogous to (36) and arrive
at the following existence result.

Theorem 1 (Existence of solutions). Let 𝑇 > 0. Let 𝜇 > 0 and 𝑑 − 1 < 𝑦, 2 ≤ 𝑦 ≤ 3 (cf. (32)), and
assume that

𝒖0 ∈ 𝐻(div; Ω), 𝒅0 ∈ 𝐿∞(Ω) ∩ 𝐻1(Ω), 𝜎0 ∈ 𝐻
𝑦+1

2 (Ω), 𝒇 ∈ 𝑋𝒇,

and 𝐵∕𝐴 ∈ 𝑋𝐵∕𝐴, 𝜌0 ∈ 𝑋𝜌0 , 𝑐
2
0 ∈ 𝑋𝑐0 , where the spaces 𝑋𝒇, 𝑋𝐵∕𝐴, 𝑋𝜌0 , and 𝑋𝑐0 are defined in (11),

(12), (13), and (14), respectively. There exist 𝛿 > 0 and 𝛿𝜌0,𝑐0 > 0, such that if the smallness conditions
(34) and (42) hold, then there exists a solution (𝒖, 𝜎, 𝑝) of (5) in the sense of Definition 1, which
satisfies the following bound:

‖𝒖‖2
𝐿∞(𝐻(div;Ω)) + ‖∇𝜎‖2

𝐿∞(𝐿2(Ω))
+ ‖𝜎‖2

𝐿∞(𝐻
𝑦+1
2 (Ω))

+ ∫
𝑇

0

(
𝜇‖∇(∇ ⋅ 𝒖(𝑡))‖2

𝐿2(Ω)
+ ‖𝜎𝑡(𝑡)‖2

𝐻
𝑦
2 (Ω)

+ ‖∇I𝑡𝑝‖2𝐿2(Ω)) d𝑡

≤𝐶1 exp(𝐶2𝑇)
(‖∇ ⋅ (𝜌−10 𝒇)‖2

𝐿2(𝐿2(Ω))
+ ‖I𝑡𝒇‖2𝐿2(𝐿2(Ω)) + ‖𝒖0‖2𝐻(div;Ω) + ‖𝑐0√𝜎0 ∇𝜎0‖2𝐿2(Ω) + ‖𝜎0‖2

𝐻
𝑦+1
2 (Ω)

+ ‖∇[𝑐20𝒅0 ⋅ ∇𝜌0]‖2𝐿2(Ω)).
(51)

The estimate in (51) is not uniform in 𝜇; that is, we cannot use this result to investigate the limit
of solutions as 𝜇 ↘ 0. As the setting 𝜇 = 0 is of interest for working with (1), we investigate it next
by modifying the assumptions on 𝑦 as well as the functions 𝑔 and ℎ.

3 THE VANISHING VISCOSITY LIMIT UNDER STRONGER
ASSUMPTIONS

In this section, we discuss the vanishing 𝜇 limit of solutions to the problem with 𝑔 = ℎ ≡ 0:
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∫
𝑇

0
∫
Ω

{(𝜌0(𝒖 − 𝒖0) + ∇𝐼𝑡𝑝 − 𝜇∇(∇ ⋅ 𝒖) − 𝐼𝑡𝒇) ⋅ 𝒗 + (𝜎𝑡 + 𝑎(𝜎)∇ ⋅ 𝒖) 𝑣

+
(
𝐼𝑡𝑝 − 𝑐20𝜌0𝐼𝑡(𝑏(𝜎)𝜎)

)
Δ1∕𝜌0

𝜙 + 2𝛼0

(
𝜏(−Δ)

𝑦

4
(𝜎 − 𝜎0)(−Δ)

𝑦

4
𝜙 + 𝜂(−Δ)

𝑦+1

4
𝐼𝑡𝜎(−Δ)

𝑦+1

4
𝜙
)}

dxdt = 0

(52)

which holds for all 𝒗 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)𝑑), 𝑣 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)), and 𝜙 ∈ 𝐿2(0, 𝑇;𝐻
𝑦+1

2 (Ω)), such that
∇𝜙 ⋅ 𝜈 = 0.
Looking at the energy estimates in the previous section starting from the identity in (28), we

see that we can simplify them because now rhs2 ≡ 0. Since 𝑔 = ℎ = 0, we can assume slightly less
regularity of the coefficients as compared to (13), (14), namely that

𝜌0,
1

𝜌0
, 𝑐0,

1

𝑐0
, 𝐵∕𝐴 ∈ 𝐿∞(Ω), 𝜌0 ∈ 𝐻2(Ω), 𝑐20, 𝐵∕𝐴 ∈ 𝑊1,3(Ω). (53)

Furthermore, there is no need for the initial condition on 𝒅. By then re-examining the derivation
of the estimate of the time-integrated rhs1, we observe that the culprit in (29) for the nonuniform
bounds in 𝜇 was the term

∫
𝑡

0

𝜎𝑛𝑡 |∇ ⋅ 𝒖𝑛| d𝑠 ≤ ∫
𝑡

0

‖𝜎𝑛𝑡 ‖𝐿6(Ω)‖∇ ⋅ 𝒖𝑛‖𝐿2(Ω)‖∇ ⋅ 𝒖𝑛‖𝐿3(Ω) d𝑠, (54)

in particular, the need to further bound ‖∇ ⋅ 𝒖𝑛‖𝐿3(Ω); see (37). We can obtain a 𝜇-uniform energy
estimate if we have the following bound:

‖𝜎𝑛𝑡 ‖𝐿∞(Ω) ≤ 𝐶‖𝜎𝑛𝑡 ‖𝐻 𝑦
2 (Ω)

, (55)

because we can then replace estimate (54) by

∫
𝑡

0

𝜎𝑛𝑡 |∇ ⋅ 𝒖𝑛| d𝑠 ≤ ∫
𝑡

0

‖𝜎𝑛𝑡 ‖𝐿∞(Ω)‖∇ ⋅ 𝒖𝑛‖2
𝐿2(Ω)

d𝑠.

For this reason, herewe strengthen the lower bound on 𝑦 to 𝑦 > 𝑑, so that embedding estimate (55)
holds. (Note that since 𝑔 = ℎ = 0, we do not need the condition 𝑦 ≤ 3 any longer). By otherwise
proceeding as in the previous section via the Faedo–Galerkin procedure, we arrive at the following
uniform in 𝜇 result.

Proposition 5. Let 𝑇 > 0. Let 𝜇 > 0 and 𝑦 > 𝑑 and assume that

𝒖0 ∈ 𝐻(div; Ω), 𝜎0 ∈ 𝐻
𝑦+1

2 (Ω), 𝒇 ∈ 𝑋𝒇,

and that (53) holds. There exists 𝛿 > 0, such that if

‖𝜎0‖2
𝐻

𝑦+1
2 (Ω)

+ ‖𝒖0‖2𝐻(div;Ω) + ‖𝒇‖2𝑋𝒇 ≤ 𝛿,
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then there exists a solution (𝒖, 𝜎, 𝑝) of (52), which satisfies the following bound:

‖𝒖‖2
𝐿∞(𝐻(div;Ω)) + ‖∇𝜎‖2

𝐿∞(𝐿2(Ω))
+ ‖𝜎‖2

𝐿∞(𝐻
𝑦+1
2 (Ω))

+ ∫
𝑇

0

(
𝜇‖∇(∇ ⋅ 𝒖(𝑡))‖2

𝐿2(Ω)
+ ‖𝜎𝑡(𝑡)‖2

𝐻
𝑦
2 (Ω)

+ ‖∇I𝑡𝑝‖2𝐿2(Ω)) d𝑡

≤𝐶1 exp(𝐶2𝑇)
(‖∇ ⋅ (𝜌−10 𝒇)‖2

𝐿2(𝐿2(Ω))
+ ‖I𝑡𝒇‖2𝐿2(𝐿2(Ω)) + ‖𝒖0‖2𝐻(div;Ω) + ‖𝑐0√𝜎0 ∇𝜎0‖2𝐿2(Ω) + ‖𝜎0‖2

𝐻
𝑦+1
2 (Ω)

)
,

(56)
where the constants 𝐶1 and 𝐶2 do not depend on 𝜇.

As (58) provides a 𝜇-uniform bound on (𝒖, 𝜎, I𝑡𝑝), similarly to Section 2, we can find
subsequences of {𝒖}𝜇>0 and {𝜎}𝜇>0, which we do not relabel, such that

𝒖 ⇀ 𝒖𝜇=0 weakly- ∗ in 𝐿∞(0, 𝑇;𝐻(div; Ω)),
∇ ⋅ 𝒖 ⇀ ∇ ⋅ 𝒖𝜇=0 weakly- ∗ in 𝐿∞(0, 𝑇; 𝐿2(Ω)),

and

𝜎 ⇀ 𝜎𝜇=0 weakly- ∗ in 𝐿∞(0, 𝑇;𝐻
𝑦+1

2 (Ω)),

𝜎𝑡 ⇀ 𝜎
𝜇=0
𝑡 weakly in 𝐿2(0, 𝑇;𝐻

𝑦

2 (Ω))

as 𝜇 ↘ 0. Additionally,

𝐼𝑡𝑝 ⇀ 𝐼𝑡𝑝
𝜇=0weaklyin𝐿2(0, 𝑇;𝐻1(Ω))as𝜇 ↘ 0.

Furthermore, from (58) we have the uniform bound√
𝜇‖∇(∇ ⋅ 𝒖)‖𝐿2(𝐿2(Ω)) ≤ 𝐶

and thus know that

∫
𝑇

0
∫
Ω

𝜇∇(∇ ⋅ 𝒖) ⋅ 𝒗 d𝑥d𝑡 → 0 as 𝜇 ↘ 0.

These convergence results allow us to pass to the limit in (52) and prove existence of solutions for
the problem without viscosity. To give the statement, we introduce the space

𝑋𝒖 = {𝒖 ∈ 𝐿∞(0, 𝑇;𝐻(div; Ω)) ∶ 𝒖 ⋅ 𝜈 = 0 on 𝜕Ω}.

Recall that the spaces 𝑋𝜎 and 𝑋I𝑡𝑝 are defined in (9) and (10), respectively. We can thus state the
second main result of this work.

Theorem 2 (Existence of solutions when 𝜇 = 0). Under the assumptions of Proposition 5, there
exists (𝒖𝜇=0, 𝜎𝜇=0, 𝑝𝜇=0) ∈  = 𝑋𝒖 × 𝑋𝜎 × 𝑋I𝑡𝑝 that satisfies

∫
𝑇

0
∫
Ω

{(
𝜌0(𝒖

𝜇=0 − 𝒖0) + ∇I𝑡𝑝𝜇=0 − I𝑡𝒇
)
⋅ 𝒗 +

(
𝜎
𝜇=0
𝑡 + 𝑎(𝜎𝜇=0)∇ ⋅ 𝒖𝜇=0

)
𝑤

+
(
I𝑡𝑝𝜇=0 − 𝑐20𝜌0I𝑡(𝑏(𝜎

𝜇=0)𝜎𝜇=0)
)
Δ1∕𝜌0

𝜙 + 2𝛼0
(
𝜏(−Δ)

𝑦

4 (𝜎𝜇=0 − 𝜎0)(−Δ)
𝑦

4 𝜙 + 𝜂(−Δ)
𝑦+1

4 I𝑡𝜎𝜇=0(−Δ)
𝑦+1

4 𝜙
)}

d𝑥d𝑡

= 0

(57)
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26 of 29 COX et al.

for all 𝒗 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)𝑑), 𝑤 ∈ 𝐿2(0, 𝑇; 𝐿2(Ω)), and 𝜙 ∈ 𝐿1(0, 𝑇;𝐻
𝑦+1

2 (Ω)), such that ∇𝜙 ⋅ 𝜈 = 0

with 𝜎𝜇=0|𝑡=0 = 𝜎0. Furthermore, the following bound holds:

‖𝒖𝜇=0‖2
𝐿∞(𝐻(div;Ω)) + ‖∇𝜎𝜇=0‖2

𝐿∞(𝐿2(Ω))
+ ‖𝜎𝜇=0‖2

𝐿∞(𝐻
𝑦+1
2 (Ω))

+ ∫
𝑇

0

(‖𝜎𝜇=0𝑡 (𝑡)‖2
𝐻

𝑦
2 (Ω)

+ ‖∇I𝑡𝑝𝜇=0‖2
𝐿2(Ω)

)
d𝑡

≤𝐶1 exp(𝐶2𝑇)
(‖∇ ⋅ (𝜌−10 𝒇)‖2

𝐿2(𝐿2(Ω))
+ ‖I𝑡𝒇‖2𝐿2(𝐿2(Ω)) + ‖𝒖0‖2𝐻(div;Ω) + ‖𝑐0√𝜎0 ∇𝜎0‖2𝐿2(Ω) + ‖𝜎0‖2

𝐻
𝑦+1
2 (Ω)

)
,

(58)
where the constants 𝐶1 and 𝐶2 do not depend on 𝜇.

With this result, we have established sufficient conditions for the existence of solutions to (1)
with themodified absorption operator (6), where the problem is understood in the sense of (57). As
previously mentioned, the theory can also be adapted to allow for having the original absorption
operator (2), however at the cost of higher smoothness of the coefficients 𝜌0 and 𝑐0.
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APPENDIX
We here provide the proof of Lemma 2, which is partly based on the following consequence of the
Courant–Fischer max −min formula of eigenvalues of compact self-adjoint operators, adapted
from Ref. [20].
Lemma A1. Let 𝑉 and 𝐻 be Hilbert spaces with 𝐶 ∶ 𝑉 → 𝑉 self-adjoint and compact and
 ∶ 𝑉 → 𝐻 boundedly invertible with ∈ 𝐿(𝑉,𝐻) and−1 ∈ 𝐿(𝐻,𝑉). Then the operator 𝐶̃ ∶=

(−1)∗𝐶−1 ∶ 𝐻 → 𝐻 is self-adjoint and compact and the eigenvalues 𝜆𝑘 of 𝐶 and 𝜇𝑘 of 𝐶̃ decay
at the same rate; more precisely, it holds

1‖−1‖2 𝜇𝑘 ≤ 𝜆𝑘 ≤ ‖‖2𝜇𝑘,
with 𝜆1 ≥ 𝜆2 ≥ ⋯ ≥ 0 and 𝜇1 ≥ 𝜇2 ≥ ⋯ ≥ 0.

Proof. Recall that by the Courant–Fischer Theorem, the eigenvalues in decreasing order obey the
following variational characterization:

𝜆𝑘 = max{min{(𝐶𝑥, 𝑥)𝑉 ∶ 𝑥 ∈ 𝑆𝑘, ‖𝑥‖ = 1} ∶ dim(𝑆𝑘) = 𝑘, 𝑆𝑘 subspace of V}.

 14679590, 0, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/sapm

.12771 by C
entrum

 V
oor W

iskunde E
n Info, W

iley O
nline L

ibrary on [17/10/2024]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense

https://pubs.aip.org/aip/acp/article-abstract/1907/1/020003/777812/Mathematical-analysis-in-nonlinear-acoustics?redirectedFrom=fulltext
https://pubs.aip.org/aip/acp/article-abstract/1907/1/020003/777812/Mathematical-analysis-in-nonlinear-acoustics?redirectedFrom=fulltext
https://pubs.aip.org/aip/acp/article-abstract/1907/1/020003/777812/Mathematical-analysis-in-nonlinear-acoustics?redirectedFrom=fulltext
https://doi.org/10.1111/sapm.12771


28 of 29 COX et al.

From this characterization, we obtain

𝜆𝑘 = max
dim(𝑆𝑘)=𝑘

min
𝑥∈𝑆𝑘,‖𝑥‖=1(𝐶𝑥, 𝑥)𝑉

= max
dim(𝑆𝑘)=𝑘

min
𝑥∈𝑆𝑘,‖𝑥‖=1((−1)∗𝐶−1𝑥,𝑥)𝑉

= max
dim(𝑆𝑘)=𝑘

min
𝑥∈𝑆𝑘,𝑥̂=𝑥∕‖𝑥‖,‖𝑥‖=1(𝐶̃𝑥̂, 𝑥̂)𝐻‖𝑥‖2

≥ 1‖−1‖ max
dim(𝑆𝑘)=𝑘

min
𝑥∈𝑆𝑘,𝑥̂=𝑥∕‖𝑥‖,‖𝑥‖=1(𝐶̃𝑥̂, 𝑥̂)𝐻 = (⋆),

using ‖𝑥‖ ≥ 1‖−1‖‖𝑥‖ = 1‖−1‖ . Due to the fact that
𝑥̂ =

𝑥‖𝑥‖ ∈ 𝑆̂𝑘 = 𝑆𝑘,

and the dimension of 𝑆𝑘 being 𝑘, due to regularity of, 𝑆̂𝑘 is of dimension 𝑘 as well. Therefore,
taking the minimum over a superset by dropping the constraint ‖𝑥‖ = 1 results in

(⋆) ≥ 1‖−1‖2 max
dim(𝑆̂𝑘)=𝑘

min
𝑥̂∈𝑆̂𝑘,‖𝑥̂‖=1(𝐶̃𝑥̂, 𝑥̂)𝐻 =

1‖−1‖2 𝜇𝑘.
Analogously, it holds

𝜇𝑘 ≥ 1‖(−1)−1‖2 𝜆𝑘 = 1‖‖2 𝜆𝑘,
which concludes the proof. □

Proof of Lemma 2.

Proof. The first estimate in (25) follows by testing (24) with 𝑣𝑛 = P𝜌0𝑊𝑛𝔤 and using the Cauchy–
Schwarz inequality as well as the estimate

‖∇𝑔(𝒖𝑛)‖𝐿2(Ω) ≤ ‖∇∇ ln 𝜌0‖𝐿3(Ω)‖𝒖𝑛‖𝐿6(Ω) + ‖∇ ln 𝜌0‖𝐿∞(Ω)‖∇𝒖𝑛‖𝐿2(Ω),
where ∇∇ denotes the Hessian. For the second and third bounds in (25), we recall the definition
of the fractional power of a symmetric nonnegative operator 𝐴 with eigensystem {(𝜆𝑖, 𝑤𝑖)}𝑖≥1 as

𝐴𝛾𝑣 =
∑
𝑖∈ℕ

𝜆
𝛾
𝑖
(𝑣, 𝑤𝑖). (A1)

We also note that

‖(−Δ𝑁)𝛾P𝜌0𝑊𝑛𝔤‖𝐿2(Ω) ≤ ‖𝜌0‖𝛾𝐿∞(Ω)
‖(−Δ1∕𝜌0)𝛾P𝜌0𝑊𝑛𝔤‖𝐿2(Ω), 𝛾 ∈

{
𝑦

4
,
𝑦 + 1

4

}
.
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We test (24) with

𝑣𝑛 = (−Δ1∕𝜌0)
𝛾−

1

2P𝜌0𝑊𝑛𝔤 ∈ 𝑊𝑛 for 𝛾 ∈
{
𝑦

4
,
𝑦 + 1

4

}
to obtain

‖(−Δ1∕𝜌0)𝛾P𝜌0𝑊𝑛𝔤‖𝐿2(Ω) ≤ ‖(−Δ1∕𝜌0)𝛾𝔤‖𝐿2(Ω).
Then we make use of Lemma A1 with 𝑉 = 𝐻 = 𝐿2(Ω), 𝐶 = (−Δ1∕𝜌0)

−1, 𝐶̃ = (−Δ𝑁)
−1,  =

(−Δ𝑁)
1∕2(−Δ1∕𝜌0)

−1∕2, and

‖‖ = sup
𝑣∈𝐿2(Ω)⧵{0}

‖(−Δ𝑁)1∕2(−Δ1∕𝜌0)−1∕2𝑣‖𝐿2(Ω)‖𝑣‖𝐿2(Ω)
= sup

𝑤∈𝐻1
♢(Ω)⧵{0}

‖(−Δ𝑁)1∕2𝑤‖𝐿2(Ω)‖(−Δ1∕𝜌0)1∕2𝑤‖𝐿2(Ω)
= sup

𝑤∈𝐻1
♢(Ω)⧵{0}

‖∇𝑤‖𝐿2(Ω)
‖√ 1

𝜌0
∇𝑤‖𝐿2(Ω) ≤ ‖𝜌0‖𝐿∞(Ω),

where𝐻1
♢(Ω) denotes the space of zero mean functions in𝐻

1(Ω). Likewise ‖−1‖ ≤ ‖ 1

𝜌0
‖𝐿∞(Ω).

Using (A1), we thus obtain

‖(−Δ1∕𝜌0)𝛾P𝜌0𝑊𝑛𝔤‖𝐿2(Ω) ≤ ‖(−Δ1∕𝜌0)𝛾𝔤‖𝐿2(Ω).
Combining the bounds leads to

‖(−Δ𝑁)𝛾P𝜌0𝑊𝑛𝔤‖𝐿2(Ω) ≤ ‖𝜌0‖𝛾𝐿∞(Ω)
‖(−Δ1∕𝜌0)𝛾P𝜌0𝑊𝑛𝔤‖𝐿2(Ω)

≤ ‖𝜌0‖𝛾𝐿∞(Ω)
‖(−Δ1∕𝜌0)𝛾𝔤‖𝐿2(Ω) ≤ ‖𝜌0‖𝛾𝐿∞(Ω)

‖‖‖‖ 1

𝜌0

‖‖‖‖
𝛾

𝐿∞(Ω)

‖(−Δ𝑁)𝛾𝔤‖𝐿2(Ω).
Finally, we apply the Kato–Ponce–type estimate to further infer

‖(−Δ𝑁)
𝛾𝔤‖𝐿2(Ω) = ‖(−Δ𝑁)

𝛾[∇ ln 𝜌0 ⋅ 𝒖
𝑛]‖𝐿2(Ω) ≲ ‖∇ ln 𝜌0‖𝐿∞(Ω)‖𝒖𝑛‖𝐻2𝛾(Ω) + ‖∇ ln 𝜌0‖𝐻2𝛾(Ω)‖𝒖𝑛‖𝐿∞(Ω),

from which then the second and third estimates in (25) follow. □
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