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Abstract. This paper presents a case study focused on synthesizing
relational datasets within Official Statistics for software and technology
testing purposes. Specifically, the focus is on generating synthetic data
for testing and validating software code. Our study conducts a com-
prehensive comparative analysis of various synthesis approaches tailored
for a multi-table relational database featuring a one-to-one relationship
versus a single table. We leverage state-of-the-art single and multi-table
synthesis methods to evaluate their potential to maintain the analytical
validity of the data, ensure data utility, and mitigate risks associated
with disclosure. The evaluation of analytical validity includes assessing
how well synthetic data replicates the structure and characteristics of
real datasets. First, we compare synthesis methods based on their abil-
ity to maintain constraints and conditional dependencies found in real
data. Second, we evaluate the utility of synthetic data by training lin-
ear regression models on both real and synthetic datasets. Lastly, we
measure the privacy risks associated with synthetic data by conduct-
ing attribute inference attacks to measure the disclosure risk of sensitive
attributes. Our experimental results indicate that the single-table data
synthesis method demonstrates superior performance in terms of analyti-
cal validity, utility, and privacy preservation compared to the multi-table
synthesis method. However, we find promise in the premise of multi-table
data synthesis in protecting against attribute disclosure, albeit calling for
future exploration to improve the utility of the data.
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1 Introduction

In recent years, the need for synthetic data has gained a lot of attention, par-
ticularly in official statistics. Synthetic data offers a viable solution to privacy
concerns, allowing organizations to share and utilize data without compromising
sensitive information. Various use cases for synthetic data include data release,
testing, education, data augmentation, and bias mitigation [7]. For example,
synthetic data can be publicly released to enhance transparency, increase collab-
oration among parties, or for educational purposes. In this paper, we investigate
the use of synthetic data for testing technologies/algorithms. We collaborate
with the Social Security department at Statistics Netherlands, exploring how
synthetic data can validate and test their implementations effectively.

The dataset under investigation comprises two tables linked by a one-to-one
relationship. This structure presents unique challenges in generating synthetic
data that maintains the integrity of both inter-table and intra-table relationships.
We aim to generate synthetic data while preserving these connections, ensuring
the synthesized data remains faithful to the real dataset’s structure. The gen-
erated synthetic data has to adhere to the constraints provided by the software
engineers of social security. Several approaches have been proposed in the liter-
ature for generating single synthetic data, such as data distortion by probability
distribution [14], synthetic data by multiple imputation [19], and synthetic data
by Latin Hypercube Sampling [2]. In [5], the authors proposed an empirical eval-
uation of different machine learning algorithms, e.g., classification and regression
trees (CART), bagging, random forests, and Support Vector Machines for gener-
ating synthetic data. For multi-table data synthesis, the authors in [18] proposed
the Conditional Parameter Aggregation method for synthesizing relational data,
emphasizing the need to account for the influence of child tables on parent tables.
In [13] the authors present Incremental Relational Generator (IRG), which uses
GANSs to synthetically generate interrelated tables. In our study, we compare
state-of-the-art single and multi-table data synthesis approaches. We use two
open public toolkits: SynthPop!, and the Synthetic Data Vault (SDV)?. As we
generate synthetic data, it is crucial to evaluate its utility and assess disclosure
risks. For utility measure evaluation, we compare the performance of several
regression models trained on real and synthetic datasets and tested on real data.
Regarding disclosure risk, we focus on measuring the potential of the different
synthetic datasets to protect against attribute disclosure, ensuring that sensitive
information remains protected.

Our main research question examines how can we generate (relational vs.
single) synthetic data that protects users’ private data while maintaining the
utility of the data for testing technologies/algorithms purposes? In essence, we
aim to answer the following research questions through this study:

— SubRQ1: How can we create relational synthetic data? To what extent can
we generate synthetic data by combining data from sources as a single table?

! https://synthpop.org.uk/.
2 https://sdv.dev/.
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— SubR@2: Which method achieves the best synthesis quality on the grounds
of analytical validity, utility, and privacy risks?
— SubR@3: What are the risks of disclosure from different synthesis approaches?

2 Background and Related Work

In this section, we provide a brief overview of existing techniques for synthetic
data generation and measuring the disclosure risk.

2.1 Synthetic Data Generation

Synthetic data have been around for quite some time in the world of Statistical
Disclosure Control (SDC). However, in recent years a lot of renewed interest in
synthetic data has developed. Partly because of new computational possibilities
but just as well in view of new regulations like the European General Data
Protection Regulation (GDPR, [8]). Synthetic data are available in two flavors:
fully synthetic and partially synthetic. In the current paper, we will focus on
fully synthetic data: all attributes of all records are synthesized based on the
real data [4,6].

Single-table Synthesis. Several approaches are available for generating synthetic
single data, including multiple imputations [19], Latin Hypercube Sampling [2],
machine learning approaches like classification and regression trees (CART), bag-
ging, random forests, and Support Vector Machines [5]. The authors showed that
data synthesis using CART results in synthetic data that provides reliable pre-
dictions and low disclosure risks. CART, being a non-parametric method, helps
in handling mixed data types and effectively captures complex relationships
between attributes [5]. Other approaches involve generative models like Gen-
eral Adversarial Networks, especially CTGAN, and Tabular Variational Autoen-
coders (TVAE) [25], and TableGAN [17].

Multi-table Synthesis. for relational data, in [18], the authors introduced Condi-
tional Parameter Aggregation (CPA). CPA addresses the challenge of maintain-
ing relationships between tables in a relational database. It operates by iterating
through each record in a parent table and performing a conditional lookup to
gather data from all child tables that reference it. In [13] the authors present
Incremental Relational Generator (IRG), which uses GANs to synthetically gen-
erate a table-by-table synthetic relational database. In [10], the authors propose
FakeDB, a general framework to generate synthetic data that preserves a wide
variety of semantic integrity constraints as well as a broad set of statistical prop-
erties, across an entire relational database. In [9], the authors have conducted a
comprehensive study for applying GAN to relational data synthesis.
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2.2 Disclosure Risk Measures and Threat Model Formulation

Disclosure risk is defined as the risk that a user or an attacker can use the
protected data to derive sensitive information on an individual among those in
the real data [3]. Different types of disclosure are mentioned in the context of
statistical disclosure control [12]: identity disclosure, attribute disclosure, and
inferential disclosure. In the context of fully synthetic data, identity disclosure
is often considered to be a non-threat. However, depending on the accuracy
of the generating process, still a (very) small identification risk could remain.
Moreover, attribute disclosure or inference disclosure is very well possible with
synthetic data. Recent developments to estimate attribute disclosure in synthetic
data include the so-called Correct Attribution Probability (CAP) [11,15,24].
CAP assumes that the attacker knows the values of a set of key attributes for
an individual in the original data set, and aims to learn the respective value
of a target sensitive attribute. From machine learning, in [22,23], the authors
discuss a use case of synthetic data related to releasing trained machine learning
models. They investigate privacy risks associated with model inversion attribute
inference attacks. In our view, it is still not clear how protective synthetic data
are in terms of statistical disclosure. Indeed, in [21] it is stated that ‘disclosure
risk measures for synthetic data after its generation are still ad-hoc, and a more
formal framework is needed for measuring the risk of attribute disclosure’.

Table 1. The threat model that we address in our paper.

Component Description

Adversary: Objective To infer if a target individual has received
assistance.

Adversary: Resources The attacker has a pre-trained classifier or a

subset of data to train one. The subset of
data can also be the synthetic data.

Vulnerability: Opportunity | Possession of clean-text data and the ability
to infer individual’s sensitive data

Countermeasure Make access to real data unreliable

In our work, the measuring and mitigation of privacy risks of synthetic data
are founded on the concept of the threat model. A threat model is a theoreti-
cal framework that defines what constitutes a privacy violation or breach, such
as linking identity to a record, resulting in the leakage of sensitive informa-
tion. In a widely recognized schema proposed by [20], a threat model comprises
two key components: the adversary and the vulnerability. First, the adversary’s
objective defines what the adversary seeks to accomplish, with potential goals
including re-identification attacks, inference attacks, or membership inference
attacks. Second, the adversary’s resources define what the adversary can do,
encompassing different levels of knowledge and resources. We focus on black-box
scenarios, where the adversary has limited knowledge of the system. Next, the
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vulnerability-opportunity determines what an adversary is willing to do. Finally,
the vulnerability-countermeasure component suggests potential solutions to pro-
tect against specific attacks. In Table1l, we provide details about the threat
model that we aim to address in this paper.

3 The Applied Synthesis Approaches

There are different ways to create fully synthetic data. Based on the number of
tables to be synthesized, we have investigated single-table and multi-table syn-
thesis approaches. Our work explores different synthesis methods that accommo-
date various types of data structures. Since the relationship between the tables
in the current scope is one-to-one (1-1), it is possible to merge them and syn-
thesize them as a single table. Alternatively, the two tables can be synthesized
independently using a multi-table synthesis method.

Data synthesis is a two-step process [6]. The first step consists of training
a model using the real data to learn the joint distributions. The second step
involves generating synthetic values for each attribute in turn, using the esti-
mated model for the conditional distribution of that attribute, and using as
input the synthetic values already produced for the previous attributes.

3.1 Single Data Synthesis Approach

In this section, we describe the single table synthesis approaches we use in our
experiments. We select two state-of-the-art approaches: (1) CART is a fully
conditional specification (FCS) method, (2) TVAE is a generative model.

Synthetic Data Generation Using CART. CART takes as a parameter the matrix
of predictors to model the data and sample the synthesized records. The first
column to be synthesized is sampled from the distribution in the real data.
The sequence of the synthesis of columns and the predictors of each column are
important hyperparameters. After fitting the decision tree to a specific set of
inputs, a synthesized value is generated by randomly selecting an item from the
leaf node where the input parameters fall. This approach maintains reasonable
analytical validity while ensuring that exact replicas of real data are not pro-
duced. However, it’s crucial to tune the hyperparameters of the tree to prevent
overfitting, which helps mitigate privacy risks. In our experiments, we use the
Synthpop package in R that offers a sequential synthesis approach [16]. Synth-
pop provides sampling methods based on linear models or decision tree-based
models. We use CART in our experiments as it has shown to perform the best
in the literature [5].

Synthetic Data Generation Using TVAE. This is a neural network based on
encoder-decoder architecture adapted for tabular data. This synthesizer uses
the variational-autoencoder architecture to learn a model from real data and
create synthetic data [25]. The encoder is a neural network that outputs the
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parameters of the normal distribution of the latent space parameters. The latent
space parameters from the normal distribution are further fed into the decoder.
Thus, TVAE completely hides the input parameters from being passed into the
synthetic data. We note that even though TVAE underperforms CTGAN, it is
chosen for this study since it takes time of the order of 1/10 that by CTGAN [25].
TVAE is implemented in the SDV Python package with the default network
architecture.?

3.2 Relational Data Synthesis Approach

In a relational database, tables are often interconnected, with one table ref-
erencing records in another. To effectively synthesize relational datasets while
preserving their complex dependencies, we use the Hierarchical Modeling Algo-
rithm (HMA).* HMA recursively models the relationships across all tables in
a dataset, ensuring that the generative process respects the hierarchical and
relational structure inherent in the data. This approach involves training indi-
vidual models for each table, conditioned on the context provided by their related
tables. By capturing how fields in different tables interrelate, HMA constructs a
comprehensive representation of the entire dataset. During the data generation
phase, HMA sequentially generates synthetic data for each table, maintaining the
learned dependencies and ensuring consistency across the dataset. This method
allows for the creation of realistic and coherent synthetic data, suitable for var-
ious downstream applications such as testing and analysis, while protecting the
privacy of the real data.

4 Experimental Setup

In this section, we describe our data, as well as the privacy, and utility measures.

4.1 Data Set

Our data consists of two tables. The first table, GBA, contains records for
27 million unique individuals in the Netherlands. Each record corresponds to
a unique individual and includes basic information such as an ID (RINPER-
SOON), country of birth (GBAGEBOORTELAND), year of birth (GBAGE-
BOORTEJAAR), gender (GBAGESLACHT), and the year of birth of the per-
son’s parents (GBAGEBOORTEJAARMOEDER and GBAGEBOORTEJAAR-
VADER). Note that there are missing values for some records, specifically 38%
missing values for the mother’s birth year and 41% for the father’s birth year.
The second table, Bij, contains records for 0.47 million unique individuals
who have received some form of social benefit. Each record provides information
about whether the individual received one of three kinds of benefits (bijstand,

3 https://docs.sdv.dev/sdv /single-table-data/modeling /synthesizers /tvaesynthesizer.
4 https://docs.sdv.dev/sdv/multi-table-data/modeling /synthesizers /hmasynthesizer.
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ioaw, i0az), an ID (RINPERSOON ), dates when the benefits first started (aan-
vangbijstand, aanvangioaw, aanvangioaz), and the start and end dates for the
benefits in the corresponding year (Aanvbijstandpersoon, Eindbijstandpersoon).

For the purpose of single-table synthesis, these two datasets were inner joined
on the ID. Due to the complexity and time needed to run the experiments,
especially for GAN, we randomly selected 50K individuals. The 50K records are
used to generate both single and multi-table synthetic data. The relationships
between the tables in our dataset are depicted in Fig.4 (Appendix Sect.A).
For multi-table synthesis, the tables were joined later on for the purposes of
analytical, utility, and privacy assessments.

4.2 Measuring Utility

As discussed earlier, the main purpose of using synthetic data is to test tech-
nologies/algorithms. The first step in this evaluation is to validate the utility of
synthetic data compared to real data. In our case study, this involves maintain-
ing the same data structure, uni- and bi-variate distributions, and respecting
the constraints (cf. Sect.5). In this section, we examine the effectiveness of a
linear regression model in predicting the duration (measured in days) individu-
als receive benefits. We adopt the 7STR (train on synthetic and test on real)
and TR7TR (train on real and test on real) strategies. For a fair comparison,
linear regression models are trained on real and synthetic datasets, respectively,
and then tested on exclusive real test data randomly sampled from the entire
population, totaling approximately 2000 records.

Outcome Attribute and the Other Attributes. With the dataset avail-
able in official statistics, it is of interest to determine which factors influence
the duration of time a person receives social benefits. This outcome attribute
Days.benefits (number of days people are on benefits) is derived from available
dates in the dataset. Figure 1 illustrates the distribution of the outcome attribute
in both real and synthetic datasets. The distribution generated by the CART
method shows the closest resemblance to the real data. The Multi method fol-
lows, while the distribution produced by the TVAE method appears noticeably
distinct compared to the real data distribution.

To predict the number of days on benefits, we utilize attributes such as year of
birth (GBAGEBOORTEJAAR), gender (GBAGESLACHT), and the presence
of other benefits (ioaw). These attributes are used to assess model performance
across all datasets. It is important to note that our selection of real data included
only individuals receiving benefits at a specific date. Some attributes contained

significant missing values or were not relevant for modeling our outcome.

We opt for a simple linear regression model to illustrate the disparities
between real and synthetic data. This model is transparent and widely used
in statistical research. We depict our formula in Eq. 1:

Days.Benefits; = o + 1 GBAGEBOORTEJAAR; + 82GBAGESLACHT; + fBszioaw; (1)
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Fig. 1. The distribution of the number of days people are on benefits for the real data
(top left) and synthetic data generated using the CART, TVAE, and Multi-table.

We use the Root Mean Squared Error (RMSE) as a performance indicator
for the regression model. Lower values indicate a better fit. More results are
present in the Appendix (Sect. A.2)

4.3 Measuring Attribute Inference Attack

Following our threat model (cf. Sect. 2.2), we evaluate attribute inference attacks
using three machine learning algorithms. In this section, we describe the subset
of data available to the attacker, the inference attack models, and the metrics
used to measure the success of an attack.

Subset of Data. In our experiments, we assume the attacker has access to a
subset of data or a pre-trained model. This subset, possibly obtained through
scraping or as an internal actor. The subset of data includes information on
gender, birth date, parents’ birth dates, and country of origin. Additionally,
the attacker has a dataset of 10K target individuals for whom they aim to
infer whether they received assistance (Bijstand). The binary outcome attribute
“bijstand” (1 for received assistance, 0 otherwise) is notably unbalanced. The
attacker uses this subset of data to train machine learning classifiers, which are
then applied to the target data for inference. We also explore different sizes of
attacker training data to determine the minimum number of records needed for
a successful attack.

Machine Learning Models. Naive Bayes (NB) is a simple yet powerful proba-
bilistic machine learning model based on Bayes’ theorem. Second, Decision Tree
(DT) is a non-parametric supervised learning algorithm, which is utilized for
both classification and regression tasks. Third, XGBoost (GBC) is a powerful
and efficient implementation of the gradient boosting framework [1].

To evaluate the success of our attribute inference attacks, we use: The F1-
score macro-average measures a test’s accuracy by considering both precision
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and recall. It is the harmonic mean of precision and recall, with an F1 score
ranging from 0 (worst) to 1 (perfect precision and recall). The macro-average
approach calculates the Fl-score independently for each class and then averages
them, treating all classes equally. The MCC takes into account true and false pos-
itives and negatives, providing a balanced measure even if the classes are of very
different sizes. It returns a value between —1 and +1, where 1 indicates perfect
prediction, 0 indicates random prediction, and —1 indicates total disagreement
between prediction and observation. We repeat the attribute inference attack
experiments ten times and report the average and standard deviation.

5 Analytical Validity

Analytical validity of synthetic data is crucial in the evaluation process, ensuring
its suitability for software testing. This involves maintaining identical data struc-
tures and types across all three synthetic datasets compared to the real data.
Additionally, we verify that our synthetic datasets adhere to the rules and con-
straints provided by the social security team for our testing purposes. There are
6 conditional constraints as listed in Table 2, which specify the expected behav-
ior of numerical date columns when the corresponding binary column is either 1
or 0. In the real data, these constraints are observed for records where the binary
column is either False or True. The CART synthetic data fully satisfies these
constraints. However, the TVAE and Multi synthesis models fail to learn these
constraints. For instance, only 4.1% of records in the real data where bijstand =
False meet constraint 1, whereas only 4.0% of records in the TVAE and Multi
synthetic data adhere to this constraint, compared to 100% compliance in the
real data and CART synthesized data. Similar discrepancies are observed for
constraints 2 through 6 as well (further details are in Sect. A.1).

Table 2. Constraint check on the real vs. CART, TVAE, and Multi-Table Synthesized
Data (%).

Constraint Real | CART | TVAE | Multi | Priori
1. No Date for Bijstand when Bijstand = 0| 100 | 100 4.0 4.0 4.1

2. No Date for Ioaw when loaw = 0 100 | 100 96.1 96.2 |96.1
3. No Date for Ioaz when Ioaz = 0 100 | 100 99.5 99.5 199.5
4. Date for Bijstand when Bijstand = 1 100 | 100 96.1 95.7 195.9
5. Date for Ioaw when Ioaw = 1 100 | 100 3.3 4.1 3.8

6. Date for Ioaz when Ioaz = 1 100 | 100 0.0 0.8 0.4
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6 Utility Measures

In this section, the results from our analysis on the utility of the synthetic
datasets will be presented. In Table 3, the coefficients (betas) and their standard
errors from the linear regression model trained on real data and synthetic data.
Large differences can be observed, with the linear model trained on synthetic
data. Notably, the linear model trained on synthetic data by the CART approach
closely resembles the coefficients observed in the model trained on real data,
indicating better alignment in predictive performance compared to the other
synthetic data generation methods.

Table 3. Coeflicients from a linear model and their respective standard errors.

Real CART TVAE Multi

Coef Std Err | Coef Std Err | Coef Std Err | Coef Std Err
(Intercept) 98286.67 | 1256.77 1 97910.80 | 1311.37 | 62993.60 | 1195.87 | 2908.35 | 1351.86
GBAGEBOORTEJAAR | —48.71 0.64 —48.45 | 0.67 —31.44 |0.61 —0.29 |0.69
GBAGESLACHT 332.89 19.66 153.49 | 20.32 |1328.67 | 24.50 209.12 | 20.94
ioaw —1332.74 | 231.36 | —1.36 238.11 | —596.09 | 103.39 |3.89 54.22

In Table4, the Root Mean Squared Error (RMSE) for models trained on
real data and synthetic data are presented. Again, we see that the RMSE for
the model trained on CART data is most comparable to the RMSE for the
model trained on real data, suggesting that the CART synthetic data approach
provides predictions closest to those derived from real data. Next, the Multi
approach performs second best, followed by TVAE.

Table 4. RMSE for models trained on real data and synthetic datasets.

Real CART |TVAE | Multi
RMSE | 2129.42 | 2133.43 | 2291.83 | 2249.53

In Fig.2, we show the predicted values of the number of days a person is
on benefits against the true number of days they are on benefits. In a perfect
prediction, all values would fall on a diagonal line. The predictive value of our
model trained on real data can be improved, but the CART model resembles
its results. On the other hand, the predicted values from the model trained on
synthetic data generated by the TVAE method show a different pattern. For the
Multi-method, the pattern in predicted values versus true values diverges even
further from the pattern when real data is used.

7 Attribute Disclosure Risk

In this section, we provide our results of the attribute inference attack. In Table 5,
we provide our results on attribute inference attack. The results show that mod-



Relational Or Single 413

o i e °
1000 2000 3000 4000 2000 3000 4000 5000
Predicted Predicted
TVAE Multi
[d £
15000 - o 15000 -
.
3 10000~ g 10000~
= =
5000 - 5000 -
0- @ (i 0-

0 10‘00 20‘00 30‘00 4000 23‘50 24‘00 24‘50 2500 25‘50
Predicted Predicted

Fig. 2. Utility measure: True values of the outcome attribute in our test set, the number
of days people are on benefits, and the predicted values from linear models trained on
real data (top left), and on synthetic data generated by CART, TVAE, and Multi.

els trained on TVAE data achieved the highest scores across all metrics, outper-
forming the random classifier. This indicates a higher risk of sensitive informa-
tion leakage when using TVAE-synthesized data. In contrast, models trained on
CART and Multi data sets have lower scores than the random classifier, suggest-
ing that these two approaches are more effective at protecting sensitive infor-
mation, thereby providing better privacy. The performance of models trained
on CART and Multi data sets demonstrates their potential for reducing data
leakage and improving data privacy.

Figure 3 provides a comparison of the Fl-scores macro-average for differ-
ent machine learning classifiers (Random, NB, DT, and GBC) across different
fractions of attacker data. We show the performance on different attacker data
sizes. These figures compare the performance of attribute inference attack mod-
els trained on synthetic data (Multi, TVAE, CART) to that of a model trained
on real data.

We observe that across all conditions, models trained on TVAE synthetic
data have the highest F'1 scores surpassing those of models trained on real data.
This confirms that TVAE does not help to protect against attribute disclosure.
However, looking at the performance of the models trained on CART and Multi,
we see that the F1 scores are around 0.5 and below. This demonstrates that
Multi and CART offer higher protection against attribute disclosure compared
to that of TVAE.
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Table 5. Results of the attribute inference attack are measured in terms of F'1 macro
and MCC. We compare the performance of a random classifier to DT, NB, and
XGBoost. We compare the performance of models trained on different training data:
Real, TVAE, CART, and Multi. Gray-highlighted scores indicate classifier performance
lower than real data. & denotes the standard deviation over ten runs of the experiments.
Note that the test set is the same real target individuals.

Classifiers Random DT NB XGBoost
Data Sets F1 Mcc F1 Mcc F1 MCC F1 MCC
Real 0.4901 0.00 0.5967 0.1943 0.5888 0.2821 0.5341 0.1252
4+ 0.000 + 0.000 =+ 0.0087 + 0.0174 =+ 0.0024 =+ 0.0041 + 0.0185 =+ 0.0402
TVAE 0.4901 0.00 0.6168 0.2440 0.5963 0.2614  0.6169 0.2384
+ 0.000 4+ 0.000 £ 0.0009 =+ 0.0026 + 0.0018 + 0.0015 + 0.0089 =+ 0.0174
CART 0.4901 0.00 0.4969 -0.0060 0.4901 0.00 0.4901 -0.0012
£ 0.000 =+ 0.000 =+ 0.0015 =£ 0.0030 =+ 0.000 =+ 0.000 =+ 0.000 =+ 0.0011
Multi 0.4901 0.00 0.4948 -0.0097 0.4901 0.00 0.4900 -0.0045

4 0.000 £ 0.000 =+ 0.0029 =+ 0.0058 =+ 0.000 =+ 0.000 4 0.000 =+ 0.0005

F1 Comparison for Different Classifiers .
Setup (Classifier)

0.62 o e — Original (RANDOM)
| ~ Original (NB)
0.60 / g B s = 4=+ Original (DT)
/. S s Original (GBC)
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050 o P e S S Multi (NB)
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-+~ Multi (GBC)
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Fraction of the Attac-ker Data

Fig. 3. Attribute inference attack measured using F1 Scores Macro on DT, NB,
XGBoost (GBC) for the different synthetic data Multi, TVAE, CART.

8 Conclusion and Future Work

In this paper, we conducted a comparative analysis of different synthesis
approaches, focusing on the specific challenge posed by a relational multi-table
structure with a one-to-one relationship for testing technologies/algorithms. By
juxtaposing single table synthesis against multi table synthesis, we aimed to
discern the strengths and limitations of each method. Our approach involved
merging the two tables into a single entity for single-table synthesis, facilitating
a direct comparison with the multi-table synthesis technique.

Through extensive experimentation, we evaluated the efficacy of various syn-
thesis methods in respecting constraints/rules, ensuring analytical validity, main-
taining the utility of the data, and mitigating risks associated with attribute dis-
closure. Our findings revealed that among the single synthesis approaches, CART
emerged as the most effective solution for generating synthetic data within our
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particular use case. CART demonstrated superior performance in preserving
the integrity of the synthesized data while meeting the constraints imposed by
the analytical framework. On the other hand, the multi-table synthesis method
demonstrated promise in capturing the intricate inter- and intra-relationships
inherent in the data structure. While it proved effective in protecting against
attribute disclosure, comparable to the performance of CART, its utility effec-
tiveness faced limitations. This suggests that while the multi-table approach
holds potential, further refinement and optimization are necessary to fully exploit
the relational structure embedded within the data. Future research should focus
on improving the utility of the multi-table synthesis method to ensure its prac-
tical applicability across diverse analytical frameworks and use cases.
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A  Appendix

4 gba h
id :id
GBAGEBOORTELAND : categorical
GBAGESLACHT : categorical
GBAGEBOORTEJAAR : categorical
GBAGEBOORTEJAARMOEDER : categorical
GBAGEBOORTEJAARVADER : categorical

lid — id

4 bij )

id :id

bijstand : boolean

ioaw : boolean

ioaz : boolean
Aanvbijstandpersoon : numerical
Eindbijstandpersoon : categorical
aanvangbijstand : numerical
aanvangioaw : numerical
aanvangioaz : numerical

bij id :id

\ Primary key: id

Primary key: bij_id
G‘orelgn key (gba): id )

Fig. 4. The metadata of our relational data. We have two tables gba and bij that are
connected through id — id. The primary id of table gba is a foreign key in table bij.



416 M. Slokom et al.

A.1 Analytical Validity

Table 6 shows the counts or percentages of categories captured in the categorical
or boolean columns synthetic datasets compared to the real and.

Table 6. Measurement of representation of underrepresented categories captured in
the real, the CART, TVAE and multi-table synthetic datasets.

Column Real | CART | TVAE | Multi
Country (unique codes) | 218 | 205 61 200

bijstand = 0 41% 1 4.0% |34% 4.1 %
ioaw = 1 3.8%3.8% |3.9% 4.0%
ioaz =1 0.4% 1 0.4% |0.006% | 0.5%

Bivariate Distribution. The distribution between column pairs in the real data
is compared with those in the synthetic datasets. CART based synthesis outper-
forms TVAE and Multi model for all but the case of benefit (True or False) vs
birth year, as shown in Fig. 5 and Fig. 6.

dataset
COO——CRBIEEED O O [ Real
False - — T . ART
O —  0{ /) 1 TVAE

=3 Multi

Benefit

True 1 O — e

oop—— o

| A —— - — 8
[¢] [¢]
o

1920 1940 1960 1980 2000 2020

S R

Fig. 5. Distribution of birth year in different datasets who received or did not receive
the benefit. People from only a specific range of birth years did not receive the benefit
in the real data. This characteristic has been very well captured by the TVAE synthetic
data.

A.2 Utility

Residuals. To check the assumptions of our models, we look at the residuals
(errors) of the models trained on real and synthetic data. Residuals are visualized
in Fig.7. Although some skewness is present in all plots, the model trained on
synthetic data generated by the Multi-method does seem to violate the assump-
tions of a linear model most.
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dataset = Real dataset = TVAE dataset = Multi

.
735000

730000

Benefit starting day

725000

1925 1950 1975 2000 2025 1925 1950 1975 2000 2025 1925 1950 1975 2000 2025 1925 1950 1975 2000 2025
Birth year Birth year Birth year Birth year

Fig. 6. Starting date of benefit vs birth year. This characteristic has been very well
captured in the CART synthetic data.

Real CART
8000 -
6000 - 6000 -
S 4000- S 4000-
o [o]
o [$]
2000 - 2000 -
0 i l ' l l O L 1 1 1 l
-5000 0 5000 10000 -5000 0 5000 10000
residuals(model_real) residuals(model_synthpop)
TVAE Multi
6000 - 8000~
6000 -
§ 4000 - §
3 3 4000-
2000 2000
0 h ' 1 Ll 0 - l 1 1 '
0 5000 10000 0 5000 10000 15000
residuals(model_tvae) residuals(model_multi)

Fig. 7. Residuals of the linear models trained on real data and synthetic data generated
using CART, TVAE, and Multi methods.
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