2306.16646v3 [cs.IT] 30 Jul 2024

arxXiv

Reverse Information Projections and Optimal
E-statistics

Tyron Lardy, Peter Griinwald and Peter Harremoés, Member, IEEE

Abstract

Information projections have found important applications in probability theory, statistics, and related areas. In the field of
hypothesis testing in particular, the reverse information projection (RIPr) has recently been shown to lead to growth-rate optimal
(GRO) e-statistics for testing simple alternatives against composite null hypotheses. However, the RIPr as well as the GRO criterion
are undefined whenever the infimum information divergence between the null and alternative is infinite. We show that in such
scenarios, under some assumptions, there still exists a measure in the null that is closest to the alternative in a specific sense.
Whenever the information divergence is finite, this measure coincides with the usual RIPr. It therefore gives a natural extension
of the RIPr to certain cases where the latter was previously not defined. This extended notion of the RIPr is shown to lead to
optimal e-statistics in a sense that is a novel, but natural, extension of the GRO criterion. We also give conditions under which
the (extension of the) RIPr is a strict sub-probability measure, as well as conditions under which an approximation of the RIPr
leads to approximate e-statistics. For this case we provide tight relations between the corresponding approximation rates.

Index Terms

Reverse Information Projections, Description Gain, Hypothesis Testing, E-variables.

I. INTRODUCTION
WE write D(v||A) for the information divergence (Kullback-Leibler divergence, [1]-[3]) between two finite measures v

and A given by
dv
ln<—> dv — (v(Q) — A(Q)), fr<X
D(v|[A) = /n dA
00, else.

For probability measures the interpretation of D(v||\) is that it measures how much we gain by coding according to v rather
than coding according to X if data are distributed according to ». Many problems in probability theory and statistics, such as
conditioning and maximum likelihood estimation, can be cast as minimization in either or both arguments of the information
divergence. In particular, this is the case within the recently established and now flourishing theory of hypothesis testing based
on e-statistics that allows for optional continuation of experiments (see Section [I=C) [4]-[8]. That is, a duality has been
established between optimal e-statistics for testing a simple alternative P against a composite null hypothesis C and reverse
information projections [4]. Here, the reverse information projection (RIPr) of P on C is — if it exists — a unique measure
Q such that every sequence (Q,)nen in C with D(P||Q,) — infgeec D(P||Q) converges to @ in a particular norm [9),
[T0]. Li [9] showed that whenever C is convex and D(P||C) := infgee D(P||Q) < oo, the RIPr @ exists and the likelihood
ratio between P and Q is an e-statistic (this result is restated as Theorem [I] below). Griinwald et al. [4] showed (restated
as Theorem [2] below) that it is even the optimal e-statistic for testing P against C. However, it is clear that the RIPr cannot
be defined in this way if the information divergence between P and C is infinite, i.e. D(P||C) = co. This leaves a void in
the theory of optimality of e-statistics. In this work we remedy this by realizing that even if all measures in C are infinitely
worse than P at describing data distributed according to P itself, there can still be a measure that performs best relative to
the elements of C. To find such a measure, we consider the description gain [11] given by

dQ’
oPle - @) = [ w(5F)ar- @@ - @) m
¢
whenever this integral is well-defined. If the quantities involved are finite then the description gain reduces to
D(P|Q ~ Q) = D(P|Q) — D(P|Q’). ()

In analogy to the interpretation of information divergence for coding, the description gain measures how much we gain by
coding according to @’ rather than @ if data are distributed according to P. Furthermore denote

D(P||Q ~ C) := sup D(P||Q ~ Q'),
QecC
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where undefined values are counted as —oo when taking the supremum. If there exists at least one @Q* € C such that P < Q*,
then D(P||Q ~» C) is a well-defined number in [0, co] for any () € C. This quantity should be seen as the maximum description
gain one can get by switching from @) to any other measure in C. Intuitively, if there is a best descriptor in C, nothing can be
gained by switching away from it. Indeed, in Proposition 2] we show that infgee D(P||@Q ~ C) is finite if and only if it is
equal to zero.

A. Contents and Overview

Below, in Section [, we start by giving an overview of existing results on both the reverse information projection and
e-statistics, which we define and briefly motivate, and the growth-rate optimality (GRO) criterion, a natural replacement of
statistical power within the context of e-value based hypothesis testing. Section [l states Theorem 3] our first central result.
It shows that — under very mild conditions — there exists a unique measure Q such that every sequence (Q,,)nen in C with

D(P||Q, ~ C) — 0

converges to Qina specific metric which we define. Thus, Theorem Bl may be viewed as a generalization of Li’s result stated
below as Theorem [11 We refer to Q as the RIPr, as it coincides with the original notion of the RIPr whenever the information
divergence is finite. The remainder of Section [[Il provides further discussion of this result, as well as an example showing
that our extended notion of the RIPr can be well-defined whereas the RIPr was previously undefined. In the specific case that
all initial measures are probability measures, both Li’s original result and ours leave open the possibility that Q may be a
strict sub-probability measure, integrating to less than 1. In Sub-Section [II-A] we give a further example showing that this can
indeed be the case, and we provide, via Theorem (] a condition under which Q is guaranteed to be a standard (integrating to
1) probability measure. Sub-Section [II-Bl then extends the greedy algorithm of [12] and [13] for approximating the RIPr in
settings where D(P||C) < oo to settings where the information divergence might be infinite.

In Section [[V] we turn to e-statistics. It contains our second central result, Theorem [Bl which shows that whenever our
extended notion of the RIPr Q exists, the likelihood ratio of P and Q is an optimal e-statistic according to the criterion of
Definition 2] which can be seen as a strict generalization of GRO, the standard optimality criterion for e-statistics. As such,
this result may be viewed as a generalization of a result of Griinwald et al. [4] stated below as Theorem 2l After illustrating the
result by an example, Sub-Section [V=B] provides another technical result, Theorem [6] which relates approximations in terms
of information gain, to approximations in terms of e-statisticity: conditions are given under which a sequence 1, @2, ...
converging to Q in terms of information gain at a certain rate also satisfies that the likelihood ratio between P and (1, Qs, . . .
converges to an e-statistic, and tight bounds on the corresponding rates are given. After a discussion of related work, the paper
ends with a summary and ideas for future work in Section [Vl All proofs are delegated to Appendix [Al Appendix [Bl provides a
general method for constructing RIPrs that are strict sub-probability measures. Finally, Appendix IC| provides a discussion on
the assumption of convexity that we will make throughout.

II. BACKGROUND
A. Preliminaries

We work with a measurable space (€2, F) and, unless specified otherwise, all measures will be defined on this space.
Throughout, P will denote a finite measure and C a set of finite measures, such that P and all () € C have densities w.r.t.
a common o-finite measure u. These densities will be denoted with lowercase, i.e. p and g respectively. We will assume
throughout that C is convex, i.e. closed under finite mixtures. In Section and in more detail in Appendix [C|l we discuss
how our results would be affected if we were to adopt stronger notions of convexity like o-convexity (closed under countable
mixtures), or Choquet-convexity (closed under arbitrary mixtures). Furthermore, we assume that there exists at least one Q* € C
such that P < Q*. This assumption is needed to ensure that D(P||Q ~~ C) is a well-defined number in [0, o] for any Q € C.

B. The Reverse Information Projection

As mentioned briefly above, the reverse information projection is the result of minimizing the information divergence between
P and C. If C is an exponential family, this problem is well understood [[10]], but we focus here on the case that C is a general
convex set. In this setting, the following theorem establishes existence and uniqueness of a limiting object for any sequence
(Qn)nen in C such that D(P||Q,) — D(P||C) whenever the latter is finite. This limit (i.e. Q in the following) is called the
reverse information projection of P on C.

Theorem 1 (Li [9], Definition 4.2 and Theorem 4.3). If P and all Q € C are probability measures such that D(P||C) < oo,
then there exists a unique (potentially sub-) probability measure @) such that:

1) We have that ln g, — Inq in L1(P) for all sequences (Qn)nen in C such that lim D(P||Q,) = D(P||C).
n—oo

2) JoIn % dP = D(P||C),

3) fﬂ%dQ <1 forall QeC.



C. E-statistics and Growth Rate Optimality

The e-value has recently emerged as a popular alternative to the p-value for hypothesis testing [, [8], [14]. Unlike the
p-value, it is eminently suited for testing under optional continuation — and more generally, when the rule for stopping or
continuing to analyze an additional batch of data is not under control of the data analyst, and may even be unknown or
unknowable. It can be thought of as a measure of statistical evidence that is intimately linked with numerous ideas, such as
likelihood ratios, test martingales [15] and tests of randomness [16]. Formally, an e-value is defined as the value taken by an
e-statistic, which is defined as a random variable F : Q0 — [0, co| that satisfies fQ EdQ <1 forall Q € C [6]. The set of all
e-statistics is denoted as &¢. Large e-values constitute evidence against C as null hypothesis, so that the null can be rejected
when the computed e-value exceeds a certain threshold. For example, the test that rejects the null hypothesis when F > 1/a
has a type-I error guarantee of o by a simple application of Markov’s inequality: Q(E > 1/a) < anEdQ < a. For all
further details, as well as an extensive introduction to the concept, and how it relates to optional stopping and continuation,
we refer to [4] and the overview paper [5]].

In general, the set & of e-statistics is quite large, and the above does not tell us which e-statistic to pick. This question
was studied in [4] and a log-optimality criterion coined GRO (Growth-Rate Optimality) was introduced for the case that the
interest is in gaining as much evidence as possible relative to an alternative hypothesis given by a single probability measure
P. GRO is a natural replacement of statistical power, which cannot meaningfully be used in an optional stopping/continuation
context. This criterion can be traced back to the information-theoretic Kelly betting criterion in [[17] and is further discussed
at length by [4], [S], [7], to which we refer for more discussion.

Definition 1. If it exists, an e-statistic £ € &c is Growth-Rate Optimal (GRO) if it achieves

/1nEdP= sup /lnEdP.
Q E€&c JQ

The following theorem establishes a duality between GRO e-statistics and reverse information projections. For a limited set
of testing problems, it states that GRO e-statistics exist and are uniquely given by likelihood ratios.

Theorem 2 (Griinwald et al. [4], Theorem 1). If P and all Q € C are probability measures such that D(P||C) < oo, p(w) > 0

for all w € Q, and Q is the RIPr of P on C, then E = % is GRO with rate equal to D(P||C), i.e.

sup /mEdP:/lnEdP:D(PHC).
Ecéc JQ Q

Furthermore, for any GRO e-statistic E, we have that E = E holds P-almost surely.

III. THE REVERSE INFORMATION PROJECTION

In this section, we state a result analogous to Theorem[I]in a more general setting. Rather than convergence of the logarithm
of densities in Lq(P), we consider convergence with respect to a different metric on the set of measurable positive functions,
ie. M(Q,Rso) ={f:Q— Rsp: f measurable}. For f, f' € M(Q,R<) we define

N1 ! f
ma(f, f) = 5/th(?) —l—ln(?) dp, 3)

where f := (f+f)/2. This is a divergence that can be thought of as the averaged Bregman divergence associated with the
convex function v(z) = z — 1 — In(x). In particular, this means that for Q, Q" € C such that P < Q and P < Q’, we have
that

mih(a.4) = £ D(PIQ ~ Q) + 2 D(P|Q' - Q). @)

In [18], averaged Bregman divergences are studied in detail for general 7, and they show that the function

m? (x,y) = %v(l‘) + %v(y) - v(x ;r y)

is the square of a metric if and only if In(y”(x))"” > 0. In our case, In(y”(z))” = 222, so this result holds. This can be
used together with an application of the Minkowski inequality to show that the triangle inequality holds for the square root
of the divergence @), i.e. mp, on M(Q,R~p). It should also be clear that for f,g € M(Q,Rsg) if f = g everywhere,
then mp(f,g) = 0. Conversely mp(f,g) = 0 only implies that P(f # g) = 0. This prevents us from calling mp a metric
on M(£2,Rsg), and we therefore define, analogous to £P and LP spaces, M (£2,Rs() as the set of equivalence classes of
M(Q,Rs0) under the relation ‘~’ given by f ~ g < P(f # g) = 0. By the discussion above, mp properly defines a metric
on M(Q,Rx). In the following we will often ignore this technicality and simply act as if m p defines a metric on M(Q,R~),
since we are not interested in what happens on null sets of P.



Considering convergence with respect to mp will be useful for our analyses in the following. In particular, we will exploit
on numerous occasions that mp can be interpreted as a symmetrized version of the description gain, as described in Equation
(@. However, other than mathematical convenience, there is no fundamental difference between considering convergence with
respect to mp and convergence of the logarithms in L;(P), as considered in Theorem [I} Indeed, Lemma 2] in Appendix [Al
shows that the two types of convergence are equivalent. It is also this result from which the following proposition follows.

Proposition 1. The metric space (M (2,Rxq), mp) is complete.
Everything is now in place to state the main result.

Theorem 3. If infoee D(P||Q ~» C) < oo, then there exists a measure Q that satisfies the following for every sequence
(Qn)nen in C s.t. D(P||Qn ~» C) — infgee D(P||Q ~> C) as n — oo:

1) ¢, — ¢ in mp.

2) If P' is a measure such that |infgeec D(P||Q ~ P')| < oo, then

/ /
/111 dPA dP = lim In dp dP.
o d@Q n—o Jo Qn

3) For any Q €C,

dpP
~dQ < P(Q Q) — liminf Q,(92).
| 5542 < P@)+Q(@) ~iminf Qu(o)

Theorem [Tl is a special case of Theorem [3 when P and all ) € C are probability measures such that D(P||C) < co. This
follows because Equation ) implies that minimizing D(P||Q ~ Q') over @ is equivalent to minimizing D(P||Q) and because
convergence of the densities in mp is equivalent to convergence of the logarithms in L;(P) by Lemma 2] in Appendix [A-Al
We therefore refer to Q as the reverse information projection of P on C, thereby extending the definition of the latter (we
refrain from the term ‘generalized RIPr’, because it has already been used for the RIPr whenever it is not attained by an
element of C [10] or when the log score is replaced by another loss function [[19]). However, the density of the measure Q is
only unique as an element of M (2, R~¢), since convergence of the densities holds in mp. In the current work this causes no
ambiguity, so that we simply refer to it as ‘the’ RIPr.

Note that Theorem [3] implies that if there exists a @ € C with D(P||Q ~» C) = 0, then Q is the RIPr of P on C. This
matches with the intuition that the maximum gain we can get from switching away from the ‘best’ code in C should be equal
to zero. The following result establishes this more formally.

Proposition 2. The following conditions are equivalent:

1) There exists a measure P’ such that D(P||P’ ~ C) is finite.

2) There exists a measure @ in C such that D(P||Q ~> C) is finite.

3) There exists a sequence of measures Q,, € C such that D(P||Q, ~~ C) — 0 for n — cc.
Consequently, whenever infgec D(P||Q ~ C) < oo, it must actually be equal to zero.

To show that the reverse information projection exists, it is therefore enough to prove that one of these equivalent conditions
holds. Which condition is easiest to check will depend on the specific setting, as exemplified by the following propositions.

Proposition 3. If C is the convex hull of finitely many distributions, i.e. C = conv({Q1,...,Qn}), then for any probability
measure P with P < Q; for at least one i, it holds that D(P||: 3" Q; ~ C) < oc.

Example 1. Let C be a singleton whose single element () is given by the standard Gaussian and let P be the standard Cauchy
distribution. Since the Cauchy distribution is exponentially heavier-tailed than the Gaussian, we have that D(P||C) = oo.
However, since both distributions have full support, it follows that

D(P||Q ~ C) = D(P||Q ~ Q) = 0.

By Theorem 3 (1), Q is therefore the reverse information projection of P on C.

This example can be extended to composite C by considering all mixtures of the Gaussian distributions A/(—1,1) and
N(1,1) with mean +1 and variance 1. Proposition 3] guarantees the existence of a reverse information projection although the
information divergence is still infinite because a Cauchy distribution is more heavy tailed than any finite mixture of Gaussian
distributions. Symmetry implies that the reverse information projection must be equal to the uniform mixture of A’(—1,1) and
N(1,1), which coincides with the result one would intuitively expect.

Proposition 4. Assume that C is a convex set of probability measures that has finite minimax regret and with normalized
maximum likelihood distribution Q* € C. Then for any probability measure P that is absolutely continuous with respect to

Q*, it holds that D(P||Q* ~ C) < oc.

For an extensive discussion on minimax regret in the present coding context, as well as the normalized maximum like-
lihood distribution (also known as Shtarkov distribution), see e.g. [20] or [21]]. In short, the minimax regret is defined as



infgec supgrec wen In ¢'(w)/q(w). This quantity is known to be finite if and only if the normalized maximum likelihood
distribution Q*, defined as ¢*(w) = swqec 9(w)/( [, supgec qdu), is well-defined. One-dimensional exponential families with
finite minimax regret have been classified in [20].

A. Strict sub-probability measure

We return now to the familiar setting where P is a probability measure and C a convex set of probability measures. It is
easy to verify that the RIPr Q@ of P on C is then a sub-probability measure. This follows because we know that there exists a
sequence (Qn)nen in C such that g, converges point-wise P-a.s. to ¢ and Fatou’s Lemma tells us

/ddu:/liminfqndugliminf/ qndp = 1. 5)

It is not clear a priori whether this can ever be a strict inequality. For example, if the sample space is finite, the set of probability
measures is compact, so the limit of any sequence of probability measures (i.e. the reverse information projection) will also
be a probability measure. The following example illustrates that this is not always the case for infinite sample spaces, and it
can in fact already go wrong for a countable sample space with D(P||C) < oc.

Example 2. Let Q = N and F = 2", Furthermore, let P denote the probability measure &; concentrated in the point i = 1
and C the set of distributions () satisfying
Z -q(i) = 5.

i=1

S| =

This set is defined by a linear constraint, so that C is convex, and for any @) € C, we have
=1 . 1
ZQ(Z) =9

(]

o)+ a0 =

=1

implying that ¢(1) < 1/2. It follows that D(P||Q) = —1In(g(1)) > In(2). The sequence @, = 7-=301 + 556, satisfies
Q. € C and
2n —2
D(P||Qn) =1n 5 In(2).
n—

Consequently, it must hold that D(P||C) = In(2). The sequence @, converges to the strict sub-probability measure (1/2)d1,
which must therefore be the RIPr of P on C.

A more general example, which can be seen as a template to create such situations, is given in Appendix [Bl The common
theme is that C is defined using only constraints of the form ). fi(i)q(i) = ¢, where f; is some positive function such
that lim, . f1(n) = 0. Since C only contains probability measures, there is the additional constraint that ), fo(i)q(i) =
1, where fy denotes the constant function f; = 1. This function f, dominates all other constraints f; in the sense that
lim; 00 f1()/fo(s) = 0, but is itself not dominated by any of the constraints in the same manner. It turns out that this is the
precise condition that dictates whether or not a constraint has to be respected when taking point-wise limits of elements in C.
Indeed, as shown in the theorem below, any constraint on C that is dominated by another constraint in the sense described above
cannot be violated by taking point-wise limits. Therefore, if we add a restriction to C that dominates the constant function 1,
i.e. that is defined by some function f; with lim,,_, f1(n) = oo, then the RIPr cannot be a strict sub-probability measure.

Theorem 4. Take Q = N, F = 2N, and let C be a convex set of probability measures. Suppose that for fo, f1 : N = Ryq, we
have that ), fo(i)q(i) < Ao and y_, f1(i)q(i) = A1 for all Q € C. If Q,, denotes a sequence of measures in C that converges
point-wise to some distribution Q*, and fo dominates f, in the sense that

lim h(0)
1—00 fo(l)

=0, (6)

then

Z f1(@) - q* (i) = A1 ©)

B. Greedy Approximation

So far, we have discussed the existence and properties of the RIPr of P on C. However, there will be many situations where it is
infeasible to compute this exact projection, as it requires solving a complex minimization problem. For example, if C is given by
the convex hull of some parameterized family of distributions, the reverse information projection might be an arbitrary mixture
of elements of this family, and the minimization problem need not be convex in the parameters of the family. To this end, Li
and Barron [12] propose an iterative greedy algorithm for the case that C is given by the o-convex hull (all countable mixtures,
see Appendix [C) of a parameterized family of distributions, i.e. C = o-conv({Qp : 6 € ©}), and D(P||C) < oo. The algorithm



starts by setting Q1 := Qy,, where 0; minimizes D(P||Qq,), and then iteratively defining Q. := (1 — ax)Qx—1 + axQa,,
where aj, = 2/(k+101 and 6, is chosen to minimize D(P||Qy). It is shown that, if SUp, g, 9, 108 21 (#)/qy, () is bounded, then
D(P||Qk) converges to D(P||C) at rate 1/k. Later, Brinda [13] showed that the condition that the likelihood ratio has to be
uniformly bounded in  can be relaxed to the condition that (8) below is finite. In both of these previous works, it is simply
assumed that a minimizer in each step exists, though it need not necessarily be unique. We will do likewise in the following,
where we give an adaptation of the algorithm that works when the KL divergence is infinite.

Algorithm 1 Greedy Approximation of the RIPr
1: Fix Q* € C s.t. |infpeo [, 10g 9" /e dP| < 00
: Let Q1 = Qp,, where 1 = argmin D(P||Qgr ~ Q)
0'cO

[\e)

3: for k=2,3,... do
4 Choose oy = 25 and 0 = argming cg D(P||(1 — ax)Qr—1 + Qo ~ Q)
5: Let Qk = (1 — Oék)Qg,ﬁl + OékQ@k

Proposition 5. Suppose that infgec D(P||Q ~~ C) < oo, let (Qk)ren be the output of Algorithm|[l] and let Q) be any measure
in C, so that ¢ = ) 4.0, qo - wq(0) for some probability mass function wq on a countable ©' C ©. If D(P||Q" ~ Q") is
finite for all Q',Q" € C, then it holds that

b (P)

D(PI@s ~ @) < -4

where bg) (P) is given by

2, 9
/(1+ sup  log MPeco qe)Zeeef q92 wq ( )dPg
Q

G*G{Qi}i'c:l qo* q
g2 - wo(
sup/ 1+ sup logq—e Loco q92 ol )dP. (8)
QecJa 6*,0c0 qo~ q

It follows that if bg) is uniformly bounded over all ) € C, in particular if (8) is finite, then D(P||Qx ~~ C) converges to
zero, i.e. Qx converges to the RIPr of P on C, at rate !/k. The former holds under the strong, but often imposed assumption
that the likelihood ratios in C are uniformly bounded; for example when C is given by the o-convex hull of Gaussian densities
restricted to a cube [9) Example 1]. However, (8) might also be finite under weaker assumptions. For example, consider the
set of Gaussian mixtures as in Example [Il that is, C = {w - N(-1,1) + (1 —w) - N(1,1) : w € [0,1]}. It can be seen that
bg(P) < oo for all Q € C whenever P has a finite first moment. Moreover, if the latter holds, then bg(P) is uniformly
bounded over all @ € ¢’ where C' = {w - N (—1,1)+ (1 —w) - N(1,1) : w € [¢,1 — ¢]} for some ¢ € (0, 1/2).

While Proposition[3lis a satisfying theoretical result, we must concede that Algorithm [Tl might not be the fastest to implement
in practice. This arises from the fact that the objective D(P|[(1 — ax)Qr—1 + Qs ~> Q*) need not be convex in 6. One
might therefore have to resort to an exhaustive search over a discretization of the parameter space. On top of that, there is no
guarantee that the information gain is easily computable. As an alternative for the case that © is finite and D(P||C) < oo,
one might use the iterative algorithm proposed by Csiszdr and Tusnady [22, Theorem 5]. A big advantage of the latter is that
their recursive update step has an explicit formula, which makes each iteration considerably faster. The downside is that, while
convergence in terms of KL is guaranteed, it is unclear at what rate this happens in general. Furthermore, proving convergence
of their algorithm in the setting where D(P||C) = oo seems far from a straightforward exercise.

C. Discussion

The results in this section might be regarded as a generalization of large parts of Chapters 3 and 4 in Li’s Ph.D. thesis [9]
and in fact the tools in this section were initially developed to clear up some ambiguity around the proof of Theorem [I] Part
[[l as provided by Li. That is, in [9] it is stated that for all sequences (@, )nen in C such that lim,,_,o, D(P||Qn) = D(P||C)
it holds that In¢,, — In§ in L;(P). However, the proof thereof refers to [9, Lemma 4.3], which only shows existence of one
such a sequence. Then [9, Lemma 4.4] also shows that if Q is such that log ¢,, — log ¢ in L1 (P) for some sequence (Qy)nen
that achieves lim,, o, D(P||Q,) = D(P||C), then it must hold that D(P||Q) = D(P]|C). However, it is a priori not clear
whether every sequence (Q,)nen that achieves lim, ., D(P||@y) = D(P||C) has such a limit. Moreover, it is never shown
that, if it exists, this limit must be the same for every such sequence. Note that it is not at all our intention here to criticize
Li’s fundamental and ground-breaking work. Li’s is one of those rare theses that have had a major impact outside of their own

*Li actually proposes to either minimize over oy or use a2 = 2/3 and oy = 2/k for k > 2; the formulation given here is a slight simplification by
Brinda [13].



research area: being a thesis on information-theory, it served as the central tool and inspiration for papers on fast convergence
rates in machine learning theory [19], [23], and also for [4], which led to a breakthrough in (e-based) hypothesis testing. Our
aim is merely to indicate that Theorem [3] ties up some loose ends in Li’s original, pioneering results.

IV. OPTIMAL E-STATISTICS

In this section, we assume that P and all ) € C are probability measures, and we are interested in the hypothesis test with
P as alternative and C as null. To this end, Theorem [3] shows that — whenever it exists — the likelihood ratio of P and its
RIPr is an e-statistic. A natural question is whether the optimality of the RIPr in terms of describing data distributed according
to P carries over to some sort of optimality of the e-statistic, as is true for the GRO criterion in the case that D(P||C) < oo. It
turns out that this is true in terms of an intuitive extension of the GRO criterion. Completely analogously to the coding story,
we simply have to change from absolute to pairwise comparisons.

Definition 2. For e-statistics E, E' € &c, we say that F is stronger than E’ if the following integral is well-defined and

non-negative, possibly infinite:
E
/Q 1n(ﬁ) dp, ©)

where we adhere to the conventions In(%/c) = —oo and In(¢/0) = oo for all ¢ € R-q. Furthermore, an e-statistic E* € &¢ is a
strongest e-statistic if it is stronger than any other e-statistic F € &¢.

The notion of optimality in Definition [2| comes down to the simple idea that if one e-statistic £ is stronger than another
e-statistic E’, then repeatedly testing based on E eventually becomes more powerful than repeatedly testing based on E’ in
the sense that there is a higher probability of rejecting a false null-hypothesis. Let us explain in more detail what we mean by
this. Suppose that we conduct the same experiment N times independently to test the veracity of the hypothesis C, resulting
in outcomes wq, . ..,wy. For any given e-statistic £/ € &¢, we have that Hfil E(w;) is still an e-statistic, not just for fixed
N but even if N is a random (i.e. data-dependent) stopping time. So, as indicated before, it can be used to test C with Type-I
error guarantees. Yet, for two e-statistics E, E' € &¢, the law of large numbers states that if P is true, it will almost surely

hold that T Ew) 5
i=1 DA\Wi)
T B exp (n/ﬂln(ﬁ) dP + O(?’L)).
It follows that if the integral fﬂ ln(%) dP is positive then with high probability F will, for large enough n, give more evidence
against C than F’ if the alternative is true, i.e. a test based on E will asymptotically have more power than a test based on E’.

Since we assume throughout that there exists a Q* € C such that P < @Q*, it follows that for any e-statistic £ we must
have P(F = oo) = 0, which simplifies any subsequent analyses greatly.

Proposition 6. Assume that C is a set of probability measures and that P is a probability measure. If there is an E' € &
such that Suppce, fQ In(E/E")dP < oo, then a strongest e-statistics exists. Furthermore, if Ey and E, are both strongest
e-statistics then E1 = Es holds P-a.s.

The strongest e-statistic in Definition [2] can be seen as a generalization of the GRO e-statistic, because if fQ In EdP
and [, InE'dP are both finite, (@) can be written as the difference between the two logarithms, ie. [, In(E/E’)dP =
JoInEdP — [,In E’ dP. In this case, finding the strongest e-statistic therefore corresponds to maximizing [, In EdP over
all e-statistics, thus recovering the original GRO criterion. As an extension of that case, we prove that whenever the RIPr
exists, it always leads to the strongest e-statistic.

Theorem 5. Suppose that both P and all Q) € C are probability measures and that infgec D(P||Q ~ C) < o0. If@ denotes
the RIPr of P on C, then E = dP/aQ is the strongest e-statistic.

The likelihood ratio between P and its RIPr is in fact the only e-statistic in the form of a likelihood ratio with P in the
numerator, as the following proposition shows. Though the statement is more general, the proof is completely analogous to
part of the proof of Lemma 4.1 in [9].

Proposition 7. Suppose that C is a set of probability measures and that P is a probability measure. If there exists a measure
Q* € C such that 4P/a@* € &, then D(P||Q* ~ C) =0, i.e. Q* is the RIPr of P on C.

We now return to Example [Il where the GRO criterion is not able to distinguish between e-variables, but we are able to do
so with Definition 2] and Theorem [

Example 1 (continued). In the case that P is the standard Cauchy and C = {Q}, where @ is the standard Gaussian, it is
straightforward to see that the likelihood ratio between P and () is an e-statistic, i.e.

/Q%dQ:/QdP:L



However, for the growth rate it holds that

/an(%) dP = D(P||Q) = .

The same argument can be used to show that for any 0 < ¢ < 1, we have an e-statistic given by ¢dP/d@, which still has
infinite growth rate. The GRO criterion in Definition [I] is not able to tell which of these e-statistics is preferable. However,
since @ is the RIPr of P on C, it follows from Theorem [3] that 4P/dq is the strongest e-statistic, and in particular it is stronger
than ¢dP/dQ for all 0 < ¢ < 1.

A. Convexity

In the discussion above, the null hypothesis C is assumed to be convex, which does not hold for many of the null hypotheses
commonly employed in statistics, such as the set of all Gaussian distributions with varying mean and/or variance. However,
it follows from the Fubini-Tonelli theorem that the set of e-statistics on C equals the set of e-statistics on the convex hull
of C. The same is true if the convex hull is replaced by the o-convex hull where countable mixtures are allowed or by the
Choquet-convex hull where arbitrary mixtures are allowed (see Appendix |C]| for precise definitions). Therefore, if there exists a
strongest e-statistic for testing the alternative P against any of these notions of the convex hull, then that is also the strongest
e-statistic for testing P against the original null hypothesis, regardless of whether that was convex. It follows from Theorem
that, to find the strongest e-statistic, it suffices to find the RIPr of P on any of the notions of the convex hull. In particular,
if RIPrs exists on more than one of these, they must coincide; on the other hand, none of the three RIPrs may exist, and our
results also do not rule out the possibility that the RIPr exists on just one or two of the three convex hulls. To witness, in
Appendix [C we give an example (Example M) in which the RIPr of P on the o-convex hull exists, while the RIPr of P on
the convex hull does not. At the same time, there are constraints here: Theorem [7] in Appendix [C implies that if the RIPr on
the convex hull of C exists, then the RIPr on the o-convex hull of C also exists (and then they must be equal).

Things become much more clear-cut if the RIPr Q of P on a certain notion of the convex hull exists and is an element of
that set. In that case, Q is also the RIPr of P on any stronger notion of the convex hull. Indeed, the different levels of convex
hulls are nested, and their corresponding sets of e-statistics coincide, so this follows directly from Proposition [Z}

Corollary 1. Let C denote a set of probability measures (not necessarily convex) and let P denote a probability measure. If
the RIPr of P on the convex hull of C exists and is given by Q € conv(C), then Q is also, (a) the RIPr of P on the o-convex
and, (b), on the Choquet-convex hull of C. Similarly, U‘Q € o-conv(C) is the RIPr of P on o-conv(C), then (c) Q is also the
RIPr of P on the Choquet-convex hull of C.

Further details regarding convexity are presented in Appendix [Cl In particular, Theorem [7] in the latter gives an analogous
result to Corollary [I Part (a), for the case that P and C are not restricted to be probability measures, and the RIPr is not
assumed to be attained in the set.

B. Approximation

In Section [II=Bl we discussed an algorithm that provides an approximation of the RIPr for scenarios where it is not possible
to explicitly compute the latter. However, the convergence guarantee given by Proposition [3] is in terms of the information
gain. That is, if @) is the approximation of the projection after k iterations, then under suitable conditions it holds that
D(P||Qy ~ C) — 0. This is not enough if we want to use such an approximation for hypothesis testing: we need that r/q,
gets closer and closer to being an e-statistic. The following theorem gives a condition under which this is true. For p € (0, o0

we use || f||, to denote the £P(€2, P) norm of a function f € M(Q,Rxy), ie. ([,(f)P dP) e,

Theorem 6. Assume that infgee D(P||Q ~ C) < oo, fix Q,Q" € C, set § := D(P||Q ~ C) and suppose that there exists
B € (0,00] such that ||9'/q||145 < oo. If B < 1 or D(P||Q" ~ C) < K0, then it holds that

!
/BdQ’z/q—dPZHO(Oﬁ-é%) as § =0, (10)
Q4 0 4q

L—)7
where Cg = ||9'/ql|145 if B <1 and Cp = K= |9'/a|l1+p otherwise.

Explicit values for the constants in (I0) can be found in the proof in the appendix. In particular, Theorem [6] implies the
following: if there are C,dy > 0 such that ||¢'/q|l2 < C for all Q" € C and all Q € C with D(P||Q ~~ C) < o, then any
sequence Q1,Q2, ... with D(P||Qy ~ C) — 0 will have sup,cc [ 7/an dP =1 +O(5,1c/2), where §;, = D(P||Qx ~> C). This
gives an easy to check condition for the convergence of P/q, to an e-statistic. This square-root rate of convergence cannot be
improved in general without an extra assumption, even if all likelihood ratios are bounded, i.e. ||4'/q||~ < oco. This can be seen
by taking P and @) to be Bernoulli distributions with parameter 1/2 and 1/2+ € respectively, C the set of Bernoulli distributions
with parameters in [1/4,3/4] and Q" Bernoulli /4. Then § = D(P||Q ~» C) = 2¢*(1+0(1)) yet [, /qdP =1+ 4e(1+o(1)).



But if likelihood ratios are bounded and we additionally consider @’ in a ‘neighborhood’ of Q (i.e. D(P||Q’ ~ C) < KJ),
then a linear rate is possible as shown in Theorem @] by letting /3 tend to infinity; the rate then interpolates between /2 and &
depending on the largest 8 for which the (1 + 3)-th moment exists. Furthermore the following example shows that in general
bounds on the integrated likelihood ratios are necessary for the convergence to hold at all.

Example 3. Let Q represent the family of geometric distributions on 2 = Ny and let C = conv(Q). The elements of Q are
denoted by Qg with density gg(n) = 6™(1 — 6), where 6 € [0,1) denotes the probability of failure. For simplicity, assume
that P € Q so that the reverse information projection of P on C is equal to P. Take for example PP = Qy/,, then for any

0,0 €10,1)
/q&’ Z<19/)n119/ ﬁ%lli—%,’ 1f9/<29, (11)
— —_ = 2
Q 46 21-0 00, otherwise;
whereas
oo n+ / [e’e] 1 n+1 1/2 [e%e} 1 n+1
D(P||Qg) = Z( ) (—nlog(20) — log 2(1 — 0)) = log ;n . +log ;0 5
1
= log /2 + log = /2

1-06
Now consider a sequence 1/3 < 6 < 92 < 03 ... that converges to /2. Then by the above,
D(P||Qp;) — 0= D(PJ|C).

We also see that for all ¢ and all ¢’ € [26;, 1), we have

/ @ qp — 0,
Q 40;

i.e. for all i we have supgr¢(o 1) J, 9/, dP = 00.

C. Related Work

The results on the existence of optimal e-statistics displayed in this section bear similarities with work concurrently done
by Zhang et al. [24]. In particular, they show that if C is a convex polytope, then there exists an e-statistic in the form of a
likelihood ratio between two unspecified measures. Since a convex polytope contains the uniform mixture of its vertices, which
can be shown to have finite information gain, this also follows from our Proposition 3l However, the techniques used to prove
their results appear to be of a completely different nature than the ones used in this paper, as they rely mostly on classical
results in convex geometry together with results on optimal transport (and with these techniques, they provide various other
results incomparable to ours).

In the case of compact alternative they furthermore discuss a property which they refer to as nontrivial e-power. That is,
if the alternative is a convex polytope A, then at least one of their e-statistics in the form of a likelihood ratio satisfies
infpeg fQ In EdP > 0. We now show that the existence of such an e-statistic also follows from our results. In fact, if A
is any convex set (not just a polytope) such that inf pe 4 D(P||C) < oo, then (as [24] point out) a similar result is already
implied by Griinwald et al. [4] as long as the infimum is achieved on the left. Indeed, they show that the likelihood ratio of
the distribution that achieves the infimum and its RIPr is an e-statistic that has nontrivial e-power. This leaves the case that
infpe 4 D(P||C) = oco. Indeed, the current work implies that also in this case, an e-statistic with nontrivial (in fact, infinite)
e-power exists, as long as A is a convex polytope. That is, if we use P* to denote the uniform mixture of the vertices of A,
then for any vertex P € C, we have that

* Lap
/ In d]? dpP > / In2—dP > D(P|C) — In(n),
o dQ* o d@*

where Q* denotes the RIPr of P*. It follows that inf pc 4 fﬂ ln dP 00, so that the e-statistic given by the likelihood
ratio of P* to its RIPr has “nontrivial e-power”. However, more Work is needed to determine whether such constructions are
in any way optimal and whether the restriction that A is a convex polytope can be relaxed.

Second, after the first version of this paper was made available online, a follow-up paper appeared by Larsson et al. [25].
They show that, under no conditions on P and C whatsoever, there exists an e-statistic £* that is the strongest e-statistic in
the sense of Definition 2l This e-statistic, which they call ‘the numeraire’, gives rise to a measure Q* such that d4Q"/ap = 1/E*.
Whenever the conditions of Theorem[3lhold, Q* coincides with the reverse information projection of P on C, so that it provides
(in their words) “[...] a natural definition of the RIPr in the absence of any assumptions on C or P.” We refer to their work [25]]
for all further details.



V. SUMMARY AND FUTURE WORK

We have shown that, under very mild conditions, there exists a measure that achieves the minimax description gain over
a convex set of measures C relative to a measure PP. Whenever the information divergence between P and C is finite, this
measure coincides with the reverse information projection of P on C. As such, it provides a natural extension of the reverse
information projection to cases where the the minimax description gain is finite, while the information divergence is infinite.
In the context of hypothesis testing, this extended notion of the RIPr can be used to define an e-statistic for testing the simple
alternative P against the composite null C. This e-statistic is optimal in a sense that is a natural, but novel extension of the
previously known GRO optimality criterion for e-statistics. We have shown an example where GRO is unable to differentiate
between e-statistics, while our novel criterion can, so that it is a strict extension. Additionally, we discussed an algorithm that
can be used to approximate the reverse information projection in scenarios where it is not explicitly computable and show
under what circumstances this also leads to an approximation of the optimal e-statistic.

The results presented thus far suggest various avenues for further research of which we discuss two. First, Theorem [ is
formulated for general measures so one may ask for an interpretation of the RIPr in the case that P and C are not probability
measures. If ) is finite and A is a measure on (2, then we may define a probability measure Po(\) as the product measure
Po()\) = Q,,cq Po(A(w)), where Po(A(w)) denotes the Poisson distribution with mean A(w). With this definition we get

D(P||Q ~> Q') = D(Po(P)| Po(Q) ~ Po(Q)).

Furthermore, it can be shown that if the RIPr Q of P on C exists and is an element of C, then PO(Q) is also the RIPr of
Po(P) on the convex hull of C' := {Po(Q)|Q € C}. Consequently, Po(P)/Po(Q) can be thought of as an e-statistic for C’.
More work is needed to determine whether this interpretation has any applications and if it can be generalized to arbitrary (2.

Second, even if D(P||C) = oo, the Rényi divergence D, (P|Q) (see e.g. [21]) may be a well-defined non-negative real
number for « € (0,1) and @ € C. These Rényi divergences are jointly convex in P and @ [21]] and for each 0 < o < 1 one
may define a reverse Rényi projection Qa of P on C [26]. If it exists, it can be shown that this distribution will satisfy

dpP \*
= d 1
/(@) s

for all Q € C, i.e. (4P/ag.)” is an e-statistic. We conjecture that the projections Qa will converge to the RIPr for « tending
to 1, which might lead to further applications.
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APPENDIX A
PROOFS

A. Proofs for Section [l
Before giving the intended results, we note that we introduced mp as the averaged Bregman divergence associated with

~v(x) = x—1—In(x). For the proof, it will be useful to also define the Bregman divergence associated with y(x) = x —1—1In(x)
itself, which is the so-called Itakura-Saito divergence. For f,g € M(£,R~g), it is given by

1Sp(f,9) /Q<§ 11n§> dP.

wib(.0) = 518(£. 152 + 515(0. 152,

Furthermore, for Q € C, we have ISp(q,p) = D(P||Q). We now state some auxiliary results before giving the proofs for
Section [[Il

By definition, it holds that

Lemma 1. For x,y € R+, we have

In(x) —In(y)| = g(m(z,y)),
where g denotes the function

g(t) =2t + 21n(1 +(1- exp(—2t))l/2).

The function g is concave and satisfies g(t) > 2t.
Proof. Let m = % Our goal is to determine the function g function such that

In(z) —In(y)| = g(m3(z,y)).
We first rewrite the right-hand side

Plugging this back in and replacing 5 by w leads to

In(w)| = g@m(@))

w = 2exp(2t) — 1+ 2 (exp(4t) — exp(Zt))l/2

Then we solve the equation

which gives

g(t) = 1n(2 exp(2t) — 1+ 2 - (exp(4t) — exp(2t))l/2)
— 9t + ln(2 —exp(—2t)+2- (1 exp(—2t))1/2)

=2t + 21n(1 +(1- exp(—2t))1/2).



The derivatives of g are

L (1 — exp(—2t)) " exp(—2t) 2
) (Cep(c2n)™ (- exp(-20))172
ey — M
gt = 9'/2(sinh )7

We see that g”(t) < 0 and conclude that g is concave. Finally, we have
g(t) =2t + 21n<1 +(1- exp(th))l/z) > 2,

because 1 — exp(—2t) > 0. O

1n(f—m) ‘ dP =0.
fn
Proof. By Lemma [l we have for m,n € N,

% (fs fon) = / 12 (f frn) AP
Q
L (I
= 2/91 (fn)‘dp’
£

1n<f—> ‘ ap = /Qg(m3<fn, f)) AP

m

Lemma 2. Let (f,)nen be a sequence of elements of M(,R<q), then

limsupmp(fm, fn) =0< limsup/
Q

m,n— 0o m,n—0o0

as well as

J

< g< i mi(fn,fm)dp)
= g(mp(fa, fm))-

The result then follows by continuity of g. |
Lemma 3. For Q1,Q2 € C such that P < Q; for i € {1,2}, we have

m(q1,q2) < D(P[[@1~ C) ;L D(P||Q2 ~ C).

Proof. Let Q denote the midpoint between Q; and Q5. Then we have
D(P||Q1~ C) + D(P||Q2 ~ C) _ supgec D(P[|Q1 ~ Q) + supgee D(P[|Q2 ~ Q)

2 2
D(P||Qq ~ Q)+ D(P||Q2 ~ Q
= (Fle, ) 5 Sl ) mp (g1, 2)-
O
Proof of Proposition [Il This follows as a direct corollary of Lemma O

We now deviate slightly from the order of the results in Section [[IIl and first state the proof of Proposition 2] so that we can
use its results in the proof of Theorem [l

Proof of Proposition 2l The implications (3) — (2) — (1) are obvious, so we show here only the implication (1) — (3).
Assume that P’ is a measure such that —oo < D(P||P’ ~» C) < co. Then there exists a sequence of measures @), € C such
that

D(P||P" ~ Q) — D(P||P"~~ C)

for n — oo. Without loss of generality we may assume that —oo < D(P|| P’ ~» Q) < oo for all n. The result follows
because
D(P||P" ~ C) = D(P||P" ~ Qn) + D(P||Qn ~ C)

and all involved quantities are finite. |
Proof of Theorem [3| (I). Let (Q,)nec denote a sequence in C such that

lim D(P|Q, ~ C) = inf D(P C) =0,

A D(P[|Qn ~ €) = inf, D(P(|Q ~C)



where the last equality follows from Proposition 2l Without loss of generality, we may assume that D(P||Q,, ~ C) < oo for
all n, so that P < @, for all n. It then follows from Lemma [3 that for m,n € N we have

It follows that (g, )nen is a Cauchy sequence with respect to mp, so that (g, )nen converges to some function ¢ in mp. The
latter follows from the completeness of (M(, (0,00)), mp), i.e. Proposition [T}
Furthermore, suppose that (Q?,)nec is another sequence in C such that

lim D(P||Q., ~ C) = 0.
n—oo

Then, by the same reasoning as before, Q1, Q}, Q2, @5, Qs,Q%, ... is also a Cauchy sequence that converges and since a
Cauchy sequence can only converge to a single element this implies the desired uniqueness. O

Proof of Theorem [3 (2). The equality

/ /
/mfidpz lim [ mZap
Q

q n—=oo Jo  dn
follows from Theorem [3] (I)) together with the fact that convergence of ¢, in mp implies convergence of the logarithms in
Li(P). O
Proof of Theorem [3] B). Let (Q,)nec denote a sequence in C such that
lim D(P||Q, ~ C) =0.
n—oo

Without loss of generality, we may assume that D(P||@, ~» C) < oo for all n and that ¢, converges to ¢ P-almost surely.
The latter is valid, because convergence in mp implies convergence of the logarithms in L, (P) by Lemma 2, which gives the
existence of an almost surely converging sub-sequence.

Let Q = (1 —4)Q1 + tQ for fixed Q € C and fixed 0 < ¢t < 1. Let @, s denote the convex combination Q,, s =
(1 —5,)Qn + $p,Q and s, € [0, 1]. By Theorem [3] (1), we know that there exists some Q such that g, — ¢ in mp.

Since @, s € C by convexity, we have that D(P||Q,, ~> Qn.s) < D(P||Q, ~> C). We also have

D(P”Qn ~ Qn,s) = SnD(P”Qn ~ Q) + SnISP((ja Qn,s) + (1 - Sn)ISP(%u Qn,s)
> SnD(P”Qn ~ Q) + SnISP((ja Qn,s)'

Hence B
suD(P||Qn ~ Q) + $2ISp (@, dn.s) < D(P||Qn ~ C).

Division by s,, gives
DPIQu > @)+ 15p(d,an,s) < ZLN9 20
Choosing s, = D(P||Q,, ~ C)*/?, this gives
D(P||Qn ~ Q)+ ISp(dan.s) < 5"
Then we get
ISp(q,qn.s) < D(PIIQ ~ Qu) + 5,/
/Q(qni + m%) AP < P(Q) + O(Q) — Qn(Q) + 52,

Qn,s_sn[j

Writing ¢, as i, we see

In dn,s —In dn,s

qn in,s_;inq
=In(l-s,)—In Ins — 5nd
an,s
=1In(1-s,) 111(1 — Sy d >
an,s

q
dn,s

>1In(l —s,) + sn



Hence

In(1 —s,) +(1+ sn)/ 7 qp < P(Q) + Q(Q) — Qn(Q) + 572,

Q An,s
As lim,_, s, = 0, taking the limit inferior as » — oo on both sides gives

liminf/ @ ap< P(Q) + Q(Q) — liminf Q,, ().
Q

n—oo Qn,s n—oo

An application of Fatou’s lemma gives

/ jg 2 < PO+ Q(Q) -~ lminf Q, (Q).

Since Q = (1 -1)Q1 + tQ we get the inequality
| 56 A0 =001 +1Q) < P+ (1~ 0Qu(@) + (@) ~ minf Qu(1),
Q n—o00
dpP dpP
(1= t)/n g /Q a0

Finally we let ¢ tend to one and obtain the desired result. |

dQ < P(Q) + (1 = )Q1(Q) +1Q(Q) — lim inf Qu ().

Proof of Proposition[3l Let Q € C arbitrarily. Then there exists a sequence (w;)!; in [0,1] with Y . w; = 1 such that
Q = i, wiQ. Tt follows that

Z wzQz
PH - Qi ~ Q
< Z Iy.a Q¢
< / SRS
Q Z Qz
=1In(n) + 1n(max w;) < In(n).
The proposition follows by taking the supremum over () on both sides. (|
Proof of Propositiond Since Q* is the normalized maximum likelihood distribution we have Sup sup,, In 99 dQ* < 0. In
particular
d
sup D(P|Q* ~ Q) = sup/ Q* dP
Qec oceJo  dQ
< supsupln—Q( ) < 0.
QeC w dQ
O

Proof of Proposition[3l We can write
D(P||Qo ~ Q") = D(P||Qp ~ Q) + D(P||Q ~ Q)

By assumption all terms are finite so that minimising D(P||Qg ~~ Q) over 6 must be equivalent to minimising D(P||Qg ~ Q)
over 6. The same argument holds for step 5 in Algorithm [l The result then follows from [13, Theorem 3.0.13]. While the
algorithm described there works by choosing 6 to minimise fQ log((1 —ax)qe,_, + arge) AP, the proof relies on [9, Lemma
5.9], which indeed uses minimisation of D(P||(1 — a)Qe,_, + axQs ~ Q) as described here. O

Proof of Theorem 4l For any a € R we have

foli)+a- 70 = foli) - (140 ). (12)




f1(3)

Since £+ — 0 for i — oo we have that fy(i) + a - f1(¢) > 0 for ¢ sufficiently large. Therefore, we can apply Fatou’s lemma

fo(d) | .
to the function and obtain

> foli) g (@) +a- Y fu1l) g () =Y (foli) +a- f1(i) - ¢ (3)
- Znnn;gf(fo(i) +a- fi(i))
< linniioréfZ(fo(z’) +a- f1(i))

= lim inf (Z fo(i) - qn(i) +a- Z fa(i) - qn(i)>

= lin_1>inf()\0 —|—a-)\1) =X +a- ).

(4)
(4)

“4n
“4n

Hence
a- (Z ORMOES )\1) < Xo— Y foli)- (i),
This inequality should hold for all a € R, which is only possible if
S A1) - q() — A =0.
S A @) =\

B. Proofs for Section [IV]

Proof of Proposition |6l Assume that Fq, F>, F3,... is a sequence of e-variables such that

E E
In( —- | dP In( — )dP
fn(®) e ()

for n — oo. Then E,, ,, = (E,, + E,)/2 are also e-variables and by convexity

E E
In[ ==} dP — su / ln(—) dP,
/sz ( E ) 5 Jo \E

13)

which implies that m%(Em7 E,) — 0 for m,n — oo. By completeness E,, converges to some e-variable E,. Using Lemma

we see that m (E,, Fs) — 0 implies that

/ln% dP—)/ln B dP
Q E' Q £
E E
s%p/gln(ﬁ) dP:/an( E/)dP.
E
su Inf — J]dP =0
Ep/n (Eoo)

so that

Hence

Therefore E, is a strongest e-statistic.

Assume that both E; and E are strongest e-variables. Then they are both stronger than the average £ = (FE; + E»)/2.

Hence

1 E E
0 <m?(Ey, Ey) = 5/(111(5) +ln(E—)) dP <o.
1 2

Therefore £y = E5 P-almost surely.

O

Proof of Theorem |3l Firstly, since E > 0 holds P-almost surely, we have that Eis stronger than any E’ € & with P(E' =

0) > 0.



Secondly, let & € & be an e-statistic for which E' > 0 holds P-almost surely. Furthermore, let (0, be a sequence of measures
in C such that D(P||Q,, ~ C) — 0. We can define a sequence of sub-probability measures R,, by R, (F) = [, E dQ,, which
satisfies dR»/aQ, = E. We see

/Q 1n<%> 4P = /Q1n<dd%n) dP + D(P||Ry) + (P(Q) — Rn(Q)

d@,
> /an( 20 ) dp.

The last expression goes to zero as n — oo, so we see that E is stronger than E. (|

Proof of Proposition[ Using the fact that In(z) <z — 1 for z > 0, we see
o= (1) [
DPI|Q* ~ Q)= [ In dP < —1)dP= | —dQ —-1<0,
Pl =)= [ mgezars [ (35 g 9=

where the last inequality follows from the fact that 4P/aQ* is an e-statistic. O

Proof of Theorem[6 Without loss of generality, assume that [, ¢'/qdP = 1 + € for some € > 0. For the sake of brevity, we

write ¢g := Hq//q||ﬁg. We now define a function g : [0,1] — R>q as

g(a) :== D(P||(1 — a)Q + aQ’ ~ C).

Notice that g(0) = § and g(«) > 0, since (1 — &)@ + aQ’ € C. This function and its derivatives will guide the rest of the
proofs, and we now list some properties that we will need:

) e Loy = [ 4-9
/(o)1= qoa(e) = [ gt ap (14)
so that
g (0) = / (1 - q—) AP = —e, (15)
Q q
1" L d? o q —q 2
g () = @9(04) = /Q(m) dp, (16)
so that
N
g"(0) :/(1— q—) dP=1-2(14€) 4
Q q
and
0 S g//(Oé) S mg”(()) (17)

We now prove (I0). We start with the case 3 = 1 and will use the result for S = 1 to prove the case for S < 1. The proof
for the case 5 > 1 comes later; it requires a completely different proof.

Case 5 = 1. The general idea is simple: at o = 0 the function g(«) is equal to § and has derivative —e. Its second derivative
is positive and bounded by constant times ¢g”’(0) < ¢y for all a < /2. Thus, if € is larger then a certain threshold, g(a) will
become negative at some « < 1/2, but this is not possible since g is a description gain and we would arrive at a contradiction.
The details to follow simply amount to calculating the threshold as a function of §.

By Taylor’s theorem, we have for any « € [0, 1/2] that

_ !
9(a) = g(0) +¢'(0)or + max

< 9(0) + ¢'(0)a + 2¢"(0)0?
<J—ea+ 2a201,

where we use the properties derived above. This final expression has a minimum in o* = min{¢/4c;, 1/2}. By non-negativity of
g, we know that § — ea* 4+ 2a*?c; > 0. This gives € < (8015)1/2 in the case that a* = €¢/4¢; < 1/2, and € < 2§ + ¢; otherwise.
In the latter case, it holds that ¢; < €/2, so the bound can be loosened slightly to find the simplification e < 44. This concludes
the proof for S = 1, which we now use to prove Case 5 < 1.



Case 8 < 1. For any a > 0, it holds that

q
/Q—dP / 1{q/q<a}dP+/—1{q/>a}dP (18)

We write ¢" := ¢'1{,, .,y and we will bound the first term on the right-hand side of (I8) using the proof above with Q'
replaced by Q”. Since Q" is not necessarily an element of C, we need to verify non-negativity, which follows because for
each a € (0,1), we have that D(P||(1 — a)Q + aQ"” ~~ C) > D(P||(1 — a)Q + aQ’ ~> C) > 0. Furthermore, it holds that

2
’ q

2
q//)
— = — | dP
q o /Q(q
=L ()
o\ ¢ q

< al_Bcﬂ

"

The results above therefore give
/ 9 4P < 1+ max{(8a1~Pcz0)"2, 261
Q

For the second term on the right-hand side of (I8]), we use a Markov-type bound, i.e.

/q>
1., adP</ <— 10y on dP
/Q (< /a>a) ) q {¢/a>a}

SGBB.

Putting this together gives

/ ¢ dP <1+ max{(8a'Pcz0)/? 46} +a="
Q4

Since this holds for any a, we now pick it to minimize this bound. To this end, consider

dd (8a1~Pes0)V* 1 aPog = (1 —B)(8cp0) /2a_(1+ﬁ)/2 — Ba~ (B,
2
Setting this to zero, we find

2

oo (P T
(1 - pB)(20)"> '
The proof is concluded by noting that

B B /2 75 .
x1— 1/2 —
18
+8

1/(B+1) 9 B/(B+1)
u

and

@

0 Ben = 5029/2 o .
T\a-peyr) T
—2p
) B 6 .
_ Cﬁ/(BJrl)(m (26)6/( +8)

Case 3 > 1. We now prove the result for 8 € (1,00); the proof for 8 = oo follows by a minor modification of @0Q). If
€ < 0 there is nothing to prove, so without loss of generality we can write € = J for some v > 0; we will bound ~. Whereas
the previous proof exploited the fact that the second derivative ¢g” (o) was bounded above in terms of ¢ and hence ‘not too
large’, the proof below uses the condition that cg is finite to show first, (a), that g" (a) can also be bounded below in terms of
(7, 6). Therefore, if € exceeds a certain threshold, as o moves away from the o* at which g(«) achieves its minimum in the
direction of the furthest boundary point (i.e. if o* < 1/2, we consider a 1 1, if a* > 1/2 we consider « | 0), g(«) will become
larger than K§ or § respectively, and we arrive at a contradiction. (b) below gives the detailed calculation of this threshold.



Proof of (a). Fix some 0 < & < 1 (we will derive a bound for any such & and later optimize for &; for a sub-optimal yet
easier derivation take & = 1/2). By Taylor’s theorem, we have 0 < g(&) = § — ae + (1/2)a?g"(a®) for some 0 < a°® < a.
Plugging in ¢ = v we find that

o 2 ~
g'(0%) 2 @y = 1)3,

This gives a lower bound on g”(a°) for some a° in terms of (vy,d). We now turn this into a weaker lower bound on all a.
First, using (I7) and then a® < & and then the above lower bound, we find

g"(0) > m[gx](l —a)’g" (@) > (1 -0a°)%¢"(a°)
ac|0,a
> (1—a)*g"(a°) > 2fa(v,9), (19)

where fz(7,68) := ((1 —&)/&)?(ay —1)d is a function that is linear in y and 6. We have now lower bounded g (0) in terms
of «,0. We next show that, under our condition that cg < oo, this implies a (weaker) lower bound on ¢”(«) for all a. For
this, fix any C' > 1. We have for all 0 < a < 1:

q —q 2
> [ tgser (1LY ap
gl =z Q a=ca (1—-a)g+aq
2
q —q
> [ 1pce, [— L9 ) gqP
_/Q r=ca ((104)Q+aCQ)
7 —q\’ 1
/Q“Cq ( q > (1+a(C—1))?

> ey (9"“” - e (5 - 1)2‘”’>

1
> 55 (2fa(7,0) = " Pep), (20)

where in the fourth line we used the definition of ¢”/(0), and in the fifth line we used (I9) and a Markov-type bound on the
integral, i.e. we used that [, 1g5cq - (¢'/q — 1)2dP is bounded by

q 2 4/q ot q 2 1-8
e (£) ape [ ()7 (L) ap- v,
/sz reca q o\ C q ’

By differentiation we can determine the C' that maximizes the bound @0). This gives C*~7 = fz(7,0)(4/cs(1+5)). and with
this choice of C, (20) becomes

g"(a) > faly,8)FFD/G=0 2=y ) @0

where h(8) = (4/(1+ B))> =Y .2(3 —1)/(1 + ). We are now ready to continue to:
Proof of (b). Let o € [0,1] be the point at which g(«) achieves its minimum. If a* < 1/2, a second-order Taylor
approximation of g(1) around o* gives that

(1—-a*)? min ¢" ()
a€la*,1]

2
—1) 2/(1—
fa(, )P/ 0D h(p),
so that after some manipulations
faly, )P0 < 8K/ D n(g) s, (22)

with K’ = K. If o* > 1/2, we perform a completely analogous second-order Taylor approximation of ¢(0) around «*, which
will then give (22)) again but with K’ replaced by 1. We thus always have 22) with K’ = max{K, 1}. Unpacking f5 in 22))
and rearranging gives:

a
< V4o
"=a-ar ' &
with 5
8K\ P 2
v 2/ < > =
g h(B)

We now pick the & that makes both terms on the right equal, so that the right-hand side becomes equal to 2/a. This is
the solution to the equation (&/(1-a))?V = 1 which must clearly be obtained for some 0 < & < 1, so this & satisfies our
assumptions. Basic calculation gives

v <

O o

—2. <V1/2+1)
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and unpacking V' we obtain )
€e=70 < c*-0THB + 24.

where b
& = YOt (8_K') e
h(B)
Unpacking h(3) gives the desired result.

APPENDIX B
RIPR STRICT SUB-PROBABILITY MEASURE
In this appendix, we discuss a general way to construct a measure P and convex set of distributions C such that the reverse
information projection of P on C is a strict sub-probability measure. For simplicity, we take Q = N and F = 2", though the
idea should easily translate to more general settings.

Proposition 8. Let g : N — R be a function, and let C denote the set of measures {Q : Y, g(i)q(i) < v} for some v > 0.
Then for any P that is not in C we have that E(i) = 9()/v is the optimal e-statistic.

Proof. The extreme points in C are the measure with total mass 0 and measures of the form ﬁéi, i.e. measures concentrated
in single points. An e-statistic £ must satisfy

;E(ﬁméi(a’) <1

or, equivalently, E(z)ﬁ < 1. Hence E < 9/v so the optimal e-statistic is 9/v. O

Let g : N — R<( be any function that satisfies
lim g(n) = 0.

n—oo

Furthermore, let P denote a probability measure on the natural numbers such that
S =
— g(i)

for some ¢ € R+¢. For v € (0,1/c) and let C, denote the set of measures {Q : >, g(i)q(i) < v}. Note that we do not yet
require all measures in C,, to be probability measures so that the set C,, is compact. It follows that there exists a unique element

of C that minimizes ), p(7) In(p(4)/q(7)).
The optimal e-statistic is E, = 9/v, and we may define the measure @),, by

iu10) = 25 = vo(i)/al)
and we can check that Q,, € C. Hence @, minimizes >, p(i) In(p(i)/q(i)).
This is a strict sub-probability measure:

el
zi:q”(”_ Zg(i)

K2

where we use that v < 1/e.

The next step is to prove that the information projection does not change if we restrict to the set of probability measures in
C,~, which we denote by C,~. To this end, note first that for v < v*, we have that 3" g(i)g, (i) < v*, so that for all v < v*
there exists n,, € N such that the probability measure defined by

(i) + 1—qu<j> S, ()
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is an element of C,-. Hence

D(P|IC) < D( P|[@x+ [ 1= qu(i) | 6n,
J

: (i)
(i) In P
2 % (1= Sy )

= —p(ny,)In M n,)In plny) 3 ¢)In .
= —p(ny)1 ( ) p)] <QV(ny)+1ZjENqV(j)>+i—le()1 (q”(l

Qv (nw)
p(n,) 1n( plr) ) = g () 22 m( p(ny) )

+

The first term can be written as

qv () qv () qv(ny)
(nw) \ (9(n)
=) 25 m (1520

Then notice that for v — v*, we must have that n, — oco. Using that cIn(c) — 0 for ¢ — 0 we see the first term tends to 0
for v — v*. Similarly, the second term can be written as

p(ny) -
p(ny) ln<qy(nu) +1-— ZjEN ql/(j)> a

) () . p(ny)
o) +1=0 ) | e s ! <qu<ny>+12jmqu<ﬂ'>>'

JjEN

We also have
p(ny)

@w(ny) +1 =2 (i)

for v — v* and using that cIn(c¢) — 0 for ¢ — 0 we get the second term tends to 0 for v — v*. Therefore we see
+ (1 - Z qu(i)> On,, )
< Zp(i)ln( pli) )
: (1)
. p(i)
= inf )In( =2
a3 (G)
The inequality trivially also holds the other way around, so we find that
5 g ((P(E)
D(P||C) = inf ) In| —= ).
(P16) = ot S pton (465

It follows that @),+ is a strict sub-probability measure, and at the same time it is the reverse information projection of P onto
Cy-.

— 0

D(P||C) < lim D<P Q
v—v*

APPENDIX C
CONVEXITY

One of the main assumptions made throughout the main text is that the set of measures C is convex, i.e. closed under finite
mixtures. However, one can also consider stronger notions of convexity, such as o-convexity and Choquet-convexity. In this
appendix, we investigate whether considering different levels of convexity can change the reverse information projection.

Definition 3. A set C’ of measures is said to be o-convex if Q1,Q2,Q3--- € C' implies that >, w;Q; € C’ when w; > 0

and Y 2, w; = 1. The o-convex hull of a set of measures C, denoted by o-conv(C), is the smallest o-convex set containing
C.

In order to avoid topological complications we will restrict the discussion of Choquet-convexity to Polish spaces, i.e. spaces
for which there exists a complete metric that generates the topology. That is, assume that €2 is a Polish space equipped with
the Borel o-algebra. Let © be another Polish space and let {Qy : § € ©} denote a parameterized set of probability measures
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on 2 such that § — fQ f dQy is Borel measurable for any measurable function f : 2 — R. Then for any probability measure
v on © the Choquet-convex mixture (i,, can be defined by

Qfdlh/:/@(/ﬂfdue)dM

Definition 4. A set C’ of measures is said to be Choquet-convex if it is closed under Choquet convex mixtures. The Choquet-
convex hull of a set of measures C is the smallest Choquet-convex set that contains C.

for any measurable function f: Q2 — R.

So far, we have assumed that all of the measures in C are finite. However, a countable or Choquet convex mixture of finite
measures may not be finite. It follows that our results on the existence of the RIPr might not be applicable to the o-convex and
Choquet-convex hull of C. We therefore assume for the remainder of this section that all involved measures are sub-probability
measures, in which case this issue does not arise. With all of this in place, it is relatively straightforward to construct examples
where the RIPr of P on a convex set does not exist, while the RIPr of P on its o-convex hull does exist.

Example 4. Let P denote a geometric distribution on Ny and let C denote the set of probability measures on Ny with finite
support. Then D(P||Q ~» C) = —oo for any ) € C. Therefore the reverse information projection of P on C is not defined
according to the definitions given in this paper. However, the o-convex hull of C consists of all probability measures on Ny,
which implies that the reverse information projection on the o-convex hull is well-defined and equals P.

However, as the following results show, if the RIPr of P on C does exist, then it must coincide with the RIPr of P on
o-conv(C).

Lemma 4. Let P and Q be sub-probability measures and let Q1,Q3, ... be a sequence of sub-probability measures such that
D(P||Q ~ Q1) > —o0, and let wy,wa,ws, ... be a sequence of positive numbers with sum 1. Then

p(Pe~ Zgt ) +D<P Qwai-Qi>
11

=1
"H O n 0.
dz zQz > 1ndzi:1 wzQz
dQ dQ

for n — oo.

Proof. Firstly, note that

and

/an%bwi@dpz/gm dﬁgl dP = D(P||Q ~ Q1) + Inw; + (Q1(Q) — Q(Q)) > —occ.

Since Z?:l w;iq; — 221 w;q; pointwise, applying the monotone convergence theorem to the sequence

(ln Ay, wiQi n dw1Q1)
neN

d@ d@
gives that
dy L, wiQ; dY 2, wiQ;
/ o d2m i@y dwiQu gAY il dwiQ
Q dQ dQ Q d@ d@
We get

Z 1wZQZdP4) In Z 1wzQz
sz d@ Q d@

for n — oo. Finally, we see that
n w; Qz dzﬂ—1wiQi -
Q ~ #)/lnlidP Q.(Q2) —Q(Q)) —In w;
( H S [ s (Qu(®) = Q) =13

dzcilwi@i
In—==—__""dP
I STo)
= D(P|Q ~ Q),

where Qoo := Y .0, w;Q; and we use that In > w; — 0 and Q,(2) = Qoo (€2). To see the latter, note that

)= [ Zatlet g,

— (R (2) — Q())



23

and 0 < X7oi gi(Wwi/sor w, < deo(w)/w,, where the RHS integrates, so that the desired convergence follows from the dominated
convergence theorem. O

Theorem 7. Let P be a finite measure and C a convex set of sub-probability measures such that D(P||Q ~ C) = 0. If
Q1,Q2, ... is a sequence of measures in C such that D(P||Qn ~~ C) — 0, then D(P||Q,, ~ o-conv(C)) — 0.

Proof. Fix Q* € C such that D(P[|Q* ~ C) < e and let Q = Y72} w;Q; € o-conv(C) arbitrarily. Let s € (0,1) and consider
Q:=s5-Q +(1-s)Q =2 wiQ; where Qp := Q*, Wy = s and w; = (1 —s) -w; for i = 1,2,.... Note that
D(P||Q* ~ Qo) = 0, so it follows from Lemma @] that

Do WiQi

Z?:o w;
The left hand side is, by definition of Q*, bounded by ¢ since Xi—o@:iQi/s>" @, € C, so that we find D(P||Q* ~ Q) < e.
Furthermore, by concavity of the log,
e > D(P||Q" ~ Q) 2 s- D(P||Q" ~ Qo) + (1 —5) - D(P|Q* ~~ Q) = (L —5) - D(P|Q" ~ Q).

Taking the limit of s — 0, we see D(P||Q* ~ Q) < ¢. Finally, the result follows by taking the supremum over Q. O

lim D(PHQ* ~

n—oo

)= rle =~ Q)

We conjecture that if C is a o-convex set of sub-probability measures and C’ is the Choquet-convex hull of C then D(P||Q ~
C) = D(P||Q ~ C") for any sub-probability measures P and @ such that P, @, and the sub-probability measures in C all have
densities with respect to a common o-finite measure.
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