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Chapter 1

Introduction

In this chapter, we briefly introduce streamer phenomena, along with computa-
tional models of streamer discharges. Research topics and the structure of this
thesis are presented in the end.
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Chapter 1 Introduction

1.1  An overview of streamer discharges

1.1.1 Introduction of streamer discharges

Streamer discharges are elongated conducting channels that typically grow
with a velocity between 10° and 10" m/s [1, 2, 3, 4, 5, 6, 7, 8]. They appear
when an insulating medium is locally exposed to a field above its break-
down value, and they can form complex tree-like structures [9]. Streamer
discharges can be observed in both natural and laboratory environments:
sprite discharges above active thunderstorms are large-scale streamer dis-
charges in our atmosphere [10, 11, 12], and streamers are used in for exam-
ple corona reactors or plasma jets for technical purposes [13, 14]. Figure 1.1
shows two examples of positive streamer discharges. Furthermore, stream-
ers are the precursors to sparks and lightning leaders [15].

Figure 1.1: Ilustration of streamers in natural and laboratory environ-
ments. (a) Red sprites above a thunderstorm. Figure taken from [16]. (b)
Positive streamer discharge in pure argon at room temperature and atmo-
spheric pressure (in false colors). Figure taken from [3].

The key mechanism in a streamer is the motion of electrons in the local
electric field and the collisions between electrons and neutral gas molecules.
Electric field enhancement around streamer tips causes streamers to rapidly
grow through electron impact ionization. Due to this field enhancement,
streamers can propagate into regions where the background field is initially
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below the breakdown threshold. Streamers frequently split into separate
channels, which is referred to as streamer branching. Streamers in air
usually follow background electric field lines, although deviations can occur
due to processes such as branching.

In ambient air, electron densities in streamer channels can reach magni-
tudes of 102! m—3. Electrons at tips of positive streamers can have energies
of up to tens of eVs, and those electrons can trigger chemical reactions with
a high activation energy. In air, OH, O and N radicals as well as excited
species and ions like N;“, O;,OQ_, O, Ot, NI and OI can be generated
through streamer discharges, and these species can trigger further chains of
reactions with the surrounding gas, or with solid and liquid surfaces. Based
to these properties, diverse industrial applications of streamer plasma have
been developed, such as gas purification or ozone production [17], the treat-
ment of liquids [18], industrial surface treatment [19], plasma medicine [20],
and plasma assisted combustion [21].

1.1.2 Particle motion and collisions

When that an insulating gas, such as air, is exposed to a high electric
field, free electrons gain kinetic energy and collide with other particles.
In this thesis we study plasmas with ionization degrees below 1074, so
these electrons predominantly collide with neutral particles, namely gas
molecules. Ions also gain energy from the electric field, but at a much
slower rate due to their larger mass. They lose more energy than electrons
in elastic collisions with neutrals, because the colliding masses are similar.
For this reason, we do not consider the motion of ions in this thesis.
In air, the most important electron-neutral collisions are:

e Elastic collisions,

e+ 0y — e+ 0Oy
e+ Ny — e+ Ny

in which the internal energies of the colliding particles do not change,
while an amount of energy proportional to m/M can be exchanged,
where m is the electron mass and M the mass of an oxygen/nitrogen
molecule.
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e Excitations,

e+ 0y — e+ 0;
e+ Ny — e+ N3

in which some of the electron’s kinetic energy is transferred to the
internal energy of the molecule.

e Electron impact ionization,

e+ 0y —e+e+ 05
e+ Ny —e+e+ Ny

in which more free electrons are generated. This type of collisions
only happens if the electron carries enough energy to liberate an-
other electron from the neutral. This binding energy depends on the
molecule type, and it is 12.07 eV for Oz [22] and 15.58 €V for Ny [23].

e Attachment

e+0y — 0 +0
6+02+02—>OQ_+02

in which the electron sticks to the neutral to form a negative ion.
The first reaction is dissociative electron attachment and the second
reaction is three-body attachment. In ambient air and a low back-
ground field, three-body attachment occurs more frequently [24, 25],
since dissociative attachment has a threshold energy for electrons of
4.8 eV [22].

e Photoionization

N5 — Ny + 7,
02+7—>O;+e,

in which an excited No molecule decays via the emission of a UV-
photon, the photon can then ionize an Oy molecule. The required
wavelength of the photons is between 98 and 102.5 mm. Photoion-
ization is further discussed in section 1.2.5.
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Another relevant process is the recombination of charged particles [26].
However, on the short time scales and low degrees of ionization considered
in this thesis, this process does not play an important role.

1.1.3 Streamer inception: from avalanche to streamer

When a gas is exposed to a high background electric field, an initial free
electron can initiate an electron avalanche as illustrated in figure 1.2. Such
a free electron could be present due to e.g. cosmic radiation or background
ionization. The electron is accelerated by the electric field, until it collides
with a neutral after a certain distance. If the electron energy suffices, a new
free electron can be liberated from the neutral. Subsequently, both elec-
trons continue to move and generate additional free electrons. In such way,
the number of electrons increases exponentially, which can be described as

N, = e, (1.1)

where N, is the number of electrons in the avalanche which starts from a
single electron, d is the distance traveled, and & = «a — 7 is the effective
Townsend ionization coefficient. Here o denotes how many ionizations a
single electron produces per unit length. Since an electron can only attach
once, ndzx could be interpreted as the probability that attachment occurs
over a small length dx [27].

An avalanche can only form when @ > 0, which indicates that ioniza-
tion happens more frequently than attachment, so that the number of free
electrons increases. The critical or breakdown field E. is defined as the
minimum value when & > 0. For atmospheric air the breakdown field is
about 30 kV/cm.

Avalanches do not grow indefinitely, as space charge effects that modify
the electric field cannot be ignored when the avalanche grows to a certain
size. The well-known Raether-Meek criterion is an empirical rule in ambient
air to define when space charge effects become significant, namely when
ad ~ 18 to 21, or when N, ~ 10® to 10°. At this point, avalanches become
streamers.
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Figure 1.2: Formation of an electron avalanche. The top panel shows the
increase of free electrons, and the bottom panel shows an example of an
avalanche.

1.1.4 Streamer polarity and propagation

Streamers can be classified as positive or negative, based on the polarity
of their space charge layers. A negative streamer carries a negative charge
surplus at its head, and it propagates in the direction of electron drift.
Conversely, a positive streamer has a surplus of positive charge, and it
propagates in the opposite direction of electron drift.

In air, positive streamers initiate more easily than negative streamers,
and positive streamers also propagate faster and further under the same
initial conditions. Their charge layers are formed by an excess of positive
ions, and these ions hardly move. Therefore electric field enhancement is
better maintained ahead of positive streamers.

A positive streamer grows due to the ionization of approaching electron
avalanches. Free electrons are therefore required in the region ahead of
the streamer tip. In atmospheric air, the source of free electrons is mainly
the photoionization of oxygen molecules [28], which is discussed in more
detail in section 1.2.5. For negative streamers, the electrons in the space
charge layer drift outward, so they do not require a non-local source of free
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electrons to propagate.

1.1.5 Townsend scaling: similarity law between streamer dis-
charges

As mentioned above, electrons travel and collide mostly with neutrals in
a gas environment. The electron mean free path fypp is therefore defined
as the average distance the electron travels between collisions, it can be
expressed as

ypp = 1/No, (1.2)

where N is the gas number density and o is the effective cross-section for
collisions. When an electron travels a distance of fypp parallel to the elec-
tric field, it gains an energy of eF - {\ipp, where e is the elementary charge.
When E-f\pp stays the same, electrons under different condition can there-
fore gain the same energy when traveling a mean free path. Since streamer
dynamics are dominated by electron acceleration in electric fields together
with electron-molecule collisions, the same dynamics can then be observed.
Because ¢/ypp is proportional to 1/N, this motivates the introductions of
the reduced electric field E/N and its unit Townsend (Td) as

1Td = 1072V - m?. (1.3)
For a given E/N, other properties of streamer discharges scale as [29]:
e L x1/N, as {yrp set the scale for other length parameters L,

e p x N2, where p stands for charge density, electron density and ion
density.

e { « 1/N, where t stands for typical time scales, such as the time
between ionizing collisions.

Since characteristic electron velocities are determined by the balance of the
kinetic electron energy and the ionization energy of the molecule, they do
not vary with N.
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Figure 1.3: Illustrations for electron motion in (a) an electric field E, (b)
a magnetic field B and (c) both an electric field E and a magnetic field
B, aligned perpendicularly. Here v denotes the electron velocity, v|| is the
drift velocity in the direction of B, v, is the velocity of electron cyclotron
motion.vg is the electron velocity in the direction of E.

1.1.6 Streamer discharges in an external magnetic field

In this thesis, streamer discharges in external magnetic fields are also stud-
ied. An electron e moving with a velocity v in an electric field E and a
magnetic field B experiences a Lorentz force of

F =e(E +v x B), (1.4)

so its motion depends on both E and B. Figure 1.3 shows trajectories of
a single electron with velocity v in different kinds of fields, with collisions
being ignored. In a pure electric field, the electron experiences an accelera-
tion of @ = —eE /m, where e is the elementary charge and m is the electron
mass. In a pure magnetic field, electron motion can be separated in two
components: a drift velocity v parallel to B and a gyration perpendicular
B with a cyclotron frequency wee = €eB/m and a radius r. = v, /wee, where
v is the magnitude of the electron velocity perpendicular to B. When a

9
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electron travels in a field of both E and B, its motion can be separated in
three components:

e Acceleration by the electric field component parallel to B.
e Drift in the £ x B direction, with a velocity vy« = (E x B)/B>.

e Cyclotron motion as discussed above, but the center of gyration and
the radius vary due to the effect of the electric field.

In figure 1.3(c), we present a case where E is perpendicular to B.

For streamer discharge modeling, the electron collisions need to be fur-
ther added to the electron motion. In this thesis, we used a 3D particle
model to study the propagation of positive streamers in strong external
magnetic fields of up to 40 T in ambient air. An advantage of using a par-
ticle model is that magnetic fields can relatively easily be included in the
particle mover, see chapter 5. To include a magnetic field in a fluid model
is also complicated, since both the computation of transport data and the
integration of such data into the model are non-trivial [30, 31].

There are a few studies of streamers in externals magnetic fields, using
both experimental methods [32, 33, 34] and simulations [35, 36]. In ex-
periments, obtaining a strong enough magnetic field in a sufficiently large
volume is quite challenging, and interpreting the 3D structures of streamer
morphologies from 2D planar images is difficult.

1.2 Streamer discharge modeling

Numerical simulations can be a powerful tool to study the physics of streamer
discharges. In simulations, the electric field and all species densities are

known, both in time and in space. Furthermore, physical mechanisms can

be turned off or artificially increased, the discharge conditions can easily

be modified, and simulations can be performed in simplified geometries.

In this thesis, two commonly-used streamer discharge models are used and

compared in detail, namely fluid models and particle models, which are

introduced below.

10
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1.2.1 Particle model

From a microscopic perspective, the physics of a streamer discharge is deter-
mined by the dynamics of particles: electrons, ions, neutral gas molecules
(or atoms) and photons. The electrons and ions interact electrostatically
through the collectively generated electric field. As mentioned in sec-
tion 1.1.2, the collisions between electrons and gas neutrals are the domi-
nant collisions in streamer discharges, and the motion of ions and neutrals is
ignored in this thesis. Based on this understanding, streamer discharges can
be simulated with particle-in-cell (PIC) codes coupled with a Monte Carlo
collision (MCC) scheme. In a PIC code for streamer discharges, electrons
are therefore described as particles, while ions are tracked as densities, and
neutral gas molecules are included as a background that electrons stochas-
tically collide with. An example of particle-in-cell simulation of discharge
inception is shown in figure 1.4.

The stochastic collisions between electrons and neutral species can be
divided in four major categories: elastic, excitation, electron-impact ion-
ization and electron attachment [38]. Collision probabilities depend on
the energy of electrons. These probability data, known as cross-sections,
serve as input data in the particle model and are discussed further in sec-
tion 1.2.6. The collisions between electrons and neutrals are handled with
the null-collision method, which is a Monte Carlo procedure in which ran-
dom numbers are used to determine the collision time. It is assumed that
electrons scatter isotropically after a collision.

In particle models, the positions and velocities of electrons evolve through-
out the simulation, and the electric field is updated every time step after
the particles have moved. To compute the electric field, electron and ion
densities are first mapped to a charge density p on a numerical grid. The
electric potential ¢ can then be computed by solving Poisson’s equation

V- (eV9) = —p (1.5)

where ¢ is the dielectric permittivity. Afterwards, the electric field can be
computed as E = —V¢.

In a typical discharge, the number of free electrons is so large that they
cannot all be simulated individually. Instead, so-called super-particles are
employed that represent multiple physical electrons, see section 2.2.1.

11
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Figure 1.4: Example of particle-in-cell simulation where the discharge in-
ception around a needle electrode is presented. The figure is adapted
from [37].

1.2.2 Fluid model

Fluid models in general can be derived from the Boltzmann equation. They
employ a continuum description of a discharge, which means that they
describe the evolution of one or more densities in time [39]. A classic drift-
diffusion-reaction fluid model with the local field approximation is used in

12
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this thesis, as implemented in [40]. The electron density n. evolves in time
as
8t7’Le =V- (neueE + Devne) + SR + Sph (16)

where u. and D, indicate the electron mobility and the diffusion coefficient,
Spp is the non-local photoionization source term and Sg is a source term
due to electron impact ionization o and attachment 7

SR = (a - n)MeEnea (17)

where E = |E|. Additional terms can be included in Sg to account for e.g.
electron detachment and recombination. Since ion motion is not taken into
account in this thesis, ion densities evolve in time as

where S; corresponds to the production and loss of the ion species due to
for example ionization, attachment or ion conversion reactions.

Transport coefficients (p and D.) and reaction rates are often deter-
mined using the local field approximation, see section 1.2.6. An example
of a simulation of a positive single streamer discharge in artificial air using
the classic fluid model is shown in figure 1.5.

1.2.3 Challenges in streamer modeling

Streamer discharges are multiscale phenomena, both in space and in time,
as illustrated in figure 1.5 and figure 1.4. Simulating their non-linear evo-
lution is therefore computationally challenging. In atmospheric air, the
smallest time scales that have to resolved are on the order of 1075 to
10~!'s, based on following requirements:

e The maximal collision rate of electrons is around 10'® Hz, which is
relevant for particle simulations.

e Electrons should move less than one numerical grid spacing Ax per
time step At. For typical values of Ax ~ um and electron velocities
v ~ 10%m/s, this results in a time step At ~ 107125,

e The time scale for electric screening (the Maxwell time) can be on the
order of 10725 or smaller. This time is defined as Ty\faxwell = €0 /o,
where g¢ is the dielectric permittivity and o the plasma conductivity.

13
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Figure 1.5: Simulation example showing a cross section of a single positive
streamer propagating downwards.

Furthermore, simulations need to be performed with a high spatial res-
olution. In atmospheric air, space charge layers can have a thickness on the
order of 10 um or less. Furthermore, there are steep density gradients with
characteristic widths n/0;n ~ 1/, which can be on the order of several
pm. To properly resolve these length scales as well as the strong electric
field enhancement resulting from the charge layers, a grid spacing of a few
pm is required.

Since a typical streamer discharge in atmospheric air develops on time
scales of hundreds of nanoseconds and on spatial scales of centimeters or
more, it is usually not feasible to simulate streamer discharges in 3D on a
uniform grid.

1.2.4 Framework

The use of efficient computational methods is crucial for streamer simula-
tions. Of particular importance is the type of numerical grid, which signif-

14
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icantly impacts the overall performance. In fluid simulations, all quantities
are defined on numerical grids, and in particle simulations, the grid is used
to keep track of particle densities and to compute electric fields.

Due to the multi-scale nature of streamers, it is possible to use different
resolutions in different parts of a computational domain. For example, near
space charge layers, where the density of electrons changes rapidly and the
electric field gradient is sharp, the mesh spacing is usually required to be
a few micrometers, whereas the mesh spacing inside the streamer channel
or far from it can be much larger. For the simulations in this thesis, we
therefore make use of adaptive mesh refinement in both the fluid model and
the particle model. The refinement is of the quadtree/octree type, provided
by the Afivo framework [41].

The refinement criterion depends on the local electric field:

Az < ¢o/a(E), (1.9)

where a(E) is the effective ionization coefficient which depends on the local
electric field. The reason for using this criterion is that 1/« is a typical
length scale for ionization, so that the space charge layers of a discharge
will have a width of a few times 1/a. The factor ¢y decides the degree of
refinement. In this thesis, we typically use ¢y = 1.

1.2.5 Photoionization and its modeling

Photoionization is defined as the process when neutrals are ionized by UV
photons emitted from excited atoms or molecules. For streamer discharges
in air, photo-ionization usually serves as a significant source of non-local
free electrons, which is particularly important for positive streamers, as
they advance against the electron drift velocity [42, 28]. Photoionization
in air occurs in the following process: First, an energetic electron excites a
nitrogen molecule to one of the b'II, bllEj[, clIl, and cllEfj states. The
excited nitrogen molecule emits a UV photon, of which the wavelength is
in the range in 98-102.5 nm. Finally, oxygen molecules can be ionized at
some distance by absorbing the emitted photons:

N5 — Ny + 7,
Oy +v — OF +e.

15
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The distance which the emitted photo « travels is defined as the absorption
distance, which depends on the gas mixture and density.

Zheleznyak’s model is the typical model used to describe photoioniza-
tion in air. In this model, the mean absorption distance of emitted photons
is about 0.45 mm for air at 1 bar and room temperature, as described by
the absorption function f(r)

f(r) = exXP(—XminP0,") — €XP(—XmaxPO,T)

, 1.10
r hl(Xmax/Xmin) ( )

where Ymax &~ 1.5 x 10? /(mm bar), xmin ~ 2.6 /(mm bar), and po, is
the partial pressure of oxygen. Assuming that ionizing photons do not
scatter and that their direction is isotropically distributed, the source term
of photoionization Sy, in equation (1.6) is then computed as

Son(r) = /I(r,)mr =D gy, (1.11)

A |r —r/|?

Here I(r) is the source of ionizing photons, which is proportional to the
electron impact ionization source term S;:

I(r) = piqqusia (1.12)

where p is the gas pressure, p, = 40 mbar is a quenching pressure and §
is a proportionality factor, which depends on the local electric field. For
simplicity, we fix it at £ = 0.075 in our simulations.

Zheleznyak’s photoionization model can be implemented as a contin-
uum method or as a Monte Carlo procedure. Both approaches are briefly
introduced below. We typically use a continuum method in a fluid model,
and a Monte Carlo approach in a particle model.

Continuum (Helmholtz) approach

With a continuum method, the photo-ionization rate (ionizations per unit
volume per unit time) is computed from the photon production rate (pho-
tons produced per unit volume per unit time). Directly evaluating the
integral in equation (1.11) is computationally very costly, which is why the

16
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so-called Helmholtz approximation [43, 44] is typically used. The idea is to
approximate the absorption function as

N
flr)ymry e (1.13)
=1

where ¢; and \; are fitted coefficients. Equation (1.11) then transforms into
N Helmholtz equations that can be solved more efficiently using fast elliptic
solvers. We use Bourdon’s three-term expansion, as described in [43] and
appendix A of [45].

Discrete (Monte-Carlo) approach

With a Monte Carlo approach photoionization is modeled as a stochas-
tic process with discrete photons [46]. The main computational steps are
summarized below, for further details see [46] and Chapter 11 of [27].

In a particle model, there is a certain probability of generating an
ionizing photon after an electron-impact ionization, as described by equa-
tion (1.12). For each ionizing photon, the absorption length is then sampled
from equation (1.10), and a direction is sampled isotropically. An electron-
ion pair is then generated at the location of absorption.

In a fluid model, the number of emitted photons in each grid cell is
sampled from a Poisson distribution with the mean given by I(r)AtAV,
where At is the time step and AV is the volume of the cell. The photons
are then absorbed on a numerical grid, thereby defining the photoionization
source term Sy, in equation (1.6).

When using discrete physical photons in a fluid model, the level of
noise is still somewhat underestimated, since we use a fluid approximation
for electrons and ions. This means that the electrons generated in pho-
toionization events do not behave as discrete particles but as transported
‘patches’ with augmented electron density, with the size of the patch de-
pending on the grid resolution.

17
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Figure 1.6: Illustration of elastic, ionization and excitation cross sections
for No. The figure was generated using Biagi’ database [47], obtained from
lxcat.net. The database contains more excitation cross sections than the
one shown here.

1.2.6 Input data for streamer modeling
Cross sections

As illustrated in figure 1.2, electrons are accelerated by the electric field,
and collide with a neutral under a certain probability. The probability of a
collision 4 per unit time is given by the collision rate p;, which is defined as

j2% ZNUUi, (1.14)

where N is the number density of the neutral species, v is the electron
velocity and o; is the energy-dependent cross section for the collision 1.
Cross sections are therefore required in particle simulations as input data,
and they are often obtained from the online database 1xcat.net. We present
an illustration of cross section data for N9 in figure 1.6.

Transport and reaction coefficients

In equations (1.6)—(1.8), the electron mobility ., the diffusion coefficient
D, and the coefficients « and 7n are required to update electron densities
and ion densities during fluid simulations. In a fluid model with the local
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Figure 1.7: Illustration of electron transport data. (a) electron mobility, (b)
electron diffusion coefficient, (c) ionization coefficient and (d) attachment
coefficient. The coeflicients were computed for 80% Ny and 20% Os at 1
bar and 300 K, using Phelp’s cross sections. The data labeled “bulk” and
“flux” was computed with a Monte Carlo swarm code, and “BOLSIG+”
stands for the data computed with BOLSIG+ using the temporal growth
option.

field approximation, these coefficients are tabulated versus the electric field
strength. Such tables with reaction and transport data can be computed
from electron-neutral cross sections using two approaches, briefly described
below.

The first is BOLSIG+, which is a widely used Boltzmann solver [48, 49].
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BOLSIG+ uses a two-term expansion, i.e, a first order expansion about an
isotropic velocity distribution, which can be sufficient depending on the
gas and the required accuracy [50]. However, when the electron velocity
distribution is strongly anisotropic, for example in high electric fields, the
use of the two term approximation can introduce errors [51]. Furthermore,
it is possible to use either a spatial or temporal growth model in a Boltzman
solver, which lead to different transport coefficients [48].

The other method is a Monte Carlo swarm code gitlab.com/MD-CWI-NL/
particle_swarm, similar to e.g. [52, 53]. The basic idea of this approach is
to trace electrons in a uniform field, considering non-conservative collisions
such as ionization and attachment. From there the transport and reactions
coefficients can be obtained.

With the Monte Carlo method, an option can be used to decide whether
to get fluzx or bulk coefficients [54, 55]. Flux data describe the average prop-
erties of individual electrons, whereas bulk data describe average properties
of a group of electrons. For example, the bulk drift velocity then describes
the average velocity of the center of mass of this group, whereas the flux
drift velocity describes the average velocity of individual electrons. These
two definitions differ when the probability of non-conservative collisions is
not uniform in space, which causes motion of the center of mass. Figure 1.7
shows examples of transport data computed with these methods and both
the flux and the bulk coefficients from the swarm code are presented.

1.3 Research topics and structure of the thesis

In this thesis, we study positive streamer discharges in air using simulations,
with a focus on streamer dynamics and its branching phenomenon. Positive
streamer discharges in strong external magnetic fields are discussed at the
end. All simulations are performed at 300 K and 1 bar. In more detail, the
thesis is structured as follows.

In chapter 2, we initially compare the fluid model and the particle model
under the same AMR framework, and streamer properties including the
channel conductivity, the maximal electric field, the streamer velocity, the
streamer radii are discussed in detail. The influence of different trans-
port data on fluid simulations is further studied, considering computational
methods and bulk/flux types. We also look at the source of stochastic fluc-
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tuations in the axisymmetric simulations, followed by the discussion on the
model agreement under higher voltages.

In chapter 3, we compare 2D Cartesian and axisymmetric simulations of
positive streamers in air, using a drift-diffusion-reaction fluid model with
the local field approximation. Such 2D Cartesian simulations are some-
times used when full 3D simulations are computationally too expensive.
We compare inception voltages and streamer properties, such as radius,
velocity and maximal electric field, as well as the branching behavior of
streamers in the two types of models.

In chapter 4, stochastic photoionization is employed in the fluid model
to simulate positive streamer branching in atmospheric air. We perform a
quantitative comparison between simulation results and the designated ex-
periment results, considering the branching probability, the streamer mor-
phology, and the streamer gap-bridging time. A validation of Zheleznyak’s
photoionization model is further presented by varying the photoionization
coefficient &.

In chapter 5, we study how a strong external magnetic field of up to
40 T affects the propagation of positive streamers in air, and the cases when
the magnetic field is perpendicular or parallel to the background electric
field are investigated. The electron transport data in electric and magnetic
fields crossed at arbitrary angle are calculated to explain the results.

Chapter 6 contains a summary of our key results, along with insights
on the future possibilities to advance our comprehension of streamer dis-
charges.
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Chapter 2

A comparison of

particle and fluid models for
positive streamer discharges
in air

Both fluid and particle models are commonly used to simulate streamer discharges.
In this chapter, we quantitatively study the agreement between these approaches
for axisymmetric and 3D simulations of positive streamers in air. We use a drift-
diffusion-reaction fluid model with the local field approximation and a PIC-MCC
(particle-in-cell, Monte Carlo collision) particle model. The simulations are per-
formed at 300 K and 1 bar in a 10 mm plate-plate gap with a 2 mm needle
electrode. Applied voltages between 11.7 and 15.6 kV are used, which correspond
to background fields of about 15 to 20 kV/cm. Streamer properties like maximal
electric field, head position and velocity are compared as a function of time or
space.

Our results show good agreement between the particle and fluid simulations,
in contrast to some earlier comparisons that were carried out in 1D or for nega-
tive streamers. To quantify discrepancies between the models, we mainly look at
streamer velocities as a function of streamer length. For the test cases considered
here, the mean deviation in streamer velocity between the particle and fluid sim-
ulations is less than 4%. We study the effect of different types of transport data
for the fluid model, and find that flux coefficients lead to good agreement whereas
bulk coefficients do not. Furthermore, we find that with a two-term Boltzmann
solver, data should be computed using a temporal growth model for the best agree-
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ment. The numerical convergence of the particle and fluid models is also studied.
In fluid simulations the streamer velocity increases somewhat using finer grids,
whereas the particle simulations are less sensitive to the grid. Photoionization is
the dominant source of stochastic fluctuations in our simulations. When the same
stochastic photoionization model is used, particle and fluid simulations exhibit
similar fluctuations.

This chapter is published as:
Z. Wang, A. Sun, and J. Teunissen. A comparison of particle and fluid models

for positive streamer discharges in air. Plasma Sources Science and Technology,
31(1):015012, 2022.
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2.1 Introduction

Streamer discharges are elongated conducting channels that typically ap-
pear when an insulating medium is locally exposed to a field above its
breakdown value [9]. Electric field enhancement around their tips causes
streamers to rapidly grow through electron impact ionization. Due to this
field enhancement, they can propagate into regions in which the back-
ground field was initially below breakdown. Streamers occur in nature
as sprites [29, 57] and they are used in diverse applications such as the pro-
duction of radicals [58], pollution control [17], the treatment of liquids [18],
plasma medicine [20], and plasma combustion [21].

Over the last decades, numerical simulations have become a powerful
tool to study streamer physics and to explain experimental results. Two
types of models have commonly been used: particle models (e.g., [59, 37,
60, 61, 62]) and fluid models (e.g., [63, 40, 64, 65, 66, 67, 68]).

Particle models track the evolution of a large number of electrons, rep-
resented as (super-)particles, and other relevant species. They can be used
to study stochastic phenomena such as electron runaway or discharge in-
ception. Another advantage of such models is that no assumptions on
the EVDF (electron velocity distribution function) need to be made. In
fluid models all relevant species are approximated by densities, which can
greatly reduce computational costs. These densities evolve due to fluxes
and source terms, which are computed by making certain assumptions
about the EVDF. Common is the local field approximation, in which it
is assumed that electrons are instantaneously relaxed to the local electric
field. Higher-order fluid models can also be used [55, 69]. In principle,
it would even be possible to solve the underlying spatio-temporal Boltz-
mann equation [70, 71], but this is at present computationally infeasible
for multi-dimensional streamer simulations.

Both particle models and fluid models with the local field approximation
have frequently been used to study positive streamer discharges. Although
it is well known that the local field approximation can lead to errors [72, 73],
it is not clear how significant these errors are for the modeling of positive
streamers. The first goal of this chapter is therefore to study the agreement
between particle and fluid simulations of positive streamers in air, using
both axisymmetric and 3D simulations. We use a standard particle model of
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the PIC-MCC (particle-in-cell, Monte Carlo collision) type and a standard
drift-diffusion reactions fluid model with the local field approximation.

When comparing models, it is important to have consistent input data
computed from the same electron-neutral cross sections. However, trans-
port coeflicients for a fluid model can be computed with different types
of Boltzmann solvers, and both so-called flur and bulk coefficients can
be computed. Bulk coefficients describe the dynamics of a group of elec-
trons, whereas flux coefficients characterize the properties of individual
electrons [54, 55]. Although the use of flux coefficients is generally recom-
mended for plasma modeling [74, 55|, it is not fully clear how the use of
bulk data affects simulations of positive streamers [75]. Furthermore, with
a two-term Boltzmann solver it possible to use either a spatial or temporal
growth model, which lead to different transport coefficients [48]. The sec-
ond goal of this chapter is therefore to determine the most suitable type of
transport data for use in fluid simulations of positive streamers.

Past work Below, we briefly discuss some of the past work on the com-
parison of particle and fluid models for streamer discharges. In [75], four
models were compared by simulating a short negative streamer in 3D: a par-
ticle model, the ‘classical’ fluid model with the local field approximation, an
extended fluid model, and a hybrid particle-fluid model. These simulations
were carried out in a 1.2 mm gap using a background electric field well
above breakdown, without taking photoionization into account. The clas-
sical fluid model here deviated from the other models in terms of streamer
velocity and shape, but this was probably due to an implementation flaw
that was later found. In [76] three plasma fluid models of different or-
der were compared against particle simulations for planar ionization waves,
which can be thought of as “1D” negative streamers. The classical fluid
model was found to give rather reasonable results, somewhat in contrast
with the conclusions of [73]. Finally, in [45] six streamer codes from dif-
ferent groups were benchmarked against each other, aiming towards model
verification. All codes implemented the classical fluid model, and three test
cases with positive streamers were considered. Good agreement was found
on sufficiently fine grids, and with corresponding small time steps.

Particle and fluid models have also been compared for other types of
discharges. In [77] particle, fluid and hybrid models were benchmarked
against each other and against experimental data. This review paper fo-
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cused on applications related to plasma display panels, capacitively cou-
pled plasmas and inductivetly coupled plasmas. The authors conclude that
“Fxcellent agreement can be found in these systems when the correct model
is used for the simulation. Choosing the right model requires an under-
standing of the capabilities and limitations of the models and of the main
physics governing a particular discharge.”. Furthermore, in [78], particle
and fluid models were compared for capacitively and inductively coupled
argon-oxygen plasmas, in [79] they were compared for atmospheric pres-
sure helium microdischarges, and in [80] they were extensively compared
for low-pressure ccrf discharges.

In contrast to the above work, we here compare multidimensional par-
ticle and fluid simulations of positive streamers in air, propagating in back-
ground fields below breakdown, including photoionization. The chapter
is organized as follows. In section 2.2, the particle and fluid models are
described as well as the simulation conditions. In section 2.3.1, we first
compare axisymmetric and 3D particle and fluid simulations of positive
streamers in air, after which the influence of transport data is studied with
axisymmetric fluid simulations in section 2.3.2. We then investigate the
numerical convergence of both types of models in section 2.3.3, and we
determine the dominant source of stochastic fluctuations in the particle
simulations in section 2.3.4. Finally, in section 2.3.5, the models are again
compared for different applied voltages.

2.2 Model description

The particle and fluid models are briefly introduced below, after which
the simulation conditions, photoionization and the adaptive mesh are de-
scribed. We use both axisymmetric and 3D models. For brevity, axisym-
metric models will sometimes be referred to as “2D”.

Due to the short time scales considered in this chapter, ions are assumed
to be immobile in both the particle and fluid models. Information about
the computational cost of simulations is given in Appendix A.
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2.2.1 Particle (PIC-MCC) model

We use a PIC-MCC (particle-in-cell, Monte-Carlo Collision) model that
combines the particle model described in [37] with the Afivo AMR (adaptive
mesh refinement) framework described in [41]. Electrons are tracked as
particles, ions as densities, and neutrals as a background that electrons
stochastically collide with. Below, we briefly introduce the model’s main
components.

Particle mover and collisions

The coordinates & and velocities v of simulated electrons are advanced with
the ‘velocity Verlet’ scheme described in [37]:

z(t+ At) =z(t) + Ato(t) + A2 a(t), (2.1)
v(t+At) =wv(t)+ 1[a(t) +alt+ At)], (2.2)
where @ = —(e/m.)E is the acceleration due to the electric field E, and e

is the elementary charge and m. the electron mass.

In axisymmetric simulations particles are evolved as in a 3D Cartesian
geometry. However, their acceleration, which is due to an axisymmetric
field, is projected onto a radial and axial components before it is used.
The acceleration in equation (2.1) is then given by a = (a, z/r,a, y/r, a,),
where = and y denote the two (3D) particle coordinates corresponding to
the radial direction and r = \/22 4+ y2. In equation (2.2), the radial velocity
is updated as

—

Uyt + At) = vy (t) + =7 [ar(t) + a,(t + At)],

\V)

where 7 = (z,y)/r.
Electron-neutral collisions are handled with the null-collision method [81,
37], using collision rates calculated from cross section input data.

Super-particles

Due to the large number of electrons in a streamer discharge, it is gener-
ally not feasible to simulate all electrons individually. Instead, so-called
“super-particles” are used, whose weights w; determine how many physical
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particles they represent [82]. The procedure followed here is similar to that
in [37]. A parameter Np,. controls the ‘desired’ number of particles per
grid cell. We use Ny, = 75, except for section 2.3.4, in which it is varied.
The desired particle weights w are then determined as

w=mne X AV/Nppe (2.3)

where n, is the electron density in a cell and AV the cell volume. Further-
more, the minimum particle weight is wpiy, = 1.

Particle weights are updated when the number of simulations particles
has grown by a factor of 1.25, after the AMR mesh has changed, or after
10 time steps in axisymmetric simulations (see below). The particles in a
cell for which w; < (2/3) X w are merged, by combining two such particles
that are close in energy into one with the sum of the original weights. The
coordinates and velocity of the merged particle are randomly selected from
one of the original particles, see [83]. Particles are split when w; > (3/2) xw.
Their weight is then halved after which identical copies of these particles
are added, which will soon deviate from them due to the random collisions.

In axisymmetric simulations particle weights are updated every ten time
steps to reduce fluctuations near the axis. Figure 2.1 illustrates an ax-
isymmetric mesh in which cell volumes depend on the radial coordinate as
AV = 21rArAz. Cells with small volumes contain fewer physical electrons,
and because the minimal super-particle weight is one, stochastic fluctua-
tions in such cells are larger. Furthermore, super-particle weights given
by equation (2.3) are proportional to the cell volume. Particles with high
weights can therefore cause significant fluctuations when they move towards
the axis. We update the particle weights more frequently in axisymmetric
simulations to limit these fluctuations.

Mapping particles to the grid

Particles are mapped to grid densities using a standard bilinear or trilinear
weighting scheme, as in [37]. Near refinement boundaries, the mapping is
locally changed to the “nearest grid point” (NGP) scheme, to ensure that
particle densities are conserved. In axisymmetric coordinates the mapping
is also done using bilinear weighting, but the radial variation in cell vol-
umes is taken into account. The interpolation of the electric field from
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Figure 2.1: Illustration of the adaptive mesh in an axisymmetric streamer
simulation, also showing the electron density. The grid is coarser than in
an actual simulation. The enlarged view illustrates the relation between
cell volumes and radius.

the grid to particles is done using standard bilinear (2D) or trilinear (3D)
interpolation. Note that there are more advanced weighting schemes for
handling axisymmetric coordinates systems [84], but these approaches are
challenging to combine with the cell-centered AMR, used in our models.

Temporal discretization
We use the following CFL-like condition

Atefi Tmax < 0.5 X AZmin, (2.4)

where Axpin indicates the minimum grid spacing, and ¥,y 1S an estimate of
the particle velocity at the 90%-quantile. This prevents a few fast particles
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from affecting Atcq.
Another time step constraint is the Maxwell time, also known as the
dielectric relaxation time, which is a typical time scale for electric screening:

Atdrt = €0/ (ene,max Me) s (25)

where g¢ is the dielectric permittivity, ne max is the maximal electron den-
sity, and p. the electron mobility, as determined in the local field approxi-
mation (see section 2.2.2).

The actual time step is then the minimum of At.q and Atgy, and it is
furthermore adjusted such that the number of electrons does not grow by
more than 20% between time steps.

Input data

We use Phelps’ cross sections for No and Oz [85]. These cross sections
contain a so-called effective momentum transfer cross sections, which ac-
count for the combined effect of elastic and inelastic processes [86]. To
use them in particle simulations, we convert them to elastic cross sections
by subtracting the sum of the inelastic cross sections. This is an approx-
imate procedure, but the resulting cross sections are suitable for a model
comparison.

2.2.2 Fluid model

We use a drift-diffusion-reaction fluid model with the local field approxi-
mation, as implemented in [40]. The electron density n. evolves in time
as

One =V - (nepre B+ DeVne) + Sgr + Spn (2.6)

where p. and D, indicate the electron mobility and the diffusion coefficient,
Sph is the non-local photoionization source term (see section 2.2.4), and Sg
is a source term due to the following ionization and attachment reactions:

e+ Ny — 2e + N3 (15.60 eV)

e+ Ny — 2e + NJ (18.80 eV)
e+ 0s — 2e+ OF
e+202 — Oy + O2
e+02— 0 +0
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Ton densities also change due to the above reactions. Transport coefficients
and reaction rates are determined using the local field approximation, see
section 2.2.2.

Time integration

Advective electron fluxes are computed using the Koren flux limiter [87]
and diffusive fluxes using central differences, see [40] for details. Time inte-
gration is performed with Heun’s method, a second order accurate explicit
Runge-Kutta scheme. Time steps are limited according to the following
restrictions:

2Ndim v;
< 0.
Ales < IR Ax) <0.5,
Atgrg (eneﬂe/go) <1,
At = 0.9 x min(Atqr, Ateq),

where At.q corresponds to a CFL condition (including diffusion), Atqy
corresponds to the dielectric relaxation time (as in equation (2.5)), Ngim is
the dimensionality of the simulation, At is the actual time step used, and
Az stands for the grid spacing, which is here equal in all directions.

Input data

The fluid model requires tables of transport and reaction data versus elec-
tric field strength as input. We use two methods to compute such data
from the cross sections that were also used for the PIC model, see sec-
tion 2.2.1. The first is BOLSIG+, which is a widely used two-term Boltz-
mann solver [48, 49]. When the electron velocity distribution is strongly
anisotropic, for example in high electric fields, the use of the two term
approximation can introduce errors [51]. The second method we use is
a Monte Carlo swarm code gitlab.com/MD-CWI-NL/particle_swarm, simi-
lar to e.g. [52, 53]. The basic idea of this approach is to trace electrons
in a uniform field, from which transport and reactions coefficients can be
obtained.

With the Monte Carlo method we compute both so-called flux and bulk
coefficients [54, 55]. Flux data describes the average properties of individual
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electrons, whereas bulk data describes average properties of a group of elec-
trons, taking non-conservative collisions such as ionization and attachment
into account. Consider for example a group of electrons, which changes
in size due to non-conservative collisions. The bulk drift velocity then de-
scribes the average velocity of the center of mass of this group, whereas
the flux drift velocity describes the average velocity of individual electrons.
These two definitions differ when the probability of non-conservative colli-
sions is not uniform in space, which causes motion of the center of mass.

One of the main differences between bulk and flux data is that in high
fields the bulk mobility is higher than the flux mobility, as shown in figure
2.7. Unless mentioned otherwise, the fluid simulations presented in this
chapter use Monte Carlo flux data.

2.2.3 Computational domain and initial conditions

Figure 2.2: Schematic view of the axisymmetric computational domain used
for both particle and fluid models, showing the initial electron density and
the electrode. 3D simulations are performed in a similarly sized domain,
measuring 20 mm x 20 mm x 10 mm.
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Simulations are performed in artificial air, containing 80% Ns and 20%
Oz, at p = 1 bar and T = 300 K. We will give electric fields in units of
kV/cm. With a gas number density of N = 2.414 x 10%°> m~3, assuming
the ideal gas law, 1 kV/cm corresponds to about 4.14 Td (Townsends).

The computational domain used for the comparison of cylindrical mod-
els is shown in figure 2.2. It measures 10 mm in both the axial and radial
directions. For the 3D Cartesian simulations, a similar domain of 20 mm
x 20 mm x 10 mm is used. A rod-shaped electrode with a semi-spherical
cap is placed at center of the domain. This electrode is 2.0 mm long and
has a radius of 0.2 mm.

For the electric potential, Dirichlet boundary conditions are applied to
the lower and upper domain boundaries, and a homogeneous Neumann
boundary condition is applied on the other boundaries. In terms of elec-
trostatics the axisymmetric and 3D simulations are not fully equivalent,
because of the different geometry in which these boundary conditions are
applied.

For the electron density homogeneous Neumann conditions are applied
on all domain boundaries, except for the rod electrode. The electrode
absorbs electrons but does not emit them. Since a positive voltage is applied
on this electrode, secondary electron emission was not taken into account.

There is initially no background ionization besides an electrically neu-
tral plasma seed that is placed at the tip of the electrode. This seeds helps
to start discharges in almost the same way in particle and fluid models. The
electron and positive ion densities are given by a Gaussian distribution:

ni(r) = ne(r) = 101 m ™3 exp [— (2.7)

(r —rg)? ]
(0.1mm)2? |’

where rg is the location of the tip of the electrode, which is at z ~ 7.8 mm.

In particle simulations, these initial densities are converted to N =
|neAV | simulation particles per cell, each with a weight of one. A uniform
[0,1) random number is compared to the remainder to determine whether
to add one more particle. The goal of this sampling is to reduce stochas-
tic fluctuations in the initial conditions. The initial particles are spread
uniformly within each grid cell, and they initially have zero kinetic energy.
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2.2.4 Photoionization

For streamers in air, photoionization is typically the main source of free
electrons. The process results from the interaction between an oxygen
molecule and an UV photon emitted from an excited nitrogen molecule.
We use Zheleznyak’s model for photoionization in air [28] and compute
photoionization as in [65]. Assuming that ionizing photons do not scatter
and their direction is isotropically distributed, the photoionization source
term in equation (2.6) is given by:

Sph(r) — / I(T/)f(|r — r/’)d31ﬂ/, (28)

dr v —r|?

where f(r) is the photon absorption function and I(r) is the source of
ionizing photons, which is proportional to the electron impact ionization
source term S;:

() = 26 (2.9

where p is the gas pressure, p, = 40 mbar is a quenching pressure. For
simplicity, we use a constant proportionality factor £ = 0.075, except for
section 2.3.4, in which € is varied.

We solve equation (2.8) in two ways in this chapter. For fluid simula-
tions, we use the so-called Helmholtz expansion [43, 44]. By approximating
the absorption function, the integral in equation (2.8) can be turned into
multiple Helmholtz equations that can be solved by fast elliptic solvers. We
use Bourdon’s three-term expansion, as described in [43] and appendix A
of [45].

For particle simulations, we use a discrete Monte Carlo photoionization
model as described in [46, 65]. With this model stochastic effects due to
discrete single photons are simulated. The basic idea is to stochastically
sample the generated photons, their directions, and their travel distances.
We also use this approach for the fluid simulations in section 2.3.4, see [65]
and chapter 11 of [27] for details.

These two approaches for photoionization differ not only in terms of
stochastic effects. Because of the way the absorption function is approxi-
mated in the Helmholtz approach, the number of ionizing photons produced
and their absorption profile will also be somewhat different. However, such
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small differences in photoionization usually have only a minor effect on
discharge development, as confirmed by our results in section 2.3.

2.2.5 Afivo AMR framework

The open-source Afivo framework [41] is used in both particle and fluid
models to provide adaptive mesh refinment (AMR) and a parallel multi-
grid solver. Adaptive mesh refinement (AMR) is used for computational
efficiency, based on the following criteria [40]:

o refine if a(E)Az > ¢,
o de-refine if a(E)Az < 0.125¢p, but only if Az is smaller than 10 pm.

Here Az is the grid spacing, which is equal in all directions, a(F) is the
field-dependent ionization coefficient, and ¢y is a constant. Furthermore,
the grid spacing is bound by Az < 0.4 mm. For 3D particle simulations we
use ¢g = 1.0 and for all other simulations ¢y = 0.8. Slightly less refinement
is used for the 3D particle simulations because of their large computational
cost, see Appendix A. With these values for ¢y numerical convergence errors
are reasonably small, as discussed in section 2.3.3.

The geometric multigrid solver in Afivo [41] is used to efficiently solve
Poisson’s equation V2¢ = p/eo, where ¢ is the electric potential, g the
permittivity of vacuum and p the space charge density. Electrostatic fields
are then computed as F = —V¢. The same type of multigrid solver is also
used to solve the Helmholtz equations for photoionization. To include a
needle electrode, we set the applied potential as a boundary condition at
the electrode surface. This was implemented by modifying the multigrid
methods using a level-set function.

2.3 Results

2.3.1 Axisymmetric and 3D results

In this section, we compare axisymmetric and 3D particle and fluid models,
using the computational configuration and initial condition described in
section 2.2.3. A voltage of ¢ = 11.70 kV is applied, which results in a
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background field of around 15 kV/cm; about half the breakdown field of
air.

Photoionization in the fluid model is here computed with the Helmholtz
approximation, whereas the particle model uses a Monte Carlo scheme with
discrete photons. To account for stochastic fluctuations, ten runs of the 2D
cylindrical and 3D particle models are performed, of which five are shown.
For the fluid simulations flux transport data from Monte Carlo swarms is
used, see section 2.2.2.

Figure 2.3 shows the electron densities and electric fields for the different
models at t = 10ns. The electric field and electron density profiles are
similar for all cases, and the streamer head positions are in good agreement,
with deviations in streamer length below 5%. Streamer head positions in
all models at t = 3,6,9 ns are given in table 2.1.

Model  Data z(3ns) z(6ns) 2z (9ns)
PIC-2D - 6.45 4.74 241
PIC-3D - 6.45 4.71 2.39
fluid-2D  flux 6.40 4.64 2.31
fluid-3D  flux 6.42 4.66 2.35
fluid-2D B+ temp. 6.42 4.71 2.47
fluid-2D B+ spat. 6.72 5.46 3.87
fluid-2D  bulk-a 6.19 4.13 1.34
fluid-2D  bulk-b 6.54 5.04 3.12

Table 2.1: Streamer head position (z, in mm) at 3, 6 and 9 ns in different
simulations, using an applied voltage of 11.7 kV. The bottom part of the
table gives results for different types of transport data, see section 2.3.2.
Here “B+4 (temp.)” and “B+ (spat.)” respectively refer to flux data
computed with BOLSIG+ using temporal growth and spatial growth mod-
els, and “bulk-a” and “bulk-b” refer to two types of bulk coefficients.

With the axisymmetric particle model stochastic fluctuations are visible
in the streamer radius and the electron densities. As discussed in section
2.3.4, this is mainly due to the stochastic photoionization used in the par-
ticle simulations. Streamers appear to propagate somewhat slower due to
these fluctuations. In 3D similar fluctuations are present, but the stream-
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Figure 2.3: The electron densities and electric fields at ¢ = 10 ns for fluid
and particle models at an applied voltage of 11.70 kV. The axisymmetric
results are mirrored in the symmetry axis. For the 3D simulations cross
sections are shown. Multiple runs are shown for the stochastic particle
simulations. For the fluid simulations Monte Carlo flux transport data was
used.
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ers can now move slightly off axis. The 3D particle model can in principle
capture realistic stochastic fluctuations, but only if single electrons are used
instead of super-particles. This is computationally not feasible for the sim-
ulations performed here.

Stochastic fluctuations are not present in the fluid simulations, in which
the electron densities and electric fields evolve smoothly in time. The results
of the cylindrical and 3D fluid models are nearly identical. Small differences
can occur because the computational domains correspond to a rectangle
and a cylinder, which means that the applied boundary conditions are not
equivalent. Furthermore, the numerical grids and operators are also slightly
different in these two geometries.

To more quantitatively analyze the differences between models, the
maximal field E,,,:, the streamer head position z and streamer velocity
v are shown in figure 2.4. The streamer head position is defined as the
z-coordinate where the electric field is maximal. The velocity is shown
versus streamer position, otherwise initial differences grow larger over time
even if models agree well later on. The streamer velocity is computed as the
numerical derivative of the streamer head position, which amplifies fluctua-
tions. We use a second order Savitzky—Golay filter of width five to compute
a smoothed velocity from the position versus time data. For the stochastic
particle simulations the average of ten runs is shown.

The maximal electric field follows a similar trend in all models, with
first a field of about 180 kV/cm and then a relaxation towards a field of
about 130-135 kV /cm as the streamers propagate across the gap. When
the streamers approach the grounded electrode the maximal field increases
again, because the available voltage difference is compressed in a small
region.

The peak electric fields during inception differ somewhat, with the par-
ticle model having the highest peak at about 190 kV /em whereas it is about
180 kV /cm for both fluid models. The relaxation of this peak electric field
occurs about 0.4 ns earlier in the fluid model. The main reason for this
is that near the electrode, the degree of ionization in the streamer chan-
nel is somewhat higher in the particle simulations, which initially leads to
stronger field enhancement.

For this study, we have designed the initial conditions such that in-
ception behavior would be similar in the particle and fluid simulations, by
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Figure 2.4: Comparison between axisymmetric and 3D particle and fluid
simulations at an applied voltage of 11.70 kV. From top to bottom: maximal
electric field versus time, streamer head position versus time and front
velocity versus streamer position. For the stochastic particle simulations
the average of ten runs is shown, and the error bars indicate + one standard
deviation.
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Figure 2.5: Electron density at 0.4 ns and 0.8 ns in the axisymmetric par-
ticle and fluid simulations, for an applied voltage of 11.70 kV. Results from
one representative particle simulation are shown; stochastic fluctuations are
initially small with the initial conditions used here.

using a sharp electrode and a compact initial seed with sufficiently many
electrons. If we define inception as the moment at which the streamer
crosses the position z = 7.6 mm, then inception is about 0.04 ns faster in
the fluid simulations. This is illustrated in figure 2.5, which shows the elec-
tron density at 0.4 ns and 0.8 ns for the 2D fluid and particle simulations.
The difference in streamer position at these times is primarily caused by
faster inception in the fluid model. The difference increases somewhat in
time, because a longer streamer propagates faster. Note that the electron
density is higher in the particle model.

Faster inception in the fluid model could be due to the local field ap-
proximation, with which electrons are assumed to instantaneously relax to
the background electric field. Electron multiplication therefore happens
more rapidly in the fluid simulations at ¢t = 0 ns, and similarly photoelec-
trons also instantaneously produce new ionization. We remark that when
inception is highly stochastic (with different initial conditions), another dif-
ference could be more relevant. With a fluid model low densities always
rapidly grow in a high field, even if they correspond to a small probabil-
ity of an electron being present, as was observed in [88]. Such continuous
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growth of a low electron density in high field regions can then lead to faster
inception.

There is good agreement among the models for the streamer position
versus time, and thus also for the streamer velocities as a function of
streamer position. Velocity differences are generally less than 0.04 mm/ns
among the models. The mean relative deviation in velocity is below 2%.
We compute this quantity as

/va(z)—vb(z)|dz//va(z)dz, (2.10)

where v, and v, denote the velocities in the particle and fluid simulations,
which are linearly interpolated between known positions. After inception
velocities increase approximately linearly with streamer length. At the end
of the gap they increase more rapidly due to boundary effects.

Figure 2.6: Streamer radius versus position for axisymmetric particle and
fluid simulations at an applied voltage of 11.70 kV. The streamer radius was
here defined as the radius at which E,., the radial component of the electric
field, is maximal. For the stochastic particle simulations the average of ten
runs is shown, and the error bars indicate + one standard deviation.

Figure 2.6 shows the streamer radius versus position in axisymmetric
particle and fluid simulations. Good agreement is found between the mod-
els, with the maximal difference in radius being below 0.02 mm. Note that
there are substantial fluctuations in the radius in the particle simulations
as indicated by the error bars. For 3D simulations the radius is harder to
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compute, as it depends on the viewing angle. However, as can be seen from
figure 2.3, the radius appears to in good agreement between the 2D and 3D
simulations.

2.3.2 Fluid model transport and reaction data

As mentioned in section 2.2.2; transport and reaction data for a fluid model
can be computed using different types of Boltzmann solvers. Furthermore,
both so-called flux and bulk data can be computed. Flux data describes the
behavior of individual electrons, whereas bulk data describes the behavior
of a group of electrons, taking ionization and attachment into account.
We here study how the choice of fluid model input data affects the the
consistency between particle and fluid simulations. The following types of
input data are considered (with labels in bold):

e (B4 temp.) Flux data computed with BOLSIG+ using its temporal
growth model [48]. With this setting, the two-term approximation is
solved by assuming that the electron density grows exponentially in
time. This is the default growth model, but it is not clear whether it
is the most suitable growth model for streamer simulations [48].

e (B+ spat.) Flux data computed with BOLSIG+ using its spatial
growth model [48], in which it is assumed that the electron density
grows exponentially in space.

o (flux) Flux data computed with a Monte Carlo swarm method (avail-
able at gitlab.com/MD-CWI-NL/particle_swarm), which uses the same
core routines for simulating electrons as our particle model [37].

e (bulk-a) Bulk data computed with the same Monte Carlo swarm
method. In this variant, only the transport terms in equation (2.6)
are modified, by computing the electron flux as —n.u’E — DBVn,,
where ;2 and DB denote bulk coefficients.

e (bulk-b) The same bulk data as above, but in this variant the reac-
tion terms in equation (2.6) are also modified by multiplying them
with uZ /e, where . denotes the standard flux mobility.

43


gitlab.com/MD-CWI-NL/particle_swarm

Simulating Positive Streamer Discharges in Air

Figure 2.7: Electron transport data. a) Ionization coefficient, b) attach-
ment coefficient, c) electron mobility and d) electron diffusion coefficient.
The coefficients were computed for 80% Ny and 20% O at 1 bar and 300
K, using Phelp’s cross sections, see section 2.2.1. For BOLSIG+, data is
shown using both a temporal and a spatial growth model. The data labeled
“bulk” and “flux” was computed with a Monte Carlo swarm code. Both
transverse and longitudinal diffusion coefficients were computed with this
technique, but only the transverse coefficients are used in our fluid model.
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With the bulk-a approach reaction rates are the same as with flux data.
However, the number of reactions taking place per unit length (traveled by
electrons) is changed, i.e., the so-called Townsend coefficients are different.
With the bulk-b approach it is the other way around.

Different types of transport data are shown in figure 2.7. Above about
180 Td ionization becomes important and bulk mobilities are larger than
flux mobilities. The spatial growth model of BOLSIG+ leads to a signif-
icantly smaller ionization coefficient. In high electric fields, its value is
about 25-30% less than that of the other approaches. With the Monte
Carlo approach both transverse and longitudinal diffusion coefficients are
computed, but in our fluid simulations we for simplicity only use the trans-
verse ones. The BOLSIG+ flux diffusion coefficient also corresponds to
the transverse direction [86, 48], but it is larger than the Monte Carlo flux
coefficient. Such differences between diffusion coefficients computed with a
two-term approach and higher-order methods have been observed before,
see e.g. [54]. However, the different diffusion coefficients only have a minor
impact on our simulations, as shown below.

Figure 2.8 shows axisymmetric fluid simulations with the input data
listed above; streamer positions over time are given in table 2.1 and streamer
velocities in figure 2.9. There are minor differences in streamer velocity
when comparing the BOLSIG+ flux data with temporal growth and the
Monte Carlo flux data. When comparing streamer velocities at the same
length, relative differences are below 3%. With both types of data good
agreement is obtained with the axisymmetric particle simulations. In con-
trast, the BOLSIG+ data with the spatial growth model leads to a streamer
velocity that is much too low, due to the lower ionization coefficient.

Both types of bulk transport data lead to significant deviations com-
pared to the particle model. When only the transport coefficients are
changed (bulk-a), the streamer is significantly slower and it has a lower
degree of ionization. With this data electrons drift faster, but the degree
of ionization produced in the streamer channel is lower, leading to a slower
discharge. However, when the reaction terms are also changed (bulk-b),
the streamer propagates too fast. The higher streamer velocity is to be ex-
pected, since most terms on the right-hand side of equation (2.6) are now
scaled with the bulk mobility.

In conclusion, bulk data and data computed with a spatial growth model
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Figure 2.8: Electron densities and electric fields at ¢ = 9.6 ns for axisym-
metric fluid simulations with an applied voltage of 11.7 kV. Different types
of transport data are used, from left to right: BOLSIG+ with temporal
growth, BOLSIG+ with spatial growth, Monte Carlo flux data, and two
types of Monte Carlo bulk data. With bulk-a only transport terms are
modified, and with bulk-b reaction terms are also scaled with the bulk
mobility.

Figure 2.9: Streamer velocity versus streamer head position for different
types of transport data. The labels are explained in figure 2.8 and in
section 2.3.2.
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are not recommended for the simulation of positive streamers. With flux
transport data there are minor differences between BOLSIG+ data com-
puted with a temporal growth model and Monte Carlo data, but both lead
to good agreement with the particle simulations.

2.3.3 Mesh refinement and numerical convergence

We here study the sensitivity of the particle and fluid simulations to the grid
spacing, to test whether our simulations are close to numerical convergence.
To control the grid spacing, the refinement parameter cg is varied, see
section 2.2.5. Note that the time step in both models will also be affected
by the grid spacing, as explained in section 2.2.1 and 2.2.2.

Figure 2.10: Streamer front velocities versus streamer head position for
different refinement criteria. Other conditions are the same as in section
2.3.1. For the particle simulations the average of ten runs is shown to
reduce stochastic fluctuations.

Figure 2.10 shows streamer velocities versus streamer position for ¢
values of 1.0, 0.8, 0.4 and 0.2, for which the minimal grid spacing is 3.9,
3.9, 1.9, and 0.9 pm, respectively. Streamer positions at ¢ = 3, 6 and 9
ns are given in table 2.2. With the fluid model, deviations in length at
t = 9 ns are about 3% with ¢y = 0.8 compared to the finest-grid case. With
the particle model, there are statistical fluctuations that make it harder
to establish numerical convergence, but at ¢ = 9 ns streamer lengths are
also within 3% for all tested cases. When comparing the streamer velocity
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Model ¢z (3 ns) z (6 ns) z (9 ns)

PIC-2D 0.2 6.51£0.02 4.81+0.09 2.5940.11
PIC-2D 0.4 6.45+0.03 4.74+0.04 2.54%0.06
PIC-2D 0.8 6.454+0.03 4.74+0.11 2.4140.21
PIC-2D 1.0 6.45+0.04 4.71+0.13 2.45%+0.13

fluid-2D 0.2 6.37 4.54 2.14
fluid-2D 0.4 6.37 4.55 2.17
fluid-2D 0.8 6.40 4.64 2.31
fluid-2D 1.0 6.42 4.67 2.35

Table 2.2: Streamer head position (z, in mm) at 3, 6 and 9 ns, using an
applied voltage of 11.7 kV. Different values of the refinement parameter
co are used, see section 2.2.5. For the particle simulations averages over
ten runs are shown, together with the standard deviation of the sample.
Streamer lengths are given by 7.8 mm — z.

versus position for ¢y = 0.8 and ¢y = 0.2, convergence errors are about 1%
for the fluid model and about 2% for the particle model, using equation
(2.10).

Table 2.2 allows to compare differences in streamer length between par-
ticle and fluid simulations using the same refinement. Interestingly, these
differences are larger on finer grids: with cg = 0.2, the relative differences in
streamer length are about 8-10% at 3, 6 and 9 ns, whereas for ¢ = 0.8 they
are about 2-4%. For streamer velocities (compared at the same streamer
length) the mean deviations are about 4% and 2% for these two cases, using
equation (2.10).

Based on the above, we conclude that numerical convergence errors are
relatively small for our default refinement parameter ¢y = 0.8 — they do
at least not exceed the intrinsic differences between the models, which are
already quite small. For the test case considered here, with an applied
voltage of 11.7 kV, the difference in streamer velocity is about twice as
large (4% instead of 2%) on the finest grid. The main reason for this is that
in the fluid simulations, which are more sensitive to the grid refinement,
the streamer velocity is somewhat higher on finer grids. In section 2.3.5
we show that for higher applied voltages, the velocity is actually higher
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in the particle simulations. We therefore expect that using a finer grid
somewhat increases model discrepancies for lower applied voltages, and
that is somewhat reduces model discrepancies for higher applied voltages.

2.3.4 Stochastic fluctuations

To investigate the source of stochastic fluctuations in the axisymmetric
simulations we vary two parameters. The first is the photoionization factor
&, see equation (2.9), which is a proportionality factor that relates the
number of UV photons produced to the electron impact ionization source
term. It therefore directly controls the amount of photoionization. To study
how & affects stochastic behavior, we use the discrete photoionization model
in both the particle and the fluid simulations presented here. The second
parameter we vary is Npy., which controls the ‘desired’ number of particles
per cell in particle simulations, see equation (2.3).

Figure 2.11 shows results of axisymmetric particle and fluid models for
§ = 0.0375, 0.075, 0.15 and Npp. = 50, 100, 200. In both models the
streamer length is not sensitive to the amount of photoionization, as was
also observed in e.g. [89]. However, fluctuations in the electron density are
significantly larger for the ¢ = 0.0375 case, whereas these fluctuations are
reduced for the £ = 0.15 case, as was also observed in [65]. With £ = 0.0375
we even observed branching in a few of the simulation runs, which is prob-
ably due to increased density fluctuations near the z-axis when the amount
of photoionization is decreased. Fluctuations in the streamer radius are also
larger for a lower value of {. When N, is increased, fluctuations in electron
densities and streamer radius are slightly reduced, but the effect is weaker
than that of the & parameter. We therefore conclude that the discrete pho-
toionization model is responsible for most of the stochastic fluctuations in
our results. This confirms the assumptions made in recent work [65, 90], in
which fluid models were used to demonstrate the importance of stochastic
photoionization on streamer branching.

Finally, we remark that in figure 2.11 the stochastic fluctuations are
demonstrated with axisymmetric models, in which these fluctuations are
not completely physical. We have also performed 3D fluid simulations with
stochastic photoionization, in which these fluctuations looked qualitatively
similar to those shown in figure 2.3 for the 3D particle model. However, a
statistical comparison of these 3D models for the parameter range shown
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Figure 2.11: Electron densities at ¢ = 10 ns in axisymmetric fluid and
particle simulations. For each combination of two parameters, three runs
are shown. Stochastic photoionization is now also used in the fluid model.
The condition are otherwise the same as in section 3.1.
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in figure 2.11 could not be performed due to the high computational costs
of the 3D particle simulations.

2.3.5 Results at different voltages

Figure 2.12 shows results for particle and fluid simulations at a higher ap-
plied voltage of 14.04 kV, which results in a background electric field of
about 18 kV /cm. All the other parameters are the same as in section 2.3.1.
For the 3D particle model results at later times are missing, because these
simulations exceeded the memory and time constraints of our computa-
tional hardware, see Appendix A.

At this higher voltage, the agreement between the models is of similar
quality as in figure 2.4, but there are a few differences. Figure 2.12(a) shows
that inception is significantly faster. The relaxation of the initial high field
takes place in about 1 ns, so roughly twice as fast, and the curves for the
maximal electric field are now in better agreement. With a higher applied
voltage the streamer velocity is higher, but the propagation is otherwise
similar to that in figure 2.4. The agreement between the models is still
good: between the 2D particle and 2D fluid simulations, the mean deviation
in velocity (compared at the same streamer length) is about 1%. However,
the discrepancy between the 2D and 3D fluid simulations is now somewhat
larger. This is probably due to the difference in computational domains
and electrostatic boundary conditions in 2D and 3D, which could play a
stronger role for a more conducting streamer channel at a higher voltage.
The sensitivity of discharge simulations to these boundary conditions was
recently observed in [88].

Figure 2.13 shows the relative difference Ay, in streamer length between
axisymmetric particle and fluid models for applied voltages from 11.70 kV
to 15.60 kV. These voltages correspond to background electric fields of
about 15 kV /cm to 20 kV/cm. The difference is computed as

A1, = (Lauid,2p — Lypic,2D)/ Lpic,2D+

where Lgyiq,2p and Lpic op are the streamer lengths in the fluid and particle
model at a particular time.

In all cases, A, peaks during streamer inception. This happens because
inception occurs faster in the fluid model, as explained in section 2.3.1, and
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Figure 2.12: Comparison between axisymmetric and 3D particle and fluid
models at an applied voltage of 14.04 kV, similar to figure 2.4. From top
to bottom: the maximal electric field and streamer position versus time,
and streamer velocity versus streamer position. For the particle model the
average of ten runs is shown with error bars indicating + one standard
derivation.
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Figure 2.13: The relative difference Ay in streamer length versus time,
shown for axisymmetric particle and fluid simulations at several voltages.
The difference is computed as Ay, = (Lguid,2p — Lpic,2D)/Lpic2p. Besides
the applied voltage, simulations conditions are the same as in section 2.3.1.

because the denominator is initially small. For higher applied voltages, the
initial peak in A becomes smaller.

In which model the streamer has advanced the furthest at a particular
time depends on the applied voltage. When Uy is lower than 14.04 kV, A,
is generally positive, whereas for higher voltages it becomes negative. This
indicates that relative to the fluid simulations, the velocity in the particle
simulations is higher at higher voltages. The mean deviations between
velocities in the particle and fluid simulations are 1.8% (11.7 kV case),
1.9% (12.48 kV), 1.3% (13.26 kV), 1.3% (14.04 kV), 1.4% (14.82 kV) and
2.4% (15.6 kV).

2.4 Conclusions

We have quantitatively compared a PIC-MCC (particle-in-cell, Monte Carlo
collision) model and a drift-diffusion-reaction fluid model with the local field
approximation for simulating positive streamer discharges. The simulations
were performed in air at 1 bar and 300 K, in background fields below break-
down ranging from 15 kV/cm to 20 kV/cm, using both axisymmetric and
fully three-dimensional geometries.
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We have found surprisingly good agreement between the particle and
fluid simulations. Streamer properties such as maximal field, radius, and
velocity were all very similar. When compared at the same streamer length,
the mean difference in streamer velocity was generally below 4%. One
source of differences was the photoionization model, for which we used a
stochastic approach in the particle simulations and a continuum approach
in most of the fluid simulations.

We have investigated the effect of different types of transport data in
fluid models, how well the models are numerically converged, what the
main source of stochastic fluctuations is, and how the agreement between
the models is affected by the applied voltage. Our main conclusions on
these topics are:

e The type of transport data used in a fluid model is important. By
using flux transport coefficients computed with a Monte Carlo ap-
proach or BOLSIG+ (using its temporal growth model), good agree-
ment is obtained between the fluid and particle simulations. The use
of bulk coefficients leads to either faster or slower streamer propa-
gation, depending on how the coefficients are used. Data computed
with the spatial growth model of BOLSIG+ leads to a significantly
slower streamer discharge.

e Numerical convergence errors are small in the particle and fluid sim-
ulations presented here. We have compared axisymmetric particle
and fluid simulations with grid refinement satisfying a(E)Az < ¢y
for cp = 0.2,0.4,0.8 and 1.0, where «(E) is the ionization coefficient.
For an applied voltage of 11.7 kV, convergence errors in streamer ve-
locity (compared at the same position) were about 1% for the fluid
simulations and about 2% for the particle simulations. On the finest
grids, streamer velocities increased slightly in the fluid simulations.

e Stochastic fluctuations are visible in axisymmetric and 3D particle
simulations, for example in the streamer’s degree of ionization, maxi-
mal electric field and radius. In our simulations, the dominant source
of these stochastic fluctuations is discrete photoionization. Fluid sim-
ulations with the same discrete photoionization model exhibit simi-
lar fluctuations as particle simulations. Due to these fluctuations,
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streamers in 3D simulations propagate slightly off-axis. In the parti-
cle simulations, the number of particles per cell did not significantly
affect these fluctuations.

e Axisymmetric simulations were performed for applied voltages be-
tween 11.7 kV to 15.6 kV, corresponding to background fields of
about 15 kV/cm to 20 kV/cm. Discrepancies in streamer length
(versus time) between particle and fluid simulations were generally
below 3%. The mean deviations in streamer velocity (versus length)
were about 2% for all applied voltages. Other streamer properties,
such as the maximal electric field, were also in good agreement.

Finally, we expect differences between particle and fluid models to in-
crease at lower applied electric fields. Inception will be more stochastic,
and a smaller streamer radius in lower fields will lead to steeper gradients
in the electron density and electric field, which could increase errors due
to the local field approximation. However, a comparison in lower fields, in
which streamer branching would probably have to be taken into account,
is left for future work.
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Chapter 3

A comparison of 2D Cartesian
and 2D axisymmetric models
for positive streamer
discharges in air

Simulating streamer discharges in 3D can computationally be very expensive,
which is why 2D Cartesian simulations are sometimes used instead, especially when
dealing with complex geometries. Although 2D Cartesian simulations can only be
used to obtain qualitative results, it is nevertheless interesting to understand how
they differ from their 3D or axisymmetric counterparts. We therefore compare
2D Cartesian and axisymmetric simulations of positive streamers in air, using a
drift-diffusion-reaction fluid model with the local field approximation. With the
same electrode length and width, inception voltages are found to be about a factor
two higher in the 2D Cartesian case. When compared at the same applied voltage,
the 2D Cartesian streamers are up to four times thinner and slower, their maxi-
mal electric field is about 30% lower and their degree of ionization is about 65%
lower, with the largest differences occurring at the start of the discharge. When
we compare at a similar ratio of applied voltage over inception voltage, velocities
become rather similar, and so do the streamer radii at later propagation times.
However, the maximal electric field in the 2D Cartesian case is then about 20-30%
lower, and the degree of ionization is about 40-50% lower. Finally, we show that
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streamer branching cannot qualitatively be modeled in a 2D Cartesian geometry.
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3.1 Introduction

Streamer discharges play an important role in the early stages of electric
discharges [9], as they generate the first ionized paths that can later be-
come leaders or sparks. Due to their electric field enhancement, streamers
can propagate into regions where the electric field is below the breakdown
threshold of the insulating medium. Streamer discharges often form a com-
plex tree-like structure with many branched channels. They are widely
used in plasma and high voltage technology [91, 92, 93], and they appear in
thunderstorms as streamer coronas ahead of lightning leaders or as sprite
discharges high above thunderclouds [94, 95, 10].

Over the past decades, numerical simulations have been widely used
to study streamer discharges. Two types of models are commonly used,
namely particle models [59, 37, 60, 61, 62] and fluid models [63, 40, 64, 66,
67, 68, 96]. Simulations have been performed in different computational
geometries. 3D Cartesian simulations are the most realistic, but also the
most expensive. A fine grid is required to accurately describe the thin
charge layers and steep density gradients around streamer channels, and
small time steps are required to describe the non-linear evolution of these
channels. Axisymmetric simulations are much cheaper to perform, as the
solution only has to be evolved in two spatial coordinates (r, z). For single
channels propagating in a straight line, identical results can be obtained
as with a full 3D model, see e.g. [56]. On the other hand, real streamer
discharges are generally not axisymmetric, for example due to branching
or other stochastic effects, or because of their interaction with dielectrics
or electrodes. In 2D Cartesian simulations, discharges evolve in x,y coor-
dinates while it is assumed there is no variation in the z-direction. Such
simulations therefore describe planar discharges with an infinite extent in
the z-direction, which can be a reasonable approximation for surface dis-
charges that are approximately planar.

Because of the high cost of 3D simulations, 2D Cartesian simulations are
often used to qualitatively study streamer discharges in complex geometries,
which would in reality not be planar. The goal of this chapter is to be able
to better interpret results of such 2D Cartesian simulations, by comparing
them to axisymmetric simulations of positive streamers in air. A planar
discharge is expected to have weaker electric field enhancement, because
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its space charge layer is curved in only one instead of two dimensions. We
aim to understand how this difference affects streamer properties and the
conditions for streamer inception.

Below, we briefly mention some of the past work on streamer discharges
using 2D Cartesian simulations. Such simulations have frequently been used
to describe surface dielectric barrier discharges (SDBDs). We remark that
depending on the conditions, SDBDs can be approximately planar but they
can also be highly filamentary, see e.g. [97, 98, 99].

Soloviev et al used a 2D Cartesian fluid model to study SDBDs in at-
mospheric air [100, 101]. Singh et al used a 2D Cartesian fluid model to
simulate the propagation of streamer discharges towards and then along a
solid surface, taking into account charge transport in the dielectric. Meyer
et al [102] used a 2D planar fluid model to simulate positive surface stream-
ers and the surface charge distribution on a grounded dielectric barrier.
The same model was used to study streamer propagation along a dielec-
tric surface with a wave-like profile in [103]. In [104, 105], positive and
negative streamers propagating over a dielectric surface were studied us-
ing a 2D Cartesian fluid model. In [106], a two dimensional fluid model
(nonPDPSIM) was used to simulate the propagation of discharges through
interconnected pores in dielectric materials. In [107], the interaction of
positive streamers in air with bubbles floating on liquid surfaces was com-
putationally studied with a 2D Cartesian fluid model.

The outline of the chapter is as follows. In section 3.2, the fluid models
and the input data are described. In section 3.3.1, we compare 2D Carte-
sian and axisymmetric simulations of positive streamers in air at the same
applied voltage. Inception voltages are compared in section 3.3.2, and sim-
ulations are compared at different applied voltages in section 3.3.3. Finally,
we discuss the effect of a 2D Cartesian geometry on streamer branching in
section 3.3.5.

3.2 Model description

Simulations are performed using Afivo-streamer, a code for drift-diffusion-
reaction fluid simulations [40]. The electron density evolves in time as

One =V - (nepre E + DeVne) + Si — Sq + Sph. (3.1)
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Here pe and D, are the electron mobility and diffusion coefficient, which
are assumed to be functions of the local electric field. Sy, is a non-local
photoionization source term discussed below, and S5;-S, are source terms
due to ionization (5;) and attachment (.S,) reactions, see section 3.2.2. Ions
and neutral species are assumed to be immobile, and their densities n; (for
j=1,2,...) evolve as

6tnj = Sj, (3.2)

where the source terms S; are determined by the reaction list, see sec-
tion 3.2.2. The electric field is computed as E = —V ¢, where the electric
potential ¢ is obtained by solving Poisson’s equation using a parallel multi-
grid solver [108, 40]. The fluid equations are solved with a finite-volume
method and explicit time integration, as described in [40].

Photoionization is included according to Zhelenznyak’s model [28] using
the Helmholtz approximation, using the three-term expansion given in [43].
The parameters used for photoionization are the same as those in [65].

In section 3.3.5, we additionally show some results with stochastic pho-
toionization, which is implemented as a Monte-Carlo method with discrete
photons, see [65] for details.

The Afivo-streamer code includes adaptive mesh refinement (AMR), as
described in [40, 41]. As a refinement criterion we use a(E)Az < 1, where
Az is the grid spacing and «(F) is the field-dependent ionization coefficient.
The mesh is de-refined if a(E)Az > 0.125, but only if Az is smaller than
10 pm.

3.2.1 Simulation conditions and computational domain

Simulations are performed in artificial air (80% Na, 20% O3) at 1 bar and
300K. The computational domain used for the 2D Cartesian simulations
measures 20 mm x 10 mm, and a corresponding domain with a radius of
10 mm and a height of 10 mm is employed for the axisymmetric model, see
figure 3.1(b). We include a rod electrode with a semi-spherical cap to get
electric field enhancement. The electrode is 2 mm long and has a radius of
0.2 mm. Note that in the 2D Cartesian model, this rod actually becomes
a blade-like electrode, see figure 3.1(a).

A Dirichlet boundary condition is used for the electric potential at up-
per and lower domain boundaries, and a homogeneous Neumann bound-
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Table 3.1: Reactions included in the model. Rate coefficients for ky to ks
were computed using BOLSIG+ [48, 49] from Phelps’ cross sections [85,
109], and k¢ to kg were obtained from [1].

Reaction Rate coefficient
e+ Ny ™ ete+ N k1(E/N)
e+ 0y 2 ete+0f ks(E/N)
e+ 0y+0;, 205 40,  ks(E/N)
e+0s, 250" +0 ks(E/N)
e+ Ny % e+ Ny (CPIL,) ks(E/N)

No(CPIL,) + Ny =% Ny + Ny kg = 0.13 x 10~ 16 m3s~1
NQ(CSHU) + Oy ﬂ) No+05 k;r=30x 1016 m3g~1!
Ny (CPT1,) %5 N,(BPIL,) ks = 1/(42ns)

ary condition is applied on the other boundaries. Homogeneous Neumann
boundary conditions are also used for species densities at all domain bound-
aries.

Figure 3.1(c) shows that the electric field enhancement at the elec-
trode tip is about 2.6 times higher in the 2D axisymmetric model, namely
310kV /cm compared to 120kV/cm. This higher field decays more rapidly,
so that farther away from the electrode the field is slightly higher in the
2D Cartesian model (the area under both curves is equal). In both models,
the electric field far away from the electrode is approximately equal to the
average electric field Ey,, = 25kV /cm between the plate electrodes.

As an initial condition, a homogeneous background ionization density of
1 x 10'Y m—3 electrons and positive ions is included, which provides initial
free electrons so that a discharge can start.

3.2.2 Input data

We use Phelps’ cross sections for Ny and O [110, 86, 85, 109] and a rela-
tively simple plasma chemistry, see table 3.1. Electron transport coefficients
(ue and D, ) and reaction rates are computed using BOLSIG+ [49, 48]. To
get the optical radii of simulated streamers, we included the No(C3II, —
B3I1,) transition in the reaction list, since it is the main source of emitted
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Figure 3.1: (a) Illustration of the 2D Cartesian and 2D axisymmetric com-
putational domains. (b) The electrode and the electric field strength in the
computational domains. (c) Profile of the electric field strength along a
central axis in the two models, for an applied voltage of 25kV /cm. Ey, is
the average electric field between the plate electrodes.
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Figure 3.2: Illustration of how the streamer radius is determined from the
light emission profile. At a given position, the full width at half maximum
(FWHM) is determined by taking a line-of-sight integrated profile of the
light emission, after which the radius is given by half of the FWHM.

light [111] in N2-O2 mixtures close to atmospheric pressure.

3.2.3 Computation of streamer radius

There are different definitions of the streamer radius. In this chapter we
use the optical radius, defined as half of the FWHM (full width at half
maximum) of the time-integrated light emission, see figure 3.2. For axisym-
metric simulations, a forward Abel transform is first performed to compute
the light emission profile as it would be observed experimentally.

3.3 Results

3.3.1 Comparison under the same applied voltage

In this section, 2D Cartesian and 2D axisymmetric simulations of positive
streamer discharges are compared using the same applied voltage of Uy =
25 kV, which results in a background field of 25 kV/cm. Figure 3.3 shows
the electron density and the electric field from a 2D Cartesian simulation at
t = 7.8 ns and a 2D axisymmetric simulation at ¢ = 2.9 ns. Corresponding
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profiles of the maximal electric field, the streamer velocity and the streamer
radius are shown in figure 3.4.

A much smaller streamer radius can be observed in the 2D Cartesian
model, as well as a lower electric field at the streamer head and a lower
channel conductivity. Normally, one would expect a higher maximal field
for a smaller streamer radius, so these differences are caused by the lower
electric field enhancement in a 2D Cartesian geometry. Both the radius
and the velocity are initially already significantly higher in the axisymmet-
ric model. The maximal electric field relaxes to about 150kV/cm in the
axisymmetric model and to about 100kV/cm in the 2D Cartesian model.

The two models clearly give rather different results when compared at
the same applied voltage. Due to the lower electric field enhancement in
a 2D Cartesian geometry we have to use a relatively high voltage to get
a discharge started. In the axisymmetric simulations, this voltage is well
above the inception voltage, leading to the formation of a wide and fast-
propagating discharge channel.

3.3.2 Effect of electrode geometry on inception voltage

In table 3.2, inception voltages are compared between the two models, de-
fined as the lowest applied voltage that can initiate a streamer discharge.
The same computational domain as before is used, but we vary the elec-
trode length and radius. On average, inception voltages in the 2D Cartesian
model are about two times higher than in the axisymmetric model. Note
that the inception voltage is somewhat more sensitive to the electrode ge-
ometry in the axisymmetric model due to the stronger field enhancement
in this geometry.

3.3.3 comparison around streamer inception voltage

We now compare 2D Cartesian and axisymmetric simulations at different
applied voltages, considering two cases: a comparison at the same applied
voltage Uy, and a comparison at a similar value of Uy/Ujpc, where Uy is
the inception voltage. With the electrode geometry used in section 3.3.1,
Uine = 19.0kV for the 2D Cartesian model and Uy, = 10.4kV for the
axisymmetric model, see table 3.2.
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Figure 3.3: Comparison of electron density and electric field profiles for
positive streamer discharges with an applied voltage of Uy = 25kV /cm.
Results are shown when the streamers approximately the same position in
the the 2D Cartesian and axisymmetric simulations.

Table 3.2: Streamer inception voltages Uiy, for different electrode radii and
electrode lengths.

electrode electrode radius
length 0.2mm 0.15mm 0.1mm
9D Cartesi 2mm 19.0kV 184kV 17.6kV
artestal g mm 158KV 15.2kV  14.4kV
Axi i 2mm 10.4kV 9.6kV 8.3kV
FISYIUREUIC: 1 g hm 79KV 72kV  6.1kV
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Figure 3.4: Comparison between 2D Cartesian and axisymmetric simula-
tions for positive streamer discharges at an applied voltage of 25kV. The
streamer head position is determined by the y/r-coordinate of the maxi-
mal electric field. Here a second order Savitzky—Golay filter of width five
is used to compute a smoothed velocity from the streamer head position
versus time data.
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Figure 3.5 and 3.6 shows the electron density, electric field and light
emission for different applied voltages at the moment the streamer heads
reach z = 2 mm. In figure 3.5, the applied voltages are Uy = 21, 22, 23, 24
and 25kV. With these voltages, Uy/Uinc ranges from 1.11 to 1.32 for the
2D Cartesian model and from 2.0 to 2.4 for the axisymmetric model. In
figure 3.6, same results are used for the 2D Cartesian model, and axisym-
metric results are shown at lower voltages of 12, 13, 14, 15, 16 kV, which
correspond to Up /Uiy ranging from 1.15 to 1.54. Figure 3.7 shows the axial
electron density profiles for all these cases, streamer radius, velocity and
maximal electric field versus position.

When the 2D Cartesian simulations at 21 kV-25kV are compared with
the axisymmetric simulations at the same voltage, the same large differences
as in section 3.3.1 are observed. The axisymmetric streamer is two to four
times wider, with the largest differences occurring near the electrode, and
it is also two to four times faster. Furthermore, the maximal electric field
Ehax is about 50% higher in the axisymmetric case and the electron density
in the channel is about two to three times higher, see figure 3.7.

When the 2D Cartesian simulations are compared with the axisym-
metric simulations at lower voltages, the streamers have similar velocities.
Their radii in the later stages of propagation are similar as well, although
initially the 2D Cartesian streamers are much thinner. However, several
other differences persist. For the axisymmetric streamers FEy,.x is about
20-30% higher and the electron density in the channel is about 50-100%
higher, see figure 3.7. Another important difference is in the decay of the
electric field ahead of the streamer, which takes place over a longer distance
in a 2D Cartesian geometry. This effect can clearly be seen in figure 3.6:
the region with an electric field strength close to Epyax is much smaller in
the axisymmetric case. This can explain why the 2D Cartesian streamers
tend accelerate more rapidly when they approach the bottom electrode,
as there is a larger region ahead of the discharge where the electric field
exceeds the critical field.

3.3.4 Relation between streamer properties

For streamers in air, several (mostly empirical) relations between streamer
properties such as velocity, radius and maximal electric field have been
established, see e.g. [112, 9]. We now look at a couple of these relations to
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Figure 3.5: Comparison between 2D Cartesian and axisymmetric models
using the same applied voltages. The presenting time is selected when the
streamer tip reaches z = 2 mm. The applied voltages are showed at the
top of each plot and the time is at the bottom. Note that different color
bars are used.
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Figure 3.6: Comparison between 2D Cartesian and axisymmetric models
using the voltages near the inception value. The presenting time is selected
when the streamer tip reaches z = 2 mm. The applied voltages are showed
at the top of each plot and the time is at the bottom. Note that different
color bars are used.
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Figure 3.7: Streamer maximal electric field, radius and velocity versus the
streamer head position, for all the cases shown in figure 3.5 and 3.6. The
streamer head position is defined as the vertical coordinate of Fax.

see whether they change in some particular way for planar (2D Cartesian)
discharges.

Figure 3.8 shows the streamer radius versus velocity. When the ap-
plied voltage is near the inception value for both models (21-25kV for the
2D Cartesian case and 12-16 kV for the axisymmetric case), the velocities
increase approximately linearly with the streamer radii. When compared
at the same streamer radius, the 2D Cartesian streamers typically have a
higher velocity than the axisymmetric ones, but this is not surprising due
to the difference in applied voltage.

Table 3.3 lists the electron density n. in the streamer channel (just
behind the streamer head) and the maximal electric field strength Ep,.x at
the moment the streamers reach z = 4mm. These values are compared
with the ionization integral [113, 114, 115]

Emax
() = 2 /O oo (E)dE, (3.3)

71



Simulating Positive Streamer Discharges in Air

Figure 3.8: Streamer velocities v versus the maximal streamer radius ryax.
The streamer radius is defined based on the light emission, using FWHM
method. The same color scheme is used here as in figure 3.7. The data are
extracted when streamer head position is between z = 2 — 7 mm.

and the ratio ne/n, is given. This integral is accurate for one-dimensional
ionization waves, in which the charge layers are not curved. In axisymmetric
or 3D simulations of positive streamers it has been observed that the ratio
ne/ng is typically about two [116], which was recently related to the role
of the displacement current [117]. We find the same ratio n./n, ~ 2 for
the 2D Cartesian case, even though this geometry lies ‘in between’ a planar
1D ionization wave and a 3D streamer. It is also interesting to note that
Fmax is not sensitive to the applied voltage for voltages between 21 kV and
25kV.

3.3.5 Discussion on streamer branching in 2D Cartesian model

Branching determines the morphology of a streamer discharge tree and it
influences streamer properties, for example because wider channels are more
likely to branch than thinner ones. In previous work [96], we have stud-
ied positive streamer branching in artificial air, using a 3D drift-diffusion-
reaction fluid model coupled with stochastic photoionization, and we found
good agreement with experimental observations. In earlier work, streamer
branching has also been computationally studied in a 2D coaxial geome-
try [118]. An interesting question is therefore to what extent branching can
qualitatively described in a 2D Cartesian geometry.
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Table 3.3: Degree of ionization n., maximal electric field Fy,,x and value
of ionization integral n,, see equation (3.3). The values were obtained for
the cases shown in figures 3.5— 3.7 when the streamers reached a vertical
position z = 4 mm.

Voltage FEmax Ne N Ne /N
(kV) (kV/cm) (10¥m=3) (109 m=3) -
21 102.1 3.16 1.46 2.16
22 102.6 3.18 1.49 2.14
2D Cartesian | 23 103.3 3.22 1.53 2.11
24 104.3 3.29 1.58 2.08
25 105.3 3.38 1.64 2.06
21 143.3 8.95 4.70 1.90
22 144.5 9.12 4.83 1.89
Axisymmetric | 23 145.7 9.34 4.96 1.88
24 147.1 9.57 5.11 1.87
25 148.7 9.85 5.29 1.86
12 126.1 5.99 3.09 1.94
13 136.8 7.97 4.05 1.97
Axisymmetric | 14 137.1 7.89 4.08 1.93
15 136.2 7.93 3.99 1.99
16 137.3 8.06 4.09 1.97

We expect branching to be significantly weaker in a 2D Cartesian ge-
ometry. A first difference is that charge layers are only curved in one
dimension. This curvature drives the branching process through a Lapla-
cian instability, since a protrusion can locally increase the electric field
enhancement, see e.g. [119, 9]. In a 2D Cartesian geometry this instability
will be significantly weaker. A second difference is that the electric field
ahead of a 2D Cartesian streamer has a lower maximum but decays over
a longer distance. This leads to less steep electron density gradients, and
therefore a reduced probability of branching. A third difference is that
higher applied voltages are required to initiate discharges in 2D Cartesian
simulations. Streamer can usually grow wider, and thus branch later, with
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a higher applied voltage.

To test these ideas, we have performed 2D Cartesian simulations with a
Monte Carlo photoionization model. By limiting the maximum number of
photons npheton that are used to compute the photoionization source term
(which is updated every time step), we can artificially increase the amount
of noise and induce branching in this model. Figure 3.9 shows examples of
3D Cartesian simulations from our previous work and examples of branch-
ing streamers in 2D Cartesian simulations for different values of npnoton-
The branching streamers in the 2D Cartesian simulations have a feather-
like shape with many very thin branches, which is completely different from
the morphology observed in the 3D simulations and in real discharges in air.
This type of branching can only be induced for relatively small values of
Nphotons Showing that branching is suppressed rather strongly. We therefore
conclude that 2D Cartesian models cannot qualitatively reproduce streamer
branching.
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Figure 3.9: Examples of positive branching streamer in 2D Cartesian model
and 3D Cartesian model. The stochastic photoionization is applied in both
model to get streamer branching. 5 runs are showed for 3D Cartesian model
under the same initial condition, see details in [96]. Different desired weight
of super-photons nppeton are discussed in 2D Cartesian model, and one run
is showed for each value of nynoton-

3.4 Conclusions

In this chapter, we have compared 2D Cartesian and 2D axisymmetric
simulations of positive streamers. The simulations were performed in air at
1bar and 300 K, using a drift-diffusion-reaction fluid model. An electrode
of the same length and width was used in both geometries, corresponding
to a needle in the axisymmetric case and a blade in the 2D Cartesian case.
The applied voltage was varied to obtain background fields ranging from
12kV/cm to 25kV/cm.

When compared at the same applied voltage, the 2D Cartesian stream-
ers were up to four times thinner and slower, with the largest differences
occurring near the start of the discharge. Furthermore, their maximal elec-
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tric field was about 30% lower and their degree of ionization was about
65% lower. These differences in streamer properties can to some extent
be explained by differences in the respective inception voltages. For sev-
eral electrode lengths and widths, we found inception voltages to be about
twice as high in a 2D Cartesian geometry, due to the weaker electric field
enhancement.

We therefore also performed a comparison at a similar ratio of applied
voltage over inception voltage. Velocities then became rather similar in the
two types of models, and so did the streamer radii at later propagation
times. However, the maximal electric field in the 2D Cartesian case was
still about 20-30% lower, and the degree of ionization was about 40-50%
lower.

We have briefly looked at several relations between streamer properties,
such as velocity, radius, maximal electric field and degree of ionization.
Furthermore, we have show that streamer branching cannot qualitatively
be reproduced in a 2D Cartesian simulations. Branching only occurs when
strong noise is added to such simulations, and the resulting branches are
much thinner than in real discharges in air.

Our findings can help to interpret the results of 2D Cartesian simula-
tions, which can be a valuable tool to qualitatively study streamer phenom-
ena under conditions that are computationally too expensive to simulate
in full 3D.
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Chapter 4

Quantitative modeling of
streamer discharge
branching in air

Streamer discharges are the primary mode of electric breakdown of air in lightning
and high voltage technology. Streamer channels branch many times, which deter-
mines the developing tree-like discharge structure. Understanding these branched
structures is for example important to describe streamer coronas in lightning re-
search. We simulate branching of positive streamers in air using a 3D fluid model
where photoionization is included as a discrete and stochastic process. The prob-
ability and morphology of branching are in good agreement with dedicated ex-
periments. This demonstrates that photoionization indeed provides the noise that
triggers branching, and we show that branching is remarkably sensitive to the
amount of photoionization. Our comparison is therefore one of the first sensitive
tests for Zheleznyak’s photoionization model, confirming its validity.
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This chapter is published as:

Z. Wang, S. Dijcks, Y. Guo, M. Van Der Leegte, A. Sun, U. Ebert, S. Nijdam,
and J. Teunissen. Quantitative modeling of streamer discharge branching in air.
Plasma Sources Science and Technology, 32(8):085007, 2023.
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4.1 Introduction

Streamer discharges are the first stage of electric breakdown of air (or
of other gases) when suddenly exposed to high electric fields [9]. They
are elongated growing plasma channels; therefore their interior is largely
screened from the electric field while the field is strongly enhanced at their
propagating tips. Electron impact ionization in this enhanced field causes
non-linear growth with velocities of 10°-10" m/s. Streamers are precursors
of sparks and lightning leaders, they can be observed directly as sprites
high above thunderclouds [94, 95, 10], and they play a prominent role in
lightning inception [120, 121]. They are also widely used in plasma and
high voltage technology [9, 91, 92, 93].

Branching is an integral part of streamer dynamics, as we illustrate
with three examples. First, sprite discharges high above thunderstorms
have been observed to start from a single channel shooting downwards from
the lower edge of the ionosphere [94, 10]; this primary streamer discharge
rapidly branches out into a multi-branch tree structure over tens of kilome-
ters. Second, similar discharge trees are seen in experiments starting from
needle electrodes; they are much smaller and occur at much higher pressure,
and they are related to sprites by approximate scaling laws [122, 9]. Third,
radio measurements of lightning initiation in thunderstorms are interpreted
as “a volumetric system of streamers” growing over lengths of tens to hun-
dred of meters [120]. Such dynamics has recently been observed in greater
detail [121], where the radio emission of the initiating discharge grew ex-
ponentially in time while the velocity was fairly constant. As sketched in
the outlook of [116], the explanation could be a dynamics where streamers
accelerate and become wider, and branch whenever they reach a critical
radius. As streamer velocity is related to radius, the streamers would then
increase exponentially in number due to repetitive branching, but move
with the same average velocity.

To understand these observations and to predict multi-streamer be-
havior by macroscopic breakdown models [123, 124], streamer branching
needs to be characterized quantitatively. Experimental methods to mea-
sure streamer branching have been developed in [2, 125, 126, 127]. Here we
present fully three-dimensional simulations based on tabulated microscopic
parameters and compare them with dedicated experiments under the same
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conditions. Our focus is on positive streamers as they emerge and prop-
agate more easily than negative ones. They carry a positive head charge
and propagate against the electron drift direction.

4.2 Photoionization and branching

10" 3
] ]
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Figure 4.1: Cross sections through a positive streamer simulation at 15kV.
Left: electron density, with UV photons () schematically illustrated.
Right: electric field strength, relative to breakdown field Ej. The drift of
free electrons produced by photoionization is illustrated by arrows. These
electrons trigger overlapping electron avalanches propagating towards the
streamer head.

Positive streamers require seed electrons ahead of them, which in air
are typically provided by photoionization [42, 128]: an excited nitrogen
molecule emits a UV photon that ionizes an oxygen molecule at some dis-
tance. The liberated electrons generate electron avalanches in the high-
field region in front of a streamer, which cause the streamer to grow, as
illustrated in figure 4.1. The electron density ahead of the discharge af-
fects the number of overlapping avalanches and thus the stochasticity of
the streamer’s growth. It has been experimentally confirmed that there
is more branching in gases with less photoionization and less background
ionization, see e.g., [3, 129, 130].

That the stochasticity of photoionization triggers branching is also found
in simulations in 2D [118], and in full 3D [37, 65, 90], while early 3D stud-
ies [131] worked with stochastic background ionization. Branching simu-
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lated in [37, 65, 90] qualitatively resembled branching in experiments, but
no quantitative comparison was performed — this is the goal of the present
chapter.

In general, protrusions in the space charge layer around a streamer head
can locally enhance the electric field, causing them to grow. This Laplacian
destabilization can occur in a fully deterministic manner [132, 119], but it
is accelerated by noise [133].

4.3 Set-up of experiments and simulations

To obtain a more quantitative understanding, we here compare streamer
branching in simulations and experiments under the same conditions. The
simulations and experiments are performed in synthetic air (80% N2, 20% O,
no humidity) at 233 mbar and approximately 300 K, under applied voltages
of 15kV, 17kV and 19kV, using the geometry illustrated in figure 4.2. Un-
der these conditions, experiments with a moderate amount of branching
could be performed, which could also be imaged well.

The experiments are performed with a pulse repetition rate of 20 Hz.
Images are captured that are both stereoscopic and stroboscopic, as illus-
trated in figure 4.3. We use a similar stereoscopic setup as in [125]. In
stroboscopic mode, the ICCD camera (LaVision PicoStar HR) has a gating
time of 8ns and and a repetition rate of 50 MHz. From the captured im-
ages, 3D paths of streamers are reconstructed. This is done by connecting
the bright dots, resulting from the stroboscopic gating, based on a shortest-
path tree algorithm that can account for streamer branching. A quadratic
extrapolation is used to smooth the streamer paths, from which branching
angles and local velocities are obtained. More detailed information about
this scheme can be found in [134].

Simulations are performed with a 3D drift-diffusion-reaction fluid model
in which the only source of stochasticity is the discreteness of photoion-
ization. We have recently established the approximate validity of this
model for propagating streamers by comparing against experimental re-
sults [88] and particle simulations [56]. The model is described in detail
in [40, 65, 88, 56], but we provide a brief overview below. The electron de
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Figure 4.2: Electrode geometry both in simulations and experiments. The
full computational domain is 20cm x 20cm x 10 cm; half of it is shown.
There are plate electrodes at the upper and lower boundaries. The dis-
charges start from a needle electrode that protrudes from the upper elec-
trode. The electric potential distribution without space charge is shown on
the left. In the experiments, the electrodes are inside a grounded discharge
vessel. In the simulations, custom boundary conditions for the electric po-
tential are used to account for this vessel, as described in [88].

nsity n. evolves in time as
One =V - (ne,ueE + DeVne) + 5, — S, + Sph, (41)

where p, and D, are the electron mobility and the diffusion coefficient, S,h
is the non-local photoionization source term discussed below, and S; — .5,
is a source term due to the ionization (5;) and attachment (S,) reactions
given in table 4.1.

Electron transport coefficients are assumed to be functions of the local
electric field. They are computed from electron-neutral cross sections for
N and O [85, 109] using BOLSIG+ [48, 49]. Ions and neutral species are
assumed to be immobile, and their densities n; (for j =1,2,...) evolve as

8tnj = Sj, (4'2)

with S; determined by the reactions from table 4.1.
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Figure 4.3: Example of 3D reconstruction of streamer paths and velocities
in experiments, using stereoscopic stroboscopic images.

At every time step, the electric field is computed as E = —V ¢, where
the electric potential ¢ is obtained by solving Poisson’s equation [40, 108].
For N5-O9 mixtures close to atmospheric pressure, the NQ(C?)HU — B3Hg)
transition is the main source of emitted light [111]. In the simulations, we
approximate the time-integrated light emission by the time integral over
this transition.

For photoionization, a Monte-Carlo version of Zheleznyak’s model [135]
with discrete photons is used, as described in [46, 65]. The photo-ionization
source term Sp () is then given by

o) = [ LD )

4r |r — r/|?

where f(r) is the photon absorption function [135] and I(r) is the source

of ionizing photons, which is proportional to the electron impact ionization
source term .S;: ’
q

I(r) 5 +pq£Sz~ (4.4)

Here p is the gas pressure, p; = 40 mbar is the quenching pressure and §

a proportionality factor. In principle, £ depends on the electric field [135],

but we here for simplicity approximate it by a constant £ = 0.075 [65]. In

each computational grid cell, the number of emitted photons is sampled

83



Simulating Positive Streamer Discharges in Air

Table 4.1: Reactions included in the model. Rate coefficients for ky to ks
were computed using BOLSIG+ [48, 49] from Phelps’ cross sections [85,
109], and k¢ to kg were obtained from [1].

Reaction Rate coefficient

e+ Ny 5 ete+ N ky(E/N)

e—}—02£>e—|—e—i—02+ ka(E/N)

e+ 0s+0, %0, 40,  ks(E/N)

e+ 0y 50740 ki(E/N)
(E/N)

e+ Ny 225 e+ Ny(C3IL,) 5(E/
No(C3IL,) + Na =% Ny + Ny kg = 0.13 x 10716 m3s~!
No(C3IL,) + O3 25 Ny + 0y k7 = 3.0 x 10716 35
Ny (C3T1,) -5 Ny (B31L,) ks = 1/(42ns)

]
&3
2

from a Poisson distribution with the mean given by I(r)AtAV, where At
is the time step and AV is the volume of the cell. For each ionizing photon,
an isotropic angle and an absorption distance (according to Zheleznyak et
al. [135]) are sampled. The photons are then absorbed on the numerical
grid to determine the photoionization source term Sph.

In the experiments, the voltage rise time was about 100 ns, but incep-
tion would typically occur with a delay of several hundred ns, when the
voltage had already reached its maximum. To ensure a significant proba-
bility of inception, a voltage pulse width and a camera gate time of 1 us
were used. In the simulations, we therefore do not take the voltage rise
time into account, but instead apply a constant voltage from time zero. A
homogeneous background ionization density of 101" m~2 of electrons and
positive ions is included to facilitate discharge inception. This density has
no significant effect on the later discharge propagation since photoioniza-
tion produces ionization densities that are orders of magnitude higher [89],
as also illustrated in Appendix B.2.
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Figure 4.4: Comparison of streamer branching morphologies under applied
voltages of 15, 17 and 19kV, all at 233 mbar. For each voltage 60 simu-
lations and 128 experiments were performed, and the 10 figures shown for
each case are representative for the distribution given in table 4.2, with
branched cases on the left. The simulations were stopped when the pri-
mary streamer reached the bottom electrode. In the experiments, a bright
area is visible near the upper needle electrode due to a secondary streamer.
Average times for crossing the last 8.75 cm of the gap are indicated on the
left, together with standard deviations.
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4.4 Results

For each applied voltage, 60 3D simulations were performed and 128 experi-
mental images were captured. Figures 4.4(a) and 4.4(b) show ten represen-
tative examples from simulations and experiments for each voltage. The
number of (non-)branching cases shown is proportional to the measured
branching percentages as given in table 4.2.

Table 4.2: The number of cases with and without branching versus applied
voltage. For the branching percentages, an estimate of the standard devi-
ation due to the limited sample size is included. Cases without inception
are excluded from the branching statistics.

15 kV 17 kV 19 kV

Branched 55 46 30

Sim. Non-branched 5 14 30
Branched % 924+ 4% T7+5% 50+6%
Branched 34 60 40

Exp. Non-branched 2 54 78
No inception 92 14 10

Branched % 944+ 4% 53+5% 34+4%

The morphology of the simulated and experimental discharges is highly
similar. The branching angles, the location of first branching, and the
streamer optical radii all agree well. The percentage of cases in which
the primary streamer branches differs up to a factor of about 1.5 between
experiments and simulations, but we argue below that this is still very good
agreement given the sensitivity of this percentage to the photoionization
coefficients. The average time it takes streamers to cross the last 8.75cm
of the gap is indicated in figure 4.4. These gap bridging times agree within
about 5% between simulations and experiments, and in both cases they were
similar for branched and non-branched cases. Streamer velocities ranged
from about 0.3 mm/ns to 0.6 mm/ns, with average velocities in the second
half of the gap being about 20-25% higher than in the first half.

Figure 4.5 shows the distribution of branching angles, measured be-
tween the two new segments. The mean branching angle was 60° in the
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Figure 4.5: Probability distribution of the angle between two new segments
after branching.

Figure 4.6: Distributions of the distance until a first branching, as measured
from the electrode tip. The horizontal dashed lines indicate quartiles. A
kernel density estimation of the underlying data is also shown. (The area
between quartiles is not conserved due to smoothing.)

simulations and 58° in the experiments, with respective standard devia-
tions of 16.1° and 12.0°. The distribution of the first branching location is
shown in figure 4.6.

As the applied voltage increases, the percentage of cases in which the
primary streamer branches decreases. The reason for this is that more
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Table 4.3: The sensitivity of streamer branching to the photoionization
coefficient £ in equation (4.4). The simulations were performed at 17kV.
Npranchings denotes the average number of branching events. Experimental
values are included for comparison.

3 0.0375  0.075 0.15 | Exp.

Branched % 85% % 5% | 53%
Nbranchings 7.30 1.40 0.05 | 0.92

Figure 4.7: Representative simulations of streamer branching for different
photoionization coefficients £&. The value of £ for each row is given on
the left, and the value used elsewhere in the chapter is & = 0.075. The
simulations were performed at 17 kV. Experimental images at 17 kV are
shown in figure 4.4.
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ionization is produced at a higher voltage, and thus also more photoioniza-
tion, which makes the growth of the streamer less stochastic. At 15 kV, the
branching percentage is almost the same in experiments and simulations.
At 17 kV and 19 kV, the branching percentage is about 1.5 times larger in
the simulations. We consider this good quantitative agreement, since the
branching probability in simulations is very sensitive to the photoionization
coefficients. To demonstrate this sensitivity, we have varied the parameter &
in equation (2.9), by setting it to half and double the value of £ = 0.075 used
elsewhere in the chapter. The resulting branching statistics are described
in table 4.3, and representative cases are shown in figure 4.7. When halv-
ing or doubling £, the branching behavior qualitatively and quantitatively
disagrees with the experiments. In contrast, average streamer velocities
(deduced from the gap bridging times in figure 4.7) are not sensitive to &.
When ¢ is halved, there is hardly any difference, and when £ is doubled the
velocity is about 10% lower.

Zheleznyak’s photoionization model is a rather simple approximation
of several photoionization mechanisms [128], in which the coefficient ¢ is
essentially a fitting parameter. In [42], it was pointed out that £ can vary be-
tween about 0.02 and 0.2 in air, depending on the electric field strength and
the experimental data used for the fit. Given these uncertainties, and given
the sensitivity of the simulations with respect to &, we think the agreement
between simulations and experiments is surprisingly good. We furthermore
emphasize that the constant value & = 0.075 used here was based on previ-
ous work [65] and not tuned in any way. Our results therefore suggest that
Zheleznyak’s model gives an accurate description of photoionization in air.

4.5 Conclusions

We have found quantitative agreement between simulations and experi-
ments of positive streamer branching in air, from which we draw three
main conclusions: First, we have demonstrated that photoionization is the
main mechanism that governed the branching observed here, as this was the
only source of stochastic fluctuations in the simulations. Second, our com-
parison is one of the first sensitive tests for Zheleznyak’s photoionization
model, since the branching probability was shown to be very sensitive to the
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photoionization coefficients, whereas other streamer properties like velocity
are much less sensitive to these coefficients. Third, the presented valida-
tion of the model opens the opportunity to computationally study streamer
branching. This is important for understanding the physical questions ad-
dressed in the introduction, in which branching plays a fundamental role
in the discharge evolution.
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3D simulations

of positive streamers in air

in a strong external magnetic
field

We study how external magnetic fields from 0 to 40 T influence positive stream-
ers in atmospheric pressure air, using 3D PIC-MCC (particle-in-cell, Monte Carlo
collision) simulations. When a magnetic field B is applied perpendicular to the
background electric field E, the streamers deflect towards the +B and —B di-
rection which results in a branching into two main channels. With a stronger
magnetic field the angle between the branches increases, and for the 40 T case the
branches grow almost parallel to the magnetic field. Due to the E x B drift of
electrons we also observe a streamer deviation in the opposite —FE x B direction,
where the minus sign appears because positive streamers propagate opposite to
the electron drift velocity. The deviation due to this E x B effect is smaller than
the deviation parallel to B. In both cases of B perpendicular and parallel to F,
the streamer radius decreases with the magnetic field strength. We relate our ob-
servations to the effects of electric and magnetic fields on electron transport and
reaction coefficients.
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This chapter is available ahead of publishing as an electronic publication:

Z. Wang, A. Sun, S. Dujko, J. Teunissen, and U. Ebert. 3D Simulations of
positive streamers in air in a strong external magnetic field. arXiv:2309.02300
[physics.plasm-ph], September 2023
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5.1 Introduction

Streamer discharges are often the first stage in the electric breakdown of
gases [9]. They are ionized channels that rapidly grow due to strong en-
hancement of the electric field at their tips; this high local field causes
electron impact ionization which lets the plasma channel grow. In air,
the growth of positive streamers against the electron drift direction is sup-
ported by nonlocal photoionization near regions of high impact ionization.
The ionized paths created by streamers can later turn into sparks and light-
ning leaders, through Ohmic heating and gas expansion. A streamer corona
paves the way of lightning leaders, and streamers are directly visible as huge
sprite discharges below the ionosphere [136, 29]. Streamers also play a role
in technological applications, such as plasma medicine [137], and plasma
assisted combustion [21].

Magnetic fields play an important role for many types of discharges
and plasmas, but for streamer discharges magnetic effects are usually not
considered. The magnetization of electrons can be expressed by the Hall pa-
rameter Spya = Wee/V, Where wee = eB/m, is the electron gyrofrequency in
the magnetic field strength B, v is the electron-neutral collision frequency,
e is the elementary charge and m, is the electron mass, see e.g. [138]. In
other words, the Hall parameter determines over which angle the electrons
spiral on average around a magnetic field line, before a collision with an
air molecule randomizes their propagation direction. Electrons contribut-
ing to the growth of a streamer discharge typically have a high energy (of
multiple eV), and therefore a high collision frequency. For example, in air
at standard conditions the electron collision frequency in an electric field of
3MV/m (which is approximately the breakdown field) is v ~ 3 x 102571,
A substantial effect of a magnetic field can be expected when S ~ 1, see
e.g. [29, 35], which would require B ~ 17T. The magnetic fields induced
by the currents inside a streamer are generally many order of magnitude
weaker, as discussed in section 5.1 of [9]. Significant magnetic effects can
therefore only come from an external magnetic field.

We remark that an estimate for the maximal magnetic field strength
Biax induced by a streamer is given in section 5.1 of [9]:

Brax = UEmax/027 (51)

where v is the streamer velocity, Fnax the maximal electric field at the
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streamer head and c¢ the speed of light. This approximation is valid regard-
less of the gas number density.

Since v is proportional to the gas number density N (with small cor-
rections due to three-body processes), the Hall parameter depends on the
reduced magnetic field B/N. Ness proposed the Huxley as a unit of B/N
(1 Hx = 1072 Tm?) that is commonly utilized in swarm studies of electron
transport in electric and magnetic fields [139]. This scaling with gas density
is similar to the dependence of (reduced) electron transport coefficients on
the reduced electric field E/N [140, 29]. A streamer at ground pressure
in an electric field of 1.5 MV /m and in a magnetic field of 10 T therefore
scales approximately to a sprite streamer at 83 km altitude, hence in an
air density of N = 10_5Ngrounda in an electric field of 15 V/m and in a
magnetic field of 100 uT. As discussed in [141, 29], the geomagnetic field at
the equator is weaker (about 30 pT), which is why sprites on earth are not
seen to be magnetized. (The geomagnetic field rises to about 60 uT near
the poles at sprite altitude, but there the field direction is vertical, and
lightning and sprites are rare.) However, on Jupiter streamer discharges
in sprites and lightning could be magnetized in the strong and irregular
magnetic field of that planet [142, 143, 144, 145].

There have only been a few experimental studies on streamers in mag-
netic fields, as it is challenging to obtain a strong enough magnetic field in
a sufficiently large volume. In [32] the early stages of magnetized streamers
were studied in 99.9%-pure nitrogen at pressures of 0.27 to 0.8 bar, using
a magnetic field strength of up to 12.5T. For negative streamers a clear
bending in the E x B direction was observed, as expected for electrons
drifting in a crossed electric field E and magnetic field B, but for posi-
tive streamers, the experimental results were more difficult to interpret. In
earlier work, the effect of a magnetic field on surface discharges has also
been studied using the Lichtenberg technique [33, 34]. In these studies, a
clear bending of negative discharges was also observed, whereas positive
streamers showed a smaller deviation.

Recently, the effect of an external magnetic field on streamer discharges
has been investigated in two computational studies [35, 36] in which the
magnetic field was assumed to be parallel to the background electric field.
In [35], a 2D axisymmetric model was used to simulate both positive and
negative streamers in an external parallel magnetic field. A decrease of
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streamer radius was observed for both streamer polarities. The authors
attributed this ‘self-focusing’ phenomenon to a sharp slowdown in the radial
growth of the streamers. The same phenomenon was recently also observed
in [36], in which the effects of Jupiter’s strong magnetic field (from 0.2 to
1.5 mT) on streamer inception and propagation were studied.

In this chapter, we generalize the above computational studies by also
considering perpendicular magnetic fields, using 3D particle-in-cell simula-
tions. In order to explain the main propagation phenomena of streamers,
electron transport data in electric and magnetic fields crossed at arbitrary
angle are also presented. We focus on positive streamers in air at 1 bar, and
on magnetic field strengths of up to 40 Tesla. However, our results can be
scaled to different pressures and corresponding field strengths, as discussed
above.

We use a PIC-MCC (particle-in-cell, Monte-Carlo Collision) model,
which combines the particle model described in [37] with the Afivo AMR
(adaptive mesh refinement) framework described in [41]. In this model,
only free electrons are tracked as particles, ions are tracked as densities, and
neutral gas molecules are included as a background that electrons stochas-
tically collide with. We use Phelps’ cross sections for Ny and O9 [85, 109].
To use them in particle simulations, we assume isotropic electron scatter-
ing and convert the effective momentum transfer cross-sections to elastic
momentum transfer cross sections by subtracting the sum of the inelastic
cross sections [86].

An advantage of a PIC-MCC model is that a magnetic field can rela-
tively easily be included by modifying the particle mover, see section 5.1.
To include a magnetic field in a fluid model is more complicated, since both
the computation of transport data and the inclusion of such data into the
model are non-trivial, see e.g. [30, 31].

Photoionization.

Zhelenyak’s photoionization model [135] is included as a stochastic pro-
cess, as described in [146, 37]. We briefly summarize the Monte Carlo
method below. When a simulated electron with a weight w ionizes a neu-
tral molecule, the number of ionizing photons that is generated is sampled
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from the Poisson distribution with mean

Dq
Nphotons = D _{_quwa (5'2)

where p is the gas pressure, p, = 40 mbar is the quenching pressure, and
& = 0.075 is a proportionality factor that we assume to be constant for
simplicity. Note that the photons thus have a weight of one. For each
photon, an absorption length is sampled from the absorption function

exp(_Xminpogr) - exp(_Xmaxpozr)
Fr) = , 5.3
( ) r ln(XmaX/Xmin) ( )

as described in [146, 37]. Here Xmae = 1.5 x 10?/(mm bar), Xmin =
2.6/(mm bar), and pp, is the partial pressure of oxygen. An isotropic
direction is then sampled, after which an ionization event of Oy is gener-
ated at the location of absorption if this location is inside the gas region of
the computational domain.

Super-particles.

So-called super-particles [82] are used to speed up the simulations and save
memory. The weight parameter w; determines how many physical particles
the 7*" simulation particle represents. During a simulation, the weights w;
change over time by merging and splitting particles as described in [56].
Particle weights are updated when the number of simulation particles has
grown by a factor of 1.25 or following a change of the AMR mesh (see
section 5.1), so that they stay close to a desired weight w given by

w = ne X AV/Nppe, (5.4)
where n. is the electron density in a cell, AV the cell volume and N, is
the target number of simulation particles per cell, here set to Np,. = 75.
Particle mover.

We use Boris’ rotation method [147] to advance the position and velocity
of electrons in time. The timestep in our simulations is limited by several
restrictions

At < min(0.5 X AZmin/Omax, Atdrt, 0.1 X 27 /wee). (5.5)
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Here Axmin indicates the minimal grid spacing, and Omax is an estimate of
the particle velocity at the 90%-quantile. Atq,¢ is the Maxwell time, also
known as the dielectric relaxation time, which is a typical time scale for
electric screening. Finally, the last criterion ensures that the gyration of
electrons is accurately resolved.

Adaptive mesh refinement.

Adaptive mesh refinement (AMR) is used for both computational efficiency
and computational accuracy. The mesh is refined based on the following
criteria [40]:

e refine if a(E)Az > 1.0,

o de-refine if a(E)Ax < 0.125, but only if Az is smaller than 10 pm.

Here a(E) is the field-dependent ionization coefficient, and Az is the grid
spacing, which is bound by 2 ym < Az < 0.4 mm.

5.1.1 Computational domain and simulation conditions

Simulations are performed in artificial air, containing 80% Ny and 20% O,
at p =1 bar and 7" = 300 K. Figure 5.1 shows a cross section of the 20 mm
x 20mm x 10mm computational domain. A rod-shaped electrode with a
semi-spherical cap is placed at the center of the domain [148]. This electrode
is 2mm long and has a radius of 0.2mm. Boundary conditions for the
electric potential are given in the caption of figure 5.1. In our computational
domain, the background electric field points in the —z direction, and a
magnetic field is applied in either the —z direction (parallel case) or in the
—z direction (perpendicular case).

There is initially no background ionization besides an electrically neu-
tral plasma seed, which is placed at the tip of the electrode to provide initial
ionization. Electrons and positive ions are generated by sampling from a
Gaussian distribution

(5.6)

Cp a2
ni(r) = ne(r) = 101 m =3 exp [ Ir = rol ] ,

(0.1 mm)?

where rg is the location of the tip of the electrode, given by (x,y,z) =
(10,10, 7.8) mm.
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Figure 5.1: Cross section of the 3D computational domain, which measures
20mm x 20mm x 10mm. The electric potential ¢ (in the absence of a
discharge) and the electrode geometry are shown. A voltage of ¢y = 15kV
is applied at the top of the domain and the needle electrode. The bottom of
the domain is grounded (¢ = 0), and at the sides a Neumann zero boundary
condition is used for ¢.

5.1.2 Effect of magnetic field on electron drift and ionization

To understand the behavior of streamer discharges in E and B fields, it
helps to know how free electrons behave in these fields. We have therefore
computed electron transport coefficients for homogeneous E and B fields
at an arbitrary angle with a Monte Carlo swarm code https://github.com/
MD-CWI/particle_swarm. Data computed for background electric fields of
150 kV/cm and 15 kV /em and for magnetic fields between 0 and 40 T are
shown in figure 5.2 as a function of the angle between E and B. The
Hall parameter Syay for the ensemble of electrons is also indicated. In
this case, we define Sy = wee/V Where U is the average electron collision
frequency [149].

For the analysis of electron motion, we decompose the electric field into
a part parallel and perpendicular to B as E = E| + E,. Then three
components of the electron mobility can be distinguished:

= vy /By = v By|/ By, (5.7)
,U,J_ZUJ_/EJ_:‘U‘EJ_VEJ_, (58)
o :’Ux/EJ_:"U'(EJ_XB)’/EJ_7 (59)
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Figure 5.2: Electron transport coefficients in homogeneous E and B fields
as a function of the angle Z(E, B) between the fields. The data was gener-
ated (a) for a typical maximal field at the streamer head of £ = 150kV /cm
and (b) for half the breakdown field E = 15kV /cm, and for magnetic fields
of B =0,10,20,40T, in synthetic air at 1 bar and 300 K. Here | and
are the flux mobility components parallel and perpendicular to B, and px
is a flux mobility component in the E x B direction, see section 5.1.2. v
is the electron drift velocity, kq—y is the effective ionization rate (positive
for E' = 150kV /cm and negative for £ = 15kV /cm), and eayg is the mean
electron energy. Z(v, E) is the angle between the electron drift velocity v
and F, and Byay is the Hall paramgter for the ensemble of electrons, see
section 5.1.2
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where v is the electron drift velocity, and g, py and px are respectively
the mobility parallel to the magnetic field, the mobility perpendicular to
the magnetic field (but parallel to E ), and the “mobility” in the E x B
direction. Here E and B denote unit vectors in the direction of the E
and B respectively. Note that Ej = Ecos(f) and E| = Esin(f), where
0 = Z(E, B) is the angle between E and B. Furthermore we remark that
equations (5.7-5.9) define so-called flux mobilities, see e.g. [150].

A clear effect of a stronger magnetic field is that p is reduced. The
reduction in p; leads to a lower mean electron energy and a smaller ion-
ization coefficient when the angle between E and B increases, because the
energy electrons on average gain per unit time from the electric field is
given by e,uHEﬁ +ep  E2. For B =40 T, the ionization rate is reduced by
almost 80% when F and B are perpendicular. The reduction in mean elec-
tron energy is also related to an increase in the parallel electron mobility
p, since electron mobilities are typically higher at lower electron energies.

The magnitude of the E x B drift, here denoted by

Uy = x B = px Esin(6), (5.10)

depends on the magnetization of electrons and on the respective fields. In
the absence of collisions

vy = |E x B|/B? = Esin(0)/B, (5.11)

so that a stronger magnetic field leads to a smaller vy. However, when col-
lisions are included a lower magnetic field will lead to a lower magnetization
(i.e., Hall parameter Sy ), with v — 0 for Sy — 0. For a given electric
field, vx will thus first increase with the magnetic field strength and then
decrease, as can be seen from the py plot in figure 5.2b.

With a magnetic field the mobilities are ) < p and pux > 0, which
means that the electron drift velocity v makes an angle with the electric
field E. This angle can be as large as 70° for the conditions considered
here, as shown in figure 5.2.

Note that when the electric and the magnetic field are parallel electron
transport and reaction coefficients (except for transverse diffusion coeffi-
cients) hardly depend on the magnetic field strength. In this case, the
magnetic field does not affect the energy gain of electrons due to their
acceleration parallel to E.
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5.2 Results & Discussion

5.2.1 3D simulations

We simulate positive streamers with an external magnetic field of 0, 10, 20
and 40 T. In these simulations, the background electric field £ = 15 kV/cm
between the plate electrodes is about half of the breakdown field, and it
points downwards in —z direction, see Fig. 5.1. The magnetic field B ei-
ther points in the same direction (parallel case) or in the —x direction
(perpendicular case). In all cases, the positive streamers grow due to pho-
toionization which produces free electrons ahead of them [9].

Results with a parallel magnetic field are shown in figure 5.3. In agree-
ment with previous work [35, 36], the following main phenomena are ob-
served:

e For a stronger magnetic field, the streamer diameter decreases and
its velocity and the maximum electron density inside the channel
increase.

e The streamer overall stays axisymmetric, if it started like this.

Results with a perpendicular magnetic field are shown in figure 5.4, and
one particular run in a field of 20 T is magnified in figure 5.5. The main
phenomena are:

e With growing magnetic field, the streamer diameter decreases and
its velocity and the maximum electron density inside the channel
decrease as well.

e The streamers deflect towards the +B and —B direction which re-
sults in a branching into two main channels. The angle between the
branches increases with B. There seem to be two preferred streamer
propagation directions in the plane spanned by E and B.

e The branched streamer does not completely lie in the plane spanned
by E and B, but shows a slight deviation towards the —FE x B
direction.

We will explain these phenomena below, making use of the electron trans-
port data presented in section 5.1.2.
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Figure 5.3: Simulations of positive streamers at ¢ = 3 ns in magnetic fields
of 0, 10, 20 and 40 T that are parallel to a background electric field of
15kV /cm. (a) volume rendering of the electron density, (b) cross section of
the electric field. For reference, the electron density behind the streamer
tip (netip) and the maximal electric field strength Ep.x are indicated in
the panels.
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Figure 5.4: Simulations of positive streamers at ¢ = 6 ns in magnetic fields
of 0, 10, 20 and 40 T that are perpendicular to a background electric field
of 15kV/cm. Electron densities are visualized using 3D volume render-
ing. Each row shows five runs in the same magnetic field to illustrate the
stochasticity of the particle simulations. For B > 0 several viewing angles
are shown, with the plane that is viewed indicated on the left. The direc-
tions of E, B and —FE x B are indicated in the B = 10 T case, they are
the same for the B =20 T and B = 40 T cases. The simulation in the red
dotted frame is shown in more detail in figure 5.5.
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Figure 5.5: Left: Enlarged electron density in a magnetic field of B = 20 T.
Shown is the rightmost case from Fig. 5.4 viewed in the (z, z) plane (marked
with a red dotted frame in that figure). Right: Further enlarged cross
section of the electric field E.

5.2.2 Branching in a perpendicular field

With a perpendicular B-field of 20T to 40T positive streamers typically
split into two main channels, which both lie approximately in the plane
spanned by E and B. The angle between the branches grows with the
magnetic field, until the branches are almost parallel or antiparallel to B.
The two main channels are quite symmetric in the plane spanned by E and
B, because changing B into —B only changes the chirality of the gyration
about the magnetic field line; the electrons on the left branch therefore
have chirality opposite to those on the right branch, but otherwise the same
energy distributions, ionization rates etc. With a perpendicular B-field of
only 10T, the branching appears to be more stochastic, with a smaller
angle between the branches and sometimes a third branch. We remark
that stochastic streamer branching is a common phenomenon in streamer
discharges without a magnetic field, in which stochastic fluctuations can
trigger a Laplacian instability, see e.g. [151, 152, 96]. The peculiar aspect
of the branching observed here is that it is not (or hardly) stochastic, but
that it is rather induced by the two preferred propagation directions.

While the direction of the primary streamers in higher magnetic fields
is clearly determined by magnetic and electric fields (and possibly by the
streamer radius), the shorter secondary branches that form at a later time
propagate in an electric field modified by the primary streamers. Therefore
they deviate from the direction of the primary steamers.

A perpendicular magnetic field can contribute to streamer branching in
two ways. The first is related to the ionization rate. Without a magnetic
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field, the ionization rate depends only on the electric field strength, which
is highest in the forward direction. However, with a magnetic field, the
ionization rate will also depend on the angle with the magnetic field, as
shown in figure 5.2. Since the strongest reduction in the ionization rate
will occur for the lowest electron energies, i.e., when the electric field is
perpendicular to B, the maximum of the ionization rate can then lie at
some intermediate angle between the background field E and the magnetic
field B.

The second effect is on the screening inside the streamer channel. Per-
pendicular to B, electric screening is slowed down due to the lower drift
velocity, see figure 5.2. Since electron screening parallel to B is not affected
(the parallel mobility can even increase, as shown in figure 5.2), there will
be stronger field enhancement parallel to B. Both the change in ioniza-
tion rate and the change in drift velocity will deform the streamer head, as
shown in Fig. 5.5, and contribute to branching in the (E, B)-plane.

Unlike ‘normal’ streamer branching [96], branching in a strong mag-
netic field is a rather deterministic process. The angle at which branches
grow depends on the ‘competition’ between the magnetic field, which favors
growth parallel or anti-parallel to it, and electric field enhancement, which
is strongest parallel to the background electric field. A stronger magnetic
field therefore leads to a larger branching angle.

5.2.3 Effect of magnetic field on streamer radius

Figure 5.3 shows that a parallel B-field leads to a smaller streamer radius,
consistent with the findings of [35, 36]. The underlying mechanism is a
reduction in the radial growth of the streamer, which is perpendicular to
the B-field, due to a lower ionization rate, see figure 5.2. Since the forward
growth is not affected, as it is parallel to the B-field, the result is a smaller
radius and stronger electric field enhancement.

Figure 5.4 shows that a perpendicular B-field also leads to a reduction
in streamer radius. We think there are two main mechanisms that play a
role here. The first is that after the streamers branch, the magnetic field is
partially aligned with their growth velocity. This parallel component of the
magnetic field will have a similar effect as in the case where the electric and
magnetic field are initially parallel, i.e., it will reduce the streamer radius.
The second mechanism is that the ionization rate around the streamers is
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reduced, since there is also a magnetic field component perpendicular to the
streamer velocity. This reduced ionization rate will probably play a similar
role as a weaker background field (or a lower applied voltage) does in cases
without a magnetic field, namely the formation of thinner channels.

Note that although the effect of a magnetic field on the streamer radius
is similar for the parallel and perpendicular configurations, the effect on
the streamer velocity is different: a parallel magnetic field leads to a higher
velocity, see figure 5.3, whereas a perpendicular magnetic field leads to a
lower velocity, see figure 5.4.

5.2.4 Bending in —F x B direction

With a perpendicular magnetic field of 10 T and 20T, the discharge chan-
nels bend slightly towards the —FE x B direction, as shown in figure 5.4.
At 10T the bending angle is about 9° and at 20T it is about 7°. This
bending is due to the E x B drift of electrons, which leads to a deviation
in the opposite direction (—E x B) since positive streamers propagate in
the opposite direction of the electron drift velocity.

In figure 5.2 the angle the electron drift velocity makes with respect
to E is shown. When E and B are perpendicular, this angle ranges from
about 18° (10T, 150kV/cm) to 70° (40T, 15kV/cm), due to the E x B
drift. These angles are considerably larger than the positive streamers’
bending angle of up to about 10°, especially when comparing against the
transport data in a lower background field of 15kV/cm. We think there
are several reasons for this. First of all, it should be noted that although
the background electric field is perpendicular to B in the simulations, the
enhanced electric field near the streamer head will generally not be per-
pendicular to B. Furthermore, streamers grow more parallel to B as the
magnetic field strength is increased, which reduces the magnitude of the
E x B drift and thus also the bending angle. This could explain why the
observed bending is a bit smaller at 20 T than at 10T, and why no clear
bending can be observed at 40 T. A second reason is that the bending
probably originates from the deformation of the streamer head, where the
increased electron drift velocity increases electric field enhancement in the
—FE x B direction. The high electric field at the streamer head will result
in a smaller bending angle, as illustrated by figure 5.2. A third reason is
that streamer growth depends on both the electron drift and the impact
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ionization rate (which depends on the electron energy distribution). There
is only an FE x B effect on the electron drift, in contrast to the branching
mechanism discussed in section 5.2.2, where both the electron drift and the
ionization rate depended on the angle with the magnetic field.

Finally, we remark that a side branch in the E x B direction is visible
in all cases at 40 T, which is probably caused by the effect the E x B drift
has on the initial seed.

5.2.5 Comparison with experimental work

As mentioned in the introduction, the effect of a strong magnetic field on
positive and negative streamers in nitrogen has been experimentally studied
in [32]. The discharges were observed in a plane perpendicular to B, which
means that only path deviations perpendicular to B could be observed, and
thus not the branching phenomenon found here in the E, B-plane. Negative
streamers were found to clearly bend in the E x B direction, and a rather
small deviation of positive streamers in the —FE x B was observed. We
remark that after switching the voltage polarity, the E x B direction also
flips, which means that in the experimental figures positive and negative
streamers deviate in the same visual direction.

Earlier work used the Lichtenberg technique to study the effect of a
magnetic field on surface discharges, with the magnetic field perpendicu-
lar to the surface. In [33], only negative discharges were observed, which
showed a clear bending in the E x B direction. In [34], both polarities
were considered, and it was found that negative streamers had a signifi-
cantly larger deflection angle than positive ones. As in [32], streamers with
both polarities bended in the same visual direction, which means that neg-
ative streamers deviated in the E x B and positive ones in the —E x B
direction, consistent with our findings.

5.3 Conclusions

We have simulated the propagation of positive streamers in atmospheric
air in external magnetic fields ranging from 0 to 40 T using a 3D PIC-
MCC model including photoionization. For magnetic fields perpendicular
to the background electric field, streamers deflect towards the +B and
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— B direction resulting in a branching into two main channels. The angle
between these branches increases with the magnetic field strength, and at
40 T they propagate almost parallel to the magnetic field, and thus almost
perpendicular to the background electric field. We think there are two
mechanisms that deform the streamer head and thereby contribute to this
branching: the dependence of the ionization rate on the angle between the
E and B, and a reduction in electron drift velocity perpendicular to B.
In agreement with earlier experimental work [33, 34, 32], we observe that
positive streamer slightly bend towards the —FE x B direction, due to the
E x B drift of electrons. We also show that a perpendicular magnetic field
reduces the streamer radius, a phenomenon that was earlier observed in
axisymmetric simulations with a parallel magnetic field [35, 36]. However, a
difference between the parallel and perpendicular cases is that the streamer
velocity increases with a parallel magnetic field whereas it decreases with
a perpendicular magnetic field.

Finally, we remind the reader that our results can be scaled to different
pressures and corresponding field strengths. For example, our simulations
10T at 1bar should approximately correspond to 1T at 0.1 bar at length
and time scales a factor ten larger [9].
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Chapter 6

Conclusions and outlook

In this chapter, we present a summary of the findings in this thesis and potential

directions for future research.
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6.1 Summary of findings

In this thesis, our primary focus was on positive streamers in atmospheric
air. Our main findings are listed below.

Fluid models vs. particle models

In chapter 2, a PIC-MCC (particle-in-cell, Monte Carlo collision) model and
a drift-diffusion-reaction fluid model using the same AMR framework were
quantitatively compared for positive streamer discharges. The simulations
were performed in air at 1 bar and 300 K, in background fields ranging
from 15 to 20 kV/cm. Both axisymmetric and fully three-dimensional
geometries were considered and agreed well. Good agreement between the
particle and the fluid simulations was also found for streamer properties
such as maximal electric field, radius, and velocity. In section 2.3.3, the
numerical convergence in both models was also studied, by varying the
mesh refinement criterion. Convergence errors in streamer velocity were
less than 2% in both models when compared with a standard refinement
criterion.

2D Cartesian simulations vs. 2D axisymmetric simulations

In chapter 3, we compared 2D Cartesian and 2D axisymmetric simulations
of positive streamers in air at 1 bar and 300 K using a fluid model. When
using a same electrode geometry, the inception voltage in 2D Cartesian sim-
ulations was twice as in 2D axisymmetric simulations due to weaker electric
field enhancement. When both types of models are compared at a similar
ratio of applied voltage over the inception voltage, velocities and streamer
radii became similar. However, the maximal electric field and degree of
ionization in the 2D Cartesian case were significantly lower. Additionally,
2D Cartesian fluid models are not suitable for studying streamer branching,
as branching only occurs with added noise and the resulting branches are
much thinner than in real discharges in air.

The selection of transport data for fluid models

Fluid simulations are sensitive to the type of input data that is used. A fluid
model with flux transport coefficients, whether computed by Monte Carlo
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method or using BOLSIG+ with the temporal growth option, lead to good
agreement with particle models. There are major discrepancies between
the models when bulk coefficients are used, or when data is computed using
BOLSIG+ with the spatial growth option. These results can be found in
section 2.3.2.

Source of stochasticity in streamer modeling

In section 2.3.4, the number of super-particles (super-electrons) per cell
Nppe and the photoionization coefficient £ were varied to investigate the
source of stochasticity in streamer modeling. With stochastic photoioniza-
tion, fluid simulations exhibited similar fluctuations as particle simulations
when using the same value of . Np,. did not significantly impact these
fluctuations, so it was concluded that discrete photoionization was the pri-
mary source of stochastic fluctuations. In chapter 4, photoionization was
also confirmed to be the main mechanism responsible for streamer branch-
ing in air.

Streamer branching

The effect of photoionization on positive streamer branching was studied
using 3D fluid simulations with stochastic photoionization in chapter 4. We
found good quantitative agreement in streamer branching behavior between
our simulations and dedicated experiments, and therefore concluded that
photoionization was the main mechanism governing the observed streamer
branching. Changing the photoionization coefficient £ from its standard
value led to significant differences in the resulting streamer morphology.
These simulations can therefore be used as a sensitive test for Zheleznyak’s
photoionization model.

Streamer behavior in a strong external magnetic field

In chapter 5, the propagation of positive streamers in air in a strong ex-
ternal magnetic field of up to 40 T was simulated using a particle model.
We considered magnetic fields aligned either parallel or perpendicular to
the applied electric field. For parallel magnetic fields, the radii of positive
streamers decreased with the magnetic field strength, and the velocity and
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the maximal electron density of the streamer channels increased. For per-
pendicular magnetic fields, positive streamers tended to branch quite sym-
metrically into two main thin channels. The angle between these branches
increased with the magnetic field strength. The dependence of the ioniza-
tion rate on the angle between the E and B, along with the reduction in
electron drift velocity perpendicular to B were the two mechanisms that
were found to cause this branching. We also observed that positive stream-
ers slightly bend towards the —F x B direction, due to the E x B drift of
electrons, in agreement with earlier related experimental work.

6.2 Outlook

e A more extensive comparison between particle models and
fluid models

In chapter 2, we simulated positive streamer discharges in air in a
limited range of background electric fields. A more extensive com-
parison could be performed, considering for example both positive
and negative discharges, different gas compositions, and streamers
interacting with solid surfaces. It would also be interesting to com-
pare these models in very high fields, in which runaway electrons can
be generated, as well as in low fields, in which gradients can become
steeper.

¢ Branching mechanisms in other gases should be investigated

Simulations of streamer branching should be extended to a wider
range of applied voltages, gas pressures and gas compositions. De-
pending on such conditions, different mechanisms may affect streamer
branching behavior. For example, streamers with complex branching
have been observed in COsy, in which there is no effective photoion-
ization process.

e Simulations of negative streamers in strong external mag-
netic fields

In Chapter 5, only positive streamers in strong external magnetic
fields were simulated with our particle model. A further investigation
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with negative streamers is required to test our conclusion about the
polarity dependence of the E x B bending.

e Machine learning could improve streamer discharge model-
ing
Machine learning (ML) can help increase model accuracy and effi-
ciency. In streamer simulations, some input data related to chemical
reactions or different gases remain uncertain, which can influence the
simulation results. By feeding experimental data into machine learn-
ing models, the relationships between various governing parameters
of streamers can be learned, which could lead to more accurate and
efficient simulations. A model for branching streamers with complex
branching structures can possibly be built using machine learning
methods. Such models can focus on streamer properties such as ve-
locity, radius and branching behavior, without considering the micro-
scopic motion and collisions of electrons.

e A graphical user interface for Afivo simulations

Our Afivo code is written in FORTRAN and controlled by config-
uration files with long lists of input parameters. A graphical user
interface (GUI) could provide a visual interface that simplifies com-
plex operations and empowers users with a seamless, interactive en-
vironment. This modernization not only facilitates ease of use for our
team members but also ensures that others can effectively utilize and
improve our code.
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Computational cost
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In chapter 2, typical computing times for the results in section 2.3.1 were
a few minutes (2D fluid model), 8h (3D fluid model), and 2-3h (2D particle
model). These computations ran on an Intel(R) Core(TM) i9-9900K eight-
core processor, using OpenMP parallelization. The 3D particle simulations
were performed on Cartesius, the Dutch national supercomputer. A single
thin node with a Intel Xeon E5-2690 v3 (Haswell) 24-core processor and 64
GB of RAM was used. Computations ran for up to five days, with up to
600 million particles.

The maximum number of grid cells used for the simulations presented
in section 2.3.1 were: 4.2 x 10* (2D fluid), 1.4 x 108 (3D fluid), 5.1 x 10*
(2D particle), 8.3 x 107 (3D particle). For the numerical convergence tests
presented in section 2.3.3, the maximum number of grid cells at t = 9 ns
were 2.4 x 10°, 8.5 x 10%, 3.8 x 10%, 3.3 x 10* (2D fluid, ¢y = 0.2,0.4,0.8, 1.0
respectively) and 2.0 x 10°, 8.2 x 104, 4.2 x 10%, 3.5 x 10* (2D particle,
co = 0.2,0.4,0.8, 1.0 respectively).

Typical computing times for a single run in chapter 4 under the con-
ditions of the main text were 12 to 36 hours. These computations ran on
Snellius, the Dutch national supercomputer, using 32 cores (AMD Rome
7H12) and 64 GB of RAM.

The maximum number of grid cells used for the simulations presented in
the main text were 0.5 x 107 for single streamers and 1.9 x 107 for branching
streamers. The minimal grid size in simulations was 12 pym.
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B.1 Photoionization and initial electron density

Figure B.1: Cross section through a simulation at 15 kV, showing the elec-
tron density around a non-branched streamer in the middle of the discharge
gap. The black contour lines demarcate the area in which the electric field
is above breakdown.

The electron density around a streamer head is illustrated in figure B.1,
which shows a cross section through a simulation at 15kV. Although pho-
toionization was here found to be the main mechanism behind streamer
branching, it can be seen that it produces a relatively smooth electron den-
sity around the streamer head. The region where the electric field is above
breakdown is indicated in the figure. The electron density at the outer
boundary of this region is about 10 m™3. It is therefore not possible to
identify particular photoionization events (or the resulting avalanches) with
branching events. Instead, fluctuations in the electron density ahead of the
discharge deform the streamer head shape, and these deformations can lead
to branching. They also cause the non-straight growth of non-branched
streamer channels, see for example figure B.4.

Note that the electron density produced by photoionization is several or-
ders of magnitude higher than the background electron density of 10! m~3
that was used in the simulations as an initial condition. This background
ionization therefore has no significant effect on our simulation results. This
is illustrated in figure B.2, in which it is replaced by a localized Gaussian
seed with a peak density of 10 m™3. This seed provides the first electrons
near the electrode to ensure a discharge can start, but it has no significant
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effect on the later discharge evolution.

Figure B.2: 10 runs of streamers initiated from a Gaussian seed at 15 kV.
Here the initial electron and ion densities are given by a Gaussian distribu-
tion n;(r) = ne(r) = 108 m 3 exp [—(r — rg)?/(2mm)?)], where rq is the
location of the tip of the electrode.

B.2 lonization density due to previous pulses

The experiments use voltage pulses of 1 us duration at a repetition rate of
20 Hz, so there are 50 ms between the pulses. During this time electrons
attach to oxygen, forming negative ions, and positive and negative ions
recombine. If effects due ion diffusion are ignored, the ion density n at the
start of a next pulse can be estimated as [131, 89, 26]:

n(t) = (ke t) L, (B.1)

where ke is the effective ion recombination rate, which typically lies be-
tween 10712 m3s™1 and 10713 m3s~! [26]. This gives an estimated ionization
density n(50ms) between 2 x 1013 m~=3 and 2 x 10 m~3. These densities
are comparable to the electron density produced by photoionization, see
figure B.1. If the main negative ions would for example be O; or O,
then they could have a significant effect on the next pulse due to electron
detachment.
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However, previous work on discharge inception [153] has indicated that
remaining negative ions do not easily give up electrons through detach-
ment. This is consistent with the fact that inception often occurred with a
significant delay in our experiments. A possible explanation could be that
the main stable negative ion is O [26, 154], from which electrons hardly
detach. We therefore expect background ionization from previous pulses
to not significantly affect the branching behavior observed here. For more
recent results on the effect of ion conversion and of electron attachment
and detachment processes on the electron density in repetitive discharges,
we refer to [155, 156, 157].

B.3 Pulse rise time

Figure B.3: Time evolution in simulations at 15 kV. For the top row a
rise time of 105 ns was used, for the bottom row the voltage was applied
instantaneously.

In the experiments, a rise rate of 0.14kV /ns was used for the different
applied voltages, which leads to rise times of about 105 ns (at 15 kV), 119 ns
(at 17 kV) and 133 ns (at 19 kV). As discussed in the main text, inception
typically occurred when the voltage had already reached its maximum,
which is why in the simulations the rise time was not taken into account. We
now briefly test how the inclusion of a finite rise time affects the simulation
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results.

Figure B.3 shows examples of streamer evolution with and without a
rise time at 15 kV. Note that streamer inception occurs around 100 ns,
when the applied voltage is already about 15 kV, so that the main effect is
simply a delay in streamer inception. We observed similar inception delays
of about 100 ns at voltages of 17 kV and 19 kV. The reason the rise time
has no significant effect on the later propagation is that these voltages are
all rather close to the inception voltage. If we would apply a significantly
higher voltage the streamer would already propagate a significant distance
while the voltage was rising, leading to a stronger dependence on the rise
time [158].

B.4 Time evolution

Figure B.4: Examples of time evolution in simulations under applied volt-
age of 15 kV, 17 kV and 19 kV. Shown is the integrated light emission,
with cases without branching on the left and cases with branching on the
right.

Figure B.4 illustrates the time evolution in simulations at different ap-
plied voltages. At each voltage, both single and branching streamers bridge
the gap around the same time, so branching does not significantly affect
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the streamer velocity, as also discussed in the main text.

B.5 Radii before and after branching

Figure B.5: Streamer radii 20ns before (Rp) and 20ns after (Rp, Rc)
branching in simulations. The sizes of the circles represent the ratio Rg /R,
with Rg > Rc.

In the simulations, we have measured streamer radii before and after
branching. Figure B.5 shows the sum of the radii after branching (Rg+Rc)
versus the parent radius Ra. The results suggest a relation Ry = k x
(R + Rc), with k &~ 1.3, but they are also consistent with the relation
R3 = R} + RZ observed before in [125, 127].
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