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A B S T R A C T

There is an important ongoing effort aimed to tackle misinformation and to perform reliable
fact-checking by employing human assessors at scale, with a crowdsourcing-based approach.
Previous studies on the feasibility of employing crowdsourcing for the task of misinformation
detection have provided inconsistent results: some of them seem to confirm the effectiveness
of crowdsourcing for assessing the truthfulness of statements and claims, whereas others fail
to reach an effectiveness level higher than automatic machine learning approaches, which are
still unsatisfactory. In this paper, we aim at addressing such inconsistency and understand if
truthfulness assessment can indeed be crowdsourced effectively. To do so, we build on top
of previous studies; we select some of those reporting low effectiveness levels, we highlight
their potential limitations, and we then reproduce their work attempting to improve their
setup to address those limitations. We employ various approaches, data quality levels, and
agreement measures to assess the reliability of crowd workers when assessing the truthfulness of
(mis)information. Furthermore, we explore different worker features and compare the results
obtained with different crowds. According to our findings, crowdsourcing can be used as an
effective methodology to tackle misinformation at scale. When compared to previous studies,
our results indicate that a significantly higher agreement between crowd workers and experts
can be obtained by using a different, higher-quality, crowdsourcing platform and by improving
the design of the crowdsourcing task. Also, we find differences concerning task and worker
features and how workers provide truthfulness assessments.

. Introduction

Given the ever-increasing amount of misinformation spread online daily, in recent years there has been an increased interest
n designing reliable techniques for fact-checking. Fact-checking is a complex activity with a workflow that involves several

∗ Corresponding author.
Linkedin: david-la-barbera-8a1a646a, David La Barbera (D.L. Barbera), Linkedin: eddy-maddalena (E. Maddalena), Linkedin: michaelsoprano,

Michael Soprano (M. Soprano), Linkedin: gianlucademartini, Gianluca Demartini (G. Demartini), Linkedin: davideceolin, Davide Ceolin (D. Ceolin),
inkedin: damianospina, Damiano Spina (D. Spina), Linkedin: stefano-mizzaro-1234082, Stefano Mizzaro (S. Mizzaro).

E-mail addresses: david.labarbera@uniud.it (D.L. Barbera), eddy.maddalena@uniud.it (E. Maddalena), michael.soprano@uniud.it (M. Soprano),
evin.roitero@uniud.it (K. Roitero), demartini@acm.org (G. Demartini), davide.ceolin@cwi.nl (D. Ceolin), damiano.spina@rmit.edu.au (D. Spina),
tefano.mizzaro@uniud.it (S. Mizzaro).

URLs: http://www.eddymaddalena.net (E. Maddalena), http://www.michaelsoprano.com (M. Soprano), http://www.kevinroitero.com (K. Roitero),
ttp://www.gianlucademartini.net (G. Demartini), http://www.cwi.nl/en/people/davide-ceolin/ (D. Ceolin), http://www.damianospina.com (D. Spina),
ttps://users.dimi.uniud.it/~stefano.mizzaro/ (S. Mizzaro).
vailable online 31 May 2024
306-4573/© 2024 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
http://creativecommons.org/licenses/by/4.0/).

ttps://doi.org/10.1016/j.ipm.2024.103792
eceived 21 July 2023; Received in revised form 8 April 2024; Accepted 19 May 2024

https://www.elsevier.com/locate/ipm
https://www.elsevier.com/locate/ipm
https://www.linkedin.com/in/david-la-barbera-8a1a646a
https://twitter.com/labarbera_dav
https://www.linkedin.com/in/eddy-maddalena
https://www.linkedin.com/in/michaelsoprano
https://twitter.com/Miccighel_
https://www.linkedin.com/in/gianlucademartini
https://twitter.com/eglu81
https://www.linkedin.com/in/davideceolin
https://twitter.com/davideceolin
https://www.linkedin.com/in/damianospina
https://twitter.com/damiano10
https://www.linkedin.com/in/stefano-mizzaro-1234082
https://twitter.com/mizzaro
mailto:david.labarbera@uniud.it
mailto:eddy.maddalena@uniud.it
mailto:michael.soprano@uniud.it
mailto:kevin.roitero@uniud.it
mailto:demartini@acm.org
mailto:davide.ceolin@cwi.nl
mailto:damiano.spina@rmit.edu.au
mailto:stefano.mizzaro@uniud.it
http://www.eddymaddalena.net
http://www.michaelsoprano.com
http://www.kevinroitero.com
http://www.gianlucademartini.net
http://www.cwi.nl/en/people/davide-ceolin/
http://www.damianospina.com
https://users.dimi.uniud.it/~stefano.mizzaro/
https://doi.org/10.1016/j.ipm.2024.103792
https://doi.org/10.1016/j.ipm.2024.103792
http://creativecommons.org/licenses/by/4.0/


Information Processing and Management 61 (2024) 103792D.L. Barbera et al.

o
o
s
c
M
o
P
2
a
t
F
d
a

e
a
b
c

t
f
e
r
I
b
n
b

c
e
o

f
a
d
T

2

S

2

e
d
e
w
T
b
g
p
e
n

steps (Graves, 2017; Mena, 2019; Spina et al., 2023; Vlachos & Riedel, 2014): check-worthiness (i.e., understanding if a given
statement is of interest to a possibly large audience), evidence retrieval (i.e., retrieving the evidence pro and/or against the
statement), truthfulness or veracity assessment, discussion among the assessors to reach a consensus, and assignment and publication
of the final verdict for the statement inspected.

In this paper, we focus on one of the steps involved in the fact-checking workflow: truthfulness assessment, which is an instance
f a classification problem. The common approaches used for truthfulness assessment are either (i) expert assessment, i.e., journalists
r fact-checkers who use a rigorous approach to assess the truthfulness of a piece of information, or (ii) automated classification
ystems, which employ Artificial Intelligence techniques to process a high amount of information in a limited time and with a low
ost. However, these two approaches are rather the ends of a spectrum, and each of them presents some limitations (Demartini,
izzaro, & Spina, 2020; La Barbera, Roitero & Mizzaro, 2022). Therefore, some researchers have proposed leveraging the ‘‘wisdom

f the crowd’’ (Howe, 2006) for truthfulness assessment, and many proposals have been made in this direction (Allen, Arechar,
ennycook, & Rand, 2021; La Barbera, Roitero, Demartini, Mizzaro, & Spina, 2020; Saeed, Traub, Nicolas, Demartini, & Papotti,
022; Sethi, 2017). The results of this line of research, however, appear inconclusive or even contradictory: while Allen et al. (2021)
nd Zhao and Naaman (2023) claim that crowdsourcing is effective, other researchers – although finding some signals – do not seem
o reach an effectiveness level higher than that of completely automatic systems (Allen, Martel, & Rand, 2022; Roitero, Soprano,
an et al., 2020; Saeed et al., 2022). The explanation for this lower effectiveness might be due to different aspects: the use of a
ifferent and possibly low-quality crowd, the selection of a different dataset with statements to be fact-checked that are difficult to
ssess, the choice of a too fine- or coarse-grained truthfulness scale, a worse task design, or a combination of the aforementioned.

Some researchers have proposed hybrid approaches, which combine automated classification and manual annotation (Demartini
t al., 2020; La Barbera, Roitero, Mizzaro, 2022; Qu et al., 2022). These hybrid approaches aim to leverage the advantages of
utomated classification systems while still incorporating the expertise of human annotators. Once again, these attempts seem to
e inconclusive (Qu et al., 2022): the reached effectiveness is still unsatisfactory and it is also still unclear if crowd-based manual
lassification can effectively complement automated classification.

Therefore, by analyzing the literature one is left wondering whether crowdsourcing can be a useful tool for assessing the
ruthfulness of statements. Our overall aim in this paper is to understand if effective fact-checking decisions can indeed be obtained
rom the crowd as claimed by some, but not by others. To this end, we select two studies by Draws et al. (2022) and Soprano
t al. (2021) who obtained sub-optimal results from the crowd, and we reproduce and improve their approach: we not only aim at
eplicating their results, but we also highlight some limitations of these studies and try to improve them addressing such limitations.
t can be said that we are therefore having a somehow optimistic attitude in this work: we conjecture that crowdsourcing can indeed
e useful in truthfulness assessment, and we try to make it work in cases where it had not worked earlier. We remark that our aim is
ot to identify which component (i.e., task design, crowd composition, etc.) contributes the most to increase the overall effectiveness
oth for the crowd and for the model, leaving this question as future work.

The contributions of this work are two-fold. On the one hand, our study corroborates that crowdsourcing, under certain
onditions, is a reliable mechanism for scaling truthfulness assessments in fact-checking. On the other hand, our improved
xperimental design, building upon previous work, informs how the crowdsourcing task needs to be designed and how the pool
f workers needs to be defined for cost-effective fact-checking with the crowd.

This paper is organized as follows: in Section 2 we analyze existing literature on crowdsourcing and automated approaches
or truthfulness classification. In Section 3 we explore aims and motivations for the current work, investigating inconsistencies
nd limitations of the current approaches before listing our research questions. In Section 4 we outline our experimental design,
escribing the performed crowdsourcing task and the effectiveness and agreement metrics used. In Section 5 we discuss our results.
he paper concludes with Section 6, where we summarize our findings and discuss possible directions for future research.

. Background

In Section 2.1 we discuss some notable work that used crowdsourcing-based approaches to detect misinformation, while
ection 2.2 briefly summarizes the state of the art for Deep Learning and hybrid Human-In-The-Loop (HITL) approaches.

.1. Crowdsourcing approaches

In the literature, many researchers addressed the misinformation detection problem using crowdsourcing approaches. La Barbera
t al. (2020) found that worker bias has an effect when assessing a given statement. Later, this line of research has been further
eveloped by Roitero, Soprano, Fan et al. (2020), who used several truthfulness scales to find similar agreement levels. Soprano
t al. (2021) used the same setting but with a multidimensional truthfulness scale finding that the assessments provided by the
orkers over seven dimensions of truthfulness are reliable and that such dimensions measure different aspects of truthfulness.
hen, Draws et al. (2022) performed an analysis on the work done by Soprano et al. (2021) to identify potential and systematic
iases. They performed a novel crowdsourcing task over a new set of statements to test their hypotheses, finding that workers
enerally tend to overestimate truthfulness. They also found evidence of cognitive biases. Bias-aware aggregation methods has been
roposed to mitigate cognitive biases such as confirmation bias (Gemalmaz & Yin, 2021). Recently, there has also been interest in
nhancing label accuracy and reliability in crowdsourced data labeling by leveraging label correlations and neighboring instances’
2

oisy labels (Jiang, Zhang, Tao, & Li, 2022; Li, Jiang, & Xue, 2023).
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Sethi (2017) used the crowd to verify the validity of alternative facts using fundamental argumentation ideas in a graph-theoretic
ramework, while Allen et al. (2021) analyzed articles’ headlines, finding that a politically balanced crowd correlates with experts’
ecisions. Zhao and Naaman (2023) compared the contributions of crowd workers and professional fact-checkers, finding that
hile the crowd is faster and performs similarly to experts in terms of accuracy, objectivity, and clarity, it often relies on existing
rofessional knowledge to evaluate a piece of information. Saeed et al. (2022) compared crowd and experts using Twitter Birdwatch
ata, finding that they use different sources of information to fact-check, and confirming the good scalability and efficiency of the
rowd as compared to fact-checkers. The effectiveness of Birdwatch as a fact-checking tool was investigated by Allen et al. (2022),
inding that users are more likely to negatively evaluate tweets from those with whom they disagree politically.

.2. Automatic and hybrid approaches

We focus on the evaluation of truthfulness classification performed by relying on human-based approaches only and in particular
n crowdsourced ones. However, it is crucial to acknowledge the existence of fully- and semi-automated fact-checking techniques
hat have gained significant attention from researchers (Das, Liu, Kovatchev, & Lease, 2023; Demartini et al., 2020; Spina et al.,
023). Therefore, we briefly discuss and present the main results and findings from the existing literature that relies on those
ethodologies.

The use of automatic methods is particularly relevant, as proven by literature reviews (Ahmed, Aljabouh, Donepudi, & Choi, 2021;
ollins, Hoang, Nguyen, & Hwang, 2021; Hu, Wei, Zhao, & Wu, 2022; Manzoor, Singla, & Nikita, 2019), and by public challenges
hat exist, such as the CLEF CheckThat! Lab (Nakov et al., 2022, 2021). In this respect, Aphiwongsophon and Chongstitvatana
2018), Hu et al. (2022), and Tanvir, Mahir, Akhter, and Huq (2019) have compared a variety of well-known machine learning
lgorithms to demonstrate their effectiveness on different datasets, finding that the accuracy of automatic methods can vary a lot.
thers focused on developing more complex automatic approaches: Hakak et al. (2021) extracted significant features influencing
isinformation classification to develop an ensemble model to achieve high accuracy over a test dataset, and La Barbera, Roitero,
ackenzie et al. (2022) took advantage of evidence retrieval to develop a composite deep learning pipeline for misinformation

etection.
Another line of research consists in trying to combine crowdsourcing and automatic methods to develop Human-In-The-Loop

HITL) approaches to misinformation detection. As discussed by Ximenes and Ramalho (2022), some recent initiatives during
OVID-19 can be seen as preliminary cases on how to deal with misinformation by means of interdisciplinary solutions possibly
aking a Human-Centered Artificial Intelligence approach. Some practical HITL implementations exist. Dong, Sarker, and Qian (2022)
ntegrated user feedback into the loop of learning and inference to recognize misinformation in a decentralized manner. Yang, Vega-
liveros, Seibt, and Rocha (2021) proposed a new pipeline to group and summarize similar claims using both human assessors and
utomatic methods. Godel et al. (2021) investigated the effectiveness of a scalable model for real-time crowdsourced fact-checking,
inding that machine learning models using the crowd data perform better than simple aggregation methods, but worse than the
xperts.

Other researchers investigate the connections between automatic and crowdsourcing-based methods; for instance, Qu et al.
2022) look at combining the two approaches using confidence scores to understand if indicating the precision of a performed
lassification is useful (i.e., if crowd workers and the used BERT transformer model can assess the correctness of a classification).
heir results suggest that the two approaches make different mistakes, and that the confidence scores do not appear to be a reliable

ndicator of classification effectiveness.

. Aims and motivations

In Section 3.1 we detail the inconsistencies in the effectiveness reported in the literature, while in Section 3.2 we outline the
xisting limitations. Then, in Section 3.3 we list the aims and research questions of this work.

.1. Inconsistencies in reported effectiveness

When considering the literature detailed in Section 2, the inconsistencies among the published results become evident. The
ajority of the published works (Allen et al., 2021, 2022; Saeed et al., 2022; Zhao & Naaman, 2023) agree that the crowd can

orrectly identify misinformation, but with substantially different degrees of accuracy (we focus here on binary accuracy to provide
omparable figures). For example, Draws et al. (2022), Roitero, Soprano, Fan et al. (2020), and Soprano et al. (2021) achieve a
inary accuracy of 0.627, 0.571, and 0.580 respectively.

When considering only the automatic methods listed by Hu et al. (2022, Table 6) that are tested on data from the same dataset
i.e., PolitiFact), the reported crowd accuracies are comparable only with the lower end of the reported approaches, with the
utomatic methods reporting scores in the 0.531–0.904 range. On the other hand, other studies that employ the crowd have achieved
igher accuracy. Both La Barbera et al. (2020) (accuracy of 0.841 on the same PolitiFact source of data) and Allen et al. (2021)
accuracy of 0.826) are directly comparable to the best automatic methods reported by Hu et al. (2022): 0.874 from Zhou, Wu, and
afarani (2020) and 0.904 from Shu, Cui, Wang, Lee, and Liu (2019).

.2. Existing limitations

When considering crowd-based effectiveness from previous works that achieved sub-optimal results (Draws et al., 2022; Roitero,
3

oprano, Fan et al., 2020; Soprano et al., 2021) we can draw multiple hypotheses to explain the poor performances. First, Draws et al.
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Table 1
The seven dimensions of truthfulness, as defined by Soprano et al. (2021, Appendix A).

Dimension Description

Correctness The statement is expressed in an accurate way, as opposed to being incorrect and/or reporting mistaken information.
Neutrality The statement is expressed in a neutral/objective way, as opposed to subjective/biased.
Comprehensibility The statement is comprehensible/understandable/readable as opposed to difficult to understand.
Precision The information provided in the statement is precise/specific, as opposed to vague.
Completeness The information reported in the statement is complete as opposed to telling only a part of the story.
Speaker’s Trustworthiness The speaker is generally trustworthy/reliable as opposed to untrustworthy/unreliable/malicious.
Informativeness The statement allows us to derive useful information as opposed to simply stating well known facts and/or tautologies.

(2022), Roitero, Soprano, Fan et al. (2020), and Soprano et al. (2021) use Amazon Mechanical Turk1 as the crowdsourcing platform
to recruit workers. Allen et al. (2022) and Saeed et al. (2022), on the other hand, rely on more specialized workers from Twitter
Birdwatch platform, now Community Notes.2 This could impact the effectiveness of the results and motivate the differences in terms
of agreement with the experts detailed in Section 3.1, since the low quality of the data collected using Amazon Mechanical Turk
has been shown in recent studies. For instance, Peer, Rothschild, Gordon, Evernden, and Damer (2022) show that other specialized
platforms such as Prolific3 allow to collect data of higher quality. More generally, Chmielewski and Kucker (2020) and Kennedy
t al. (2020) show that the quality of crowdsourced results is platform-dependent.

La Barbera et al. (2020), on the other hand, achieved better results using workers from Amazon Mechanical Turk. This could
e due to various reasons; for instance, the crowdsourcing tasks run by Draws et al. (2022) and Soprano et al. (2021) could have
een perceived as too long, since the workers were required to evaluate 11 statements after answering multiple questionnaires.
urthermore, for each of the 11 statements workers had to provide assessments not only for the overall truthfulness, but also for
heir confidence in its evaluation and seven additional dimensions of truthfulness, thus leading to a total of 9 ∗ 11 = 99 different

assessments. To better understand this issue, it is useful to clarify how Soprano et al. (2021) chose the seven dimensions used, at a
later time, also by Draws et al. (2022).

Ceolin, Noordegraaf, and Aroyo (2016) proposed to decompose the notion of truthfulness into the aforementioned seven
dimensions of truthfulness, reported in Table 1. They derived five of them (namely, Correctness, Completeness, Precision,
Comprehensibility, and Neutrality) from the ISO 25012 Model (International Organization for Standardization, 2008), focused on
nformation quality characteristics, while the remaining two capture other aspects of a considered piece of information: Speaker’s
Trustworthiness was introduced by Kahn, Strong, and Wang (2002), while the formulation of Informativeness has been directly
proposed by Ceolin et al. Then, Ceolin et al. (2016) used them to perform user studies on web documents about vaccination
debates while, later, Maddalena, Ceolin, and Mizzaro (2018) performed a crowdsourcing experiment to understand if the crowd can
perform information quality assessments similarly to the experts. Finally, Draws et al. (2022) and Soprano et al. (2021) used the
dimensions decomposition proposed by Ceolin et al. (2016) to perform their crowdsourcing-based truthfulness assessment tasks. Even
though Soprano et al. find that the dimensions capture orthogonal aspects of truthfulness, thus being worth crowdsourcing, their
combination did not lead to particular improvements while trying to predict the ground truth of a given statement. This suggests that
while each dimension provides unique insights, their collective impact does not necessarily enhance predictive performance of the
overall truthfulness. One possible explanation is the presence of redundancy or inter-correlation among some of those dimensions,
which may not add novel information when combined. Therefore, future crowdsourcing tasks could potentially rely on a lower
number of dimensions of truthfulness; by focusing on a carefully chosen subset, the aim is to reduce complexity and potential
redundancy while maintaining or even improving the effectiveness of truthfulness assessments.

As for other factors, the task layout could have had an impact on the workers’ effectiveness since a lot of information was
displayed concurrently. It might also be the case that the definition of some of the dimensions could have had some influence; indeed,
some workers perceive the descriptions reported in Table 1 as unclear or confusing. Lastly, the statements used to collect truthfulness
assessments were rather outdated (spanning from 2007 to 2015). As found in the longitudinal study by Roitero, Soprano et al. (2021),
the time-span between the statements and the truthfulness judgments can have a major effect on the workers’ effectiveness.

3.3. Research questions

We can conclude that some of the previous studies obtained effectiveness levels that could be below optimal, in light of the
inconsistencies found (Section 3.1) and the discussed limitations (Section 3.2). Thus, in this paper, we attempt to reproduce those
results with more appropriate task design and experimental settings.

We propose a novel setting that aims to improve those of the selected previous studies by Draws et al. (2022) and Soprano et al.
(2021) (referred to in the following as Soprano et al. and Draws et al., respectively) and we analyze whether the proposed changes
allow obtaining assessments that lead to better results in terms of the agreement among workers and with experts. In particular,
we study whether a different and higher-quality task design and a different population of crowd workers address the limitations

1 https://www.mturk.com/.
2 https://github.com/twitter/communitynotes.
3 https://www.prolific.co/.
4
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of Soprano et al. and Draws et al. studies. Then, we recruit a crowd of workers from the, allegedly high quality, Prolific platform
and we analyze multiple crowdsourcing-based studies (La Barbera et al., 2020; Roitero, Soprano, Fan et al., 2020; Roitero, Soprano,
Portelli et al., 2020; Soprano et al., 2021) to develop an improved task design. Lastly, we focus on a particular aspect of the selected
previous studies, i.e., the seven dimensions of truthfulness, and we study whether there is any change in how the workers provide
their assessments. The research questions can be summarized as follows:

RQ1 What level of effectiveness can be achieved by relying on crowdsourcing for truthfulness assessment? Can we improve the
results of the two selected previous studies, after addressing the shortcomings in their task design and worker population?

RQ2 Does the new study design impact the overall effectiveness of the crowd in terms of both task components and worker
features?

RQ3 Do the workers provide assessments for the seven dimensions of truthfulness consistently between the previous studies
selected and our updated setting? Can the workers’ self reported confidence be considered as a reliable measure in the new
study design?

4. Methodology

This section is structured as follows: in Section 4.1 we describe the data used, in Section 4.2 we describe the motivations and
hanges made to the task originally designed by Soprano et al. (2021), while in Section 4.3 we describe how we performed scale
ransformations to allow direct comparisons of assessments collected on different scales. In Section 4.4 we describe how we define,
easure, and compare task effectiveness. Throughout this section we highlight and motivate the differences from the previous

tudies. We release the whole dataset at: https://osf.io/j7as8/.

.1. Dataset

We use statements from the PolitiFact website4 for the new crowdsourcing task, as done by Draws et al. (2022) and Soprano
et al. (2021). This organization has been fact-checking statements made by US politicians, political organizations, other public
figures, and posted on social media since 2007. To date, the website has recorded more than 24,000 fact-checks and continues to be
updated regularly. The statements are labeled by expert judges on a six-level truthfulness scale: Pants-On-Fire, False, Mostly-False,
Half-True, Mostly-True, and True. Following the approach of PolitiFact, we adopted the same six-level truthfulness scale to ensure
consistency and comparability in our analysis and specifically to allow for better and more direct comparisons between assessments
from expert fact checkers and workers.

For our crowdsourcing task, we sample a set of 120 statements, 20 for each of the 6 ground truth levels, different from those used
by Soprano et al. and Draws et al. for our crowdsourcing task. Particularly, we use recent statements from 2022 to minimize the
issue of crowd workers already possessing knowledge of the information they need to verify – a phenomenon previously observed
by Zhao and Naaman (2023); more generally, other researchers use up-to-date statements within their experiments (Draws et al.,
2022; La Barbera et al., 2020; Roitero, Soprano, Fan et al., 2020; Soprano et al., 2021). Furthermore, PolitiFact provides a verdict
and a collection of links to the sources (mostly articles) used by expert fact-checkers to assess truthfulness of each statement on the
six-level scale. However, we discovered that various links provided in the website’s fact-checking pages are either broken or lead to
non-existent resources. This issue is more common in older statements, possibly because the linked resources have been removed
or transferred. This is not negligible and further convinced us to rely on more recent statements with verifiable fact-checks.

Still differently from Soprano et al. and Draws et al., we decided to not include statements from the RMIT ABC Fact Check5

dataset. The main motivation for this decision is that by removing 3 statements (one for each of the three RMIT ABC Fact Check
ground truth levels) we shorten the task, thus reducing the required workload.

4.2. The crowdsourcing task

We update the task design proposed by Soprano et al. (2021, Section 4.3) and then reproduced by Draws et al. (2022, Section 4.1)
to address the limitations of the previous studies described in Section 3.2. We relied on the Crowd_Frame (Soprano, Roitero,
Bombassei De Bona, & Mizzaro, 2022) framework and used the original configuration files used by Soprano et al. and Draws et al.
for their tasks, provided upon inquiry. We study the previous crowdsourcing tasks (Draws et al., 2022; La Barbera et al., 2020;
Roitero, Soprano, Fan et al., 2020; Soprano et al., 2021) by considering their workers’ feedback and by running an ad-hoc user
study.

Soprano et al. task design featured four questionnaires. The first one was used to collect demographic information about the
workers, while the remaining three were Cognitive Reflection Tests (CRT) (Frederick, 2005). Draws et al. expanded on Soprano
et al. design by incorporating two new questionnaires after the demographic one and before the three CRTs, resulting in a total of
six questionnaires. These two new questionnaires, proposed by De Vries, Piotrowski, and de Vreese (2023), measure two variables,
namely the digital skill level and knowledge of the workers, which could be considered as proxies for their effectiveness. We further

4 https://www.politifact.com/.
5 https://apo.org.au/collection/302996/rmit-abc-fact-check.
5
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Fig. 1. Flowchart showing the steps required to carry out the task.

updated Draws et al. design by removing the three CRTs, thus lowering the number of questionnaires to three. The rationale behind
this choice is that Draws et al. shown no statistical significant correlation between the workers’ cognitive abilities measured using
CRTs and their effectiveness in performing the fact-checking task.

In light of the considerations about the seven dimensions of truthfulness described in Section 3.2, we renamed some of the
previously used terms since they were perceived as unclear and confusing by the workers. Specifically, we rename Neutrality to
Unbiasedness, Correctness to Accuracy, and Overall Truthfulness to simply Truthfulness.

We have also replaced the five-level Likert scale used to collect assessments for the truthfulness dimension in the previous tasks.
nstead, we employ the six-level scale used by PolitiFact to improve the assessments’ consistency and obtain assessments that are
irectly comparable with the ground truth. This scale has also been used by La Barbera et al. (2020), Roitero, Soprano, Fan et al.
2020) and Roitero, Soprano, Portelli et al. (2020).

Another modification involves how the assessment of each statement is performed by the workers. Soprano et al. and Draws
t al. presented together to each worker the multidimensional assessment scale, the customized search engine, and the statement
ext and attributes. We deduced that the workers were overwhelmed by the amount of information shown, and that this might
ave influenced their performances. Thus, we updated the task assessment interface design, which is now split into five sequential
ifferent steps. First, the workers must read the statement, then they must search for evidence using the customized search engine.
nce an URL is selected, the workers need to provide the assessment for each dimension of truthfulness. Lastly, they have to express

he perceived confidence level of their own assessment. We also rewrote the instructions to be more concise and favor clarity, and
mplemented many minor graphical tweaks and edits to improve the overall style of the interface. Fig. 1 shows the flowchart that
utlines the steps of the task after the modifications described above. The process is split into two main phases: initially, the worker
ompletes three general surveys. Subsequently, the worker assesses the truthfulness of the eight required statements. By convenience,
he arrows of the second block represent the flow of a linear task execution. However, workers were allowed to revisit and revise
arlier statements before submitting their final submission.

Soprano et al. and Draws et al. set a HIT reward of 2 USD including the set of 11 assessments, computed on the basis of the
ime needed to finish the task and the U.S. Minimum Salary Wage of 7.25 USD per hour. Overall, 180 statements in total were
mployed. Each statement has been evaluated by 10 distinct crowd workers. Thus, 200 HITs were published and 2200 assessments
ere collected. They published their tasks using the Amazon Mechanical Turk crowdsourcing platform. Since we deploy the updated
6

ersion of the task on the Prolific platform we must adapt workers’ payment to a different payment model: the task requester
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indicates an estimate of the time needed to complete the task and proposes the payment amount accordingly. We thus set a
completion time of 20 min and a payment of 3 GBP (i.e., around 3.60 USD),6 for a 9 GBP (around 10.80 USD) hourly rate. The
completion time was estimated by performing in-house timed tests and by looking at the time spent by the worker recruited by
Soprano et al. and Draws et al.. Overall, the amount of statements that each worker had to judge was lower than Soprano et al.
and Draws et al. tasks, since we used PolitiFact statements only (see Section 4.1). We published 200 HITs, where each HIT involved
assessing six statements plus two additional ones used as gold questions. We recruited only US-based workers and we collected a
total of 1600 assessments.

4.3. Scales transformation

We perform a preprocessing step on the assessments collected by Draws et al. (2022) and Soprano et al. (2021) to allow direct
comparison with those collected with our new crowdsourcing task. Indeed, while the adoption of the 6-level truthfulness scale,
described in Section 4.2, simplifies the comparison with the PolitiFact ground truth, it complicates the one with the previous studies
since they used a 5-level scale with discrete values in the [−2,+2] range.

Thus, we define a linear scale transformation to compute effectiveness measures. For each assessment performed using the 5-
level scale, we map the values collected in the [0, 5] range by multiplying each value by 1.25. Since we employ a linear scale
transformation, the bias introduced by this operation is minimal (Han, Roitero, Maddalena, Mizzaro & and Demartini, 2019). We
detail each metric used as an effectiveness measure in the following.

4.4. Effectiveness and agreement measures

In our crowdsourced fact-checking evaluation, we carefully selected a set of effectiveness measures, each one serving a unique
purpose in the assessment process and aligning with those commonly employed in the literature. These measures encompass both
internal and external agreement metrics used in previous studies (Draws et al., 2022; La Barbera et al., 2020; Roitero, Soprano, Fan
et al., 2020; Soprano et al., 2021). This selection ensures that our methodology is consistent with established practices and provides
a comprehensive evaluation framework.

Furthermore, it is essential to acknowledge the complexities inherent in the nature of ordinal categorical scales used in such
assessments. As discussed by Roitero, Soprano, Fan et al. (2020, Section 3.3), the truthfulness scales are not simple nominal scales
with independent categories; they are ordinal, indicating a hierarchy in the error magnitude for misclassifications. For example, the
error in misclassifying a True statement as Mostly-True is smaller than classifying it as Half-True. This complexity justifies why,
lthough some proposals exist (Amigo, Gonzalo, Mizzaro, & Carrillo-de Albornoz, 2020), there is no single universally accepted
easure to capture the error magnitudes in such scales (Roitero, Soprano, Fan et al., 2020). Therefore, our approach incorporates a
ix of classification measures, such as accuracy (which does not account for the magnitude of an error), and regression measures,

uch as mean squared error (that assume an arbitrary equidistant error between truthfulness levels).
In more detail, we align with the work of Roitero, Soprano, Fan et al. (2020) and report five measures to reflect a necessary

ompromise in dealing with the subtleties of ordinal scales. The accuracy metric, detailed in Section 4.4.1, is essential for comparing
he crowd classifications with expert judgments, offering a direct measure of the crowd’s ability to match expert evaluations. In
ection 4.4.2, we discuss the worker’s external agreement, where the Krippendorff’s 𝛼 reliability coefficient is employed to measure
he congruence between workers’ and experts’ assessments, providing insight into the external validity of the crowdsourced data.
n Sections 4.4.3 and 4.4.4, we make use of pairwise agreement and Mean Squared Error (MSE), respectively. Pairwise agreement
ffers a perspective on the consistency of crowd judgments against expert labels, highlighting the uniformity in worker evaluations.
SE, on the other hand, quantifies the variance between workers’ assessments and the ground truth, providing a numerical measure

f the accuracy of their judgments. Lastly, Section 4.4.5 covers the worker’s internal agreement using Krippendorff’s 𝛼. This measure
ocuses on the intrinsic agreement within the crowd, i.e, the coherence among workers’ assessments independently of the expert
udgments.

.4.1. Accuracy
The first effectiveness measure employed is the accuracy of the classifications performed by the crowd when compared with the

xperts’ ground truth. Given that only the new task is performed using a 6-level scale, and that the scale transformation detailed in
ection 4.3 does not map the values to the 6-level labels (i.e., we still have 5 distinct values, just with different values), we compute
ccuracy over a coarse-grained version of scales, in this case, the 2-level scale. To compute the overall accuracy of the workers, for
ach task we compute the aggregated score (using, as aggregation functions, mean, mode, and median) between the 10 workers’
ssessments for each statement. Then, we map them to a 2-level scale, using the values 0 and 2.5 as cutting points for the 5-level
nd for the 6-level scale respectively. The aggregated values less than or equal to the reported cutting points will be mapped to
alse, and the others True.

We also binarize (i.e., collapse into two levels) the ground truth as done by Roitero, Soprano, Fan et al. (2020): we map the
irst three levels of the scale (Pants-On-Fire, False, Mostly-False) as False, and the last three levels (Half-True, Mostly-True, and
rue) to True. In this case, we assume that the labels from both the starting scales are equally distributed, thus it is sufficient to
se the mid value as the cutting point.

6 Amazon Mechanical Turk uses USD as currency for payments, while Prolific uses GPB.
7
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4.4.2. Worker’s external agreement – Agreement with the experts
As a second effectiveness measure, we use Krippendorff’s 𝛼 reliability coefficient (Krippendorff, 2008) to measure the agreement

etween workers and experts under the assumption that if the crowd agrees with the expert labels the effectiveness of the assessments
s high.

Since Krippendorff’s 𝛼 is dependent on the scale used to collect assessments (Checco, Roitero, Maddalena, Mizzaro, & Demartini,
017), the scale transformation detailed in Section 4.3 is a prerequisite for comparing directly the collected assessments of each
ask against the external agreement. We thus compute Krippendorff’s 𝛼 per task in two different ways: either by considering each
orker’s raw assessment against the experts’ ground truth, and by computing how much each worker agrees with the experts.

.4.3. Pairwise agreement
As a third effectiveness measure, we use the pairwise agreement, computed as the portion of cases in which the annotators agree,

ivided by the total number of observations (Maddalena, Roitero, Demartini, & Mizzaro, 2017). Given a pair of statements judged
ifferently by the experts, we analyze each worker’s assessments in relation to the ground truth as provided by the experts, looking
or consistency.

Thus, the pairwise agreement score as defined by Maddalena et al. (2017) is high when the crowd judges truthfulness consistently
o the experts. We compute the pairwise agreement for each worker over the judged 6 statements judged and compare their scores
ith the ground truth. We recall that for each task, a worker evaluates a statement for each of the 6-level of the ground truths.
orkers’ assessments may either align with expert evaluations or differ from them. In cases where a worker evaluates two statements

imilarly and cannot discern the difference in labels, a ‘‘tie’’ occurs. We consider both inclusive and exclusive methods of calculating
airwise agreement, with ties included or excluded in the count of agreement pairs, respectively.

It should be noted that the two variants of the pairwise agreement discussed above differ in the degree to which they weigh
he worker effectiveness. Specifically, the variant that excludes ties penalizes workers who are unable to discern a difference in
he assessments, whereas the other does not capture this distinction. As there is no evident preference for a given variant for our
nalysis, we report both values.

.4.4. Mean Squared Error (MSE)
As a fourth effectiveness measure, we compute the Mean Squared Error (MSE), which quantifies the average of the squared errors

etween the truthfulness assessments provided by the workers and the ground truth. We measure MSE by computing the average
rror:

(i) per task, computing the average error of the workers;
(ii) per ground truth level, considering for each of the statements with given ground truth; and

(iii) per statement, by considering the assessments given by the 10 workers for each of the statements.

Note that MSE relies on the assumption that assessments are equally spaced (i.e., the difference between Pants-On-Fire and
alse is half the difference between Mostly-False and Half-True), a reasonable assumption coherent with previous works (Draws
t al., 2022; La Barbera et al., 2020; Roitero, Soprano, Fan et al., 2020; Soprano et al., 2021).

.4.5. Worker’s internal agreement – Agreement within workers
We now inspect an additional measure which gives us a better understanding of our results. Specifically, we compute the

rippendorff’s 𝛼 agreement score by exclusively considering the assessments provided by workers while disregarding those of experts;
hat is, the internal agreement among workers.

This measure is slightly different from the ones defined above, as the observed agreement between workers can be high even
hen they agree on a wrong assessment. Nevertheless, internal agreement is a valuable intrinsic measure in crowdsourcing tasks.
oitero, Soprano, Fan et al. (2020) and Soprano et al. (2021) provide a detailed discussion of the theoretical motivations.

. Results

In Section 5.1 we report some descriptive statistics for the performed task. In Section 5.2 we compare the three considered tasks
sing our effectiveness measures (i.e., we focus on RQ1). In Section 5.3 we investigate the impact of some worker’s and task features
ithin our updated design (RQ2). Finally, in Section 5.4 we investigate how workers provide assessments for the seven truthfulness
imensions and their confidence (RQ3).

.1. Workers’ demographics

Henceforth, we will refer to our updated task design, detailed in Section 4.2, as Our Study for simplicity. For a direct comparison
ith previous task designs, see Draws et al. (2022, Section 5.1) and Soprano et al. (2021, Section 4.4). We calculate the abandonment

ate using the definition by Han, Roitero, Gadiraju et al. (2019). In total, 200 out of 273 workers (73.26%) successfully completed the
ask. Among the remaining 73 workers, 55 (20.15%) voluntarily abandoned the task before completing a try, while 18 (6.59%) failed,
eading to the termination of the task due to quality check failures. We observe lower abandonment and failure rates among workers
8

ompared to the studies conducted by Soprano et al. and Draws et al.. We recall that Our Study involves workers recruited from
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Table 2
Summary of the answers provided by the workers to the demographic questionnaire.

Question Data

Age range 0.5% 0–18, 10.5% 19–25, 29.5% 26–35, 36% 36–50, 23% 51–80, 0.5% 81+

Education level 2% high school incomplete or less, 12.5% high school graduate, 22% some college, 39% four year college
degree/bachelor, 4% some postgraduate or professional schooling, 20.5% postgraduate or professional degree

Family income before taxes 2.5% less than $10k, 4% $10k to less than $20k, 7.5% $20k to less than $30k, 7% $30k to less than $40k,
7% $40k to less than $50k, 24% $50k to less than $75k, 16.5% $75k to less than $100k, 19.5% $100k to
less than $150k, 12% $150k or more.

Political views 3.5% very conservative, 19.5% conservative, 22.5% moderate, 34% liberal, 18.5% very liberal, 2% choose
not to answer

Consideration in today’s politics 22% republican, 47.5% democrat, 28% independent, 2.5% something else

Opinion on U.S. southern border 29.5% agree, 53% disagree, 17.5% no opinion either way
Opinion on U.S. climate change policies 84% agree, 8.5% disagree, 7.5% no opinion either way

Table 3
Summary of the demographic data provided by the Prolific platform.

Question Data

Gender 60% male, 39.5% female, 0.5% consent revoked
Ethnicity 73.5% white, 15% black, 4.5% asian, 3.5% mixed, 2% other, 1% data expired, 0.5% consent revoked

Country of residence 100% United States
Country of birth 92.5% United States, 1% Nigeria, 0.5% Germany, 0.5% Italy, 0.5% United Kingdom, 0.5% Kenya, 0.5%

Canada, 0.5% Ghana, 0.5% Russian Federation, 0.5% Ireland, 0.5% consent revoked, 2% data expired

Nationality 97.5% United States, 1% Brasil, 0.5% Philippines, 0.5% Sweden, 0.5% consent revoked
Native language 100% English
Language fluency 98% English, 0.5% Japanese, 0.5% Italian, 0.5% Spanish, 0.5% consent revoked

Student status 76% no, 16% yes, 0.5% consent revoked, 7.5% data expired
Employment status 53.5% full-time, 8.5% unemployed (and job seeking), 7% not in paid work (e.g., homemaker, retired, or

disabled) 6% part-time, 3% other, 0.5% consent revoked, 21.5% data expired

the Prolific platform, whereas Soprano et al. and Draws et al. rely on Amazon Mechanical Turk. Here, we report the demographic
statistics based on the 200 workers who successfully completed Our Study.

We start by analyzing the answers provided to the demographic questionnaire,7 summarized in Table 2. Such answers are
xplicitly provided by the workers participating in this study; therefore, there is no guarantee that they are entirely genuine and
ully reflective of objective reality.

The majority of workers (72/200, 36%) are between 36 and 50 years old. In terms of education, 39% (78/200) obtained a
our-year college/bachelor’s degree or higher. Concerning total family income before taxes in the previous year, 24% of workers
48/200) earned between $50k and $75k. Regarding political views, 34% (68/200) identify as liberal, and in today’s politics, 47.5%
95/200) identify as Democrats. A majority of workers (106/200, 53%) disagreed with building a wall on the U.S. southern border.
inally, the vast majority of workers (168/200, 84%) believed that the government should increase environmental regulations to
revent climate change.

Additionally, the Prolific platform provides task requesters with additional demographic information about each worker,
ummarized in Table 3. However, certain data is either marked as expired or obfuscated due to workers revoking consent. The
ajority of workers (120/200, 60%) identify as male. In terms of ethnicity, the majority (147/200, 73.5%) are white. All workers

eside in the USA, with the vast majority (185/200, 92.5%) born there, and almost all (195/200, 97.5%) hold full citizenship. All
orkers have English as their native language, with a small percentage (3/200, 1.5%) also being fluent in other languages. The
ajority (156/200, 76%) are not students. Approximately half of the workers (107/200, 53%) are employed full-time.

Overall, our sample is well-balanced in terms of demographic characteristics, aligning with the findings from previous stud-
es (Draws et al., 2022; La Barbera et al., 2020; Roitero, Soprano, Fan et al., 2020; Roitero, Soprano et al., 2021; Roitero, Soprano,
ortelli et al., 2020; Soprano et al., 2021), with only a few exceptions.

.2. RQ1: Effectiveness

In this section, we report each effectiveness measure computed as detailed in Section 4.4 and summarized in Table 4. Section 5.2.1
escribes the accuracy values, while Section 5.2.2 describes the external agreement with experts. Then, Section 5.2.3 discusses the
airwise agreement and Section 5.2.4 addresses the mean squared error. Lastly, Section 5.3.2 analyzes the internal agreement among
orkers.

7 The whole demographic questionnaire is available in the configuration files published in the repository (see Section 4).
9
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Table 4
The agreement and effectiveness measures computed for the considered tasks.

Measure Soprano et al. Draws et al. Our Study

2-level accuracy 0.571 0.580 0.817
External agreement 𝛼 0.204 0.065 0.681
Pairwise external agreement (ties) 0.662 0.652 0.829
Pairwise external agreement (no ties) 0.620 0.619 0.812
MSE 2.497 2.691 1.484
Internal agreement 𝛼 0.089 0.040 0.219

Fig. 2. Worker external agreement for the three considered studies. Top: Draws et al. (2022) and Soprano et al. (2021), Bottom: Our Study. Left: original
ground truth 6-level scale; right: binarized 2-level (for interpretation of the references to color in this figure legend, please refer to the web version of this
article).

5.2.1. Accuracy
Soprano et al. and Draws et al. achieved similar binary accuracy levels, respectively 0.571 and 0.580. In Our Study, we clearly

outperform these scores, obtaining an accuracy of 0.817 on the binarized data. Such a value is a first confirmation of the good
performance achieved by the crowd recruited for Our Study.

Thus, the crowd can judge misinformation with a higher accuracy than the previous ones, while being consistent with other
crowdsourcing-based studies as those by Allen et al. (2021) and La Barbera et al. (2020). Furthermore, the obtained accuracy value
is comparable with those obtained with state-of-the-art automatic methods for truthfulness assessment (Hu et al., 2022) (see also
Section 3.1).

5.2.2. Worker’s external agreement – Agreement with the experts
We compare workers’ agreement for each study, using the assessments collected according to each original truthfulness scale

(i.e., 5-level for Soprano et al. and Draws et al., 6-level for Our Study). Fig. 2 shows the results; the plots on the top row reproduce
the results obtained by Soprano et al. and Draws et al., while those on the bottom row refer to Our Study. For each plot, the
𝑥-axis shows each ground truth level, while the 𝑦-axis shows the assessments aggregated using the mean. Each small dot refers to a
single statement, whereas the larger circles and triangles highlight the median values of the statements in each ground truth level,
also represented by the internal line of the box. The left column plots show the original ground truth levels in ascending order of
10
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Fig. 3. Worker external agreement for the PolitiFact statements over the three studies with the 5-level scale of the original studies mapped into a 6-level scale.
Left: original ground truth 6-level scale; right: binarized 2-level. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)

truthfulness from left to right, while the right one shows the binarized levels after the assessment aggregation step.8 The results
obtained for Our Study have a higher effectiveness compared to those of Soprano et al. and Draws et al.. Let us first consider the
left column. A clear trend can be seen for Our Study: the median aggregated truthfulness values increase steadily when moving
from lower to higher ground truth values. The trend is less evident in Soprano et al. study. When considering the study of Draws
et al., the median values also decreases, as happens for example when moving from Pants-On-Fire to False. This behavior can be
seen more clearly by considering the binarized ground truth levels reported in the right column plots.

We now use the scale transformation as detailed in Section 4.3 to directly compare each study. Fig. 3 shows the results. The left
column plots show, similarly to Fig. 2, the original ground truth levels, while the right column plots the binarized ones. As it can
be seen, the higher effectiveness of the results obtained for Our Study becomes more evident. The boxplots for Our Study report
a trend that increases more than the others, for both the 6-level ground truth levels and for the binarized ones, as shown by the
dashed lines linking each boxplot median value to the subsequent ones. In particular, the boxplot for the Mostly-False ground truth
value shows a lower median value compared to the one of Pants-On-Fire and False, meaning that it is perceived as more false by
the workers while providing their assessments, as hinted by looking at Fig. 3.

More remarks can be drawn by inspecting Fig. 3. When comparing the median values of Our Study with those of Soprano et al.
and Draws et al., one can see that the differences are higher for false statements than for true ones. Furthermore, the workers
recruited for Our Study tend to assign lower truthfulness levels to false statements than those of Soprano et al. and Draws et al.
studies. This is less evident when considering the boxplots for ground truth levels closer to True, as the median values show lower
differences compared to those observed for ground truth levels closer to False. This can be further seen when considering the ground
truth levels that are adjacent in the original scale. For instance, the difference between the Mostly-True and True levels median
values is 0.55. When considering the Pants-On-Fire and False levels, it is of 0.33. This may thus suggest that the truthfulness levels
are not coherently understood, or maybe even that fine-grained scales should be avoided. We leave a detailed analysis for future
work.

We then check the above results for statistical significance. To this aim, we apply the Kruskal–Wallis Test (Kruskal & Allen Wallis,
1952) and Dunn’s Test (Jean Dunn, 1964) to evaluate the statistical significance of differences across three experimental conditions:
Our Study, Soprano et al., and Draws et al.. The Kruskal–Wallis Test, a non-parametric method suitable for comparing more than two
independent samples not following a normal distribution, indicates a statistical significant difference among these three experiments
at the 0.01 significance level. This finding justifies the testing for further pairwise comparisons between the three studies, for which
we employ the Dunn’s Test with Bonferroni correction to adjust for multiple comparisons (Bland & Altman, 1995; Sedgwick, 2012).
The results from Dunn’s Test revealed that Our Study is statistically significantly different from Soprano et al. at the 0.01 level, and
from Draws et al. at the 0.05 level. However, no significant difference is found between Draws et al. and Soprano et al. (𝑝 > 0.05).
These findings suggest significant differences of the experimental conditions on the outcomes, highlighting the effectiveness of Our
Study in differing significantly from both Soprano et al. and Draws et al., while the latter two appear not to be significantly different
from each other.

8 We use the following color code in the remaining figures of this work: light blue for Soprano et al. (2021), orange for Draws et al. (2022), and purple for
Our Study.
11
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Fig. 4. Worker external agreement for the PolitiFact statements over the three aggregation metrics considered for Our Study: in purple for the mean, yellow
for the median, and green for the mode. Left: original ground truth 6-level scale; right: binarized 2-level. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

In the previous analysis, we have presented our results considering the mean as aggregation function (i.e., the function used to
aggregate the truthfulness levels given by the workers on each statement). To make our discussion more comprehensive, we perform
a comparative analysis of aggregation metrics for Our Study considering also the median and the mode (i.e., majority voting) as
aggregation functions. Results are summarized in Fig. 4. Similarly to the previous Figs. 2 and 3, on the left part of the plot we show
the original ground truth levels, while on the right column the binarized ones. In purple we show the results when the mean is used
as aggregation function (these results correspond to those in Fig. 3), while in yellow and green we show the results when we use the
median and mode, respectively. These plots show that the mean function consistently exhibits lower variance among statements for
the same ground truth level, as evidenced by a reduced interquartile range in the boxplots both for the six and in the two-level scale.
This suggests that the mean may provide a more stable measure of central tendency when performing misinformation detection by
means of crowdsourcing as compared to other aggregation metrics such as median and mode, that show both wider interquartile
ranges and longer whiskers.

To further compare the three aggregation functions, we also undertake a set of statistical tests to examine the presence of
statistically significant differences among mean, median, and mode. To this end, we mirror the previous methodology applying
the Kruskal–Wallis and Dunn’s Tests to assess the statistical significance of differences across the aggregation functions. We apply
these tests on both the absolute and squared errors between the workers’ scores and the ground truth, to determine whether one
aggregation function yields more or fewer errors than the others. For both absolute and squared errors, both the Kruskal–Wallis and
Dunn’s Tests yield a 𝑝-value greater than 0.05, suggesting the absence of statistically significant differences in error rates among
the three aggregation functions. We performed additional testing through the t-test and Tukey HSD, which resulted in consistent
outcomes.

Coupling these findings with existing literature (La Barbera et al., 2020; Roitero, Soprano, Fan et al., 2020; Soprano et al., 2021)
that consistently indicates higher quality results from using the mean as an aggregation function, we decided to use the mean as
the main aggregation function in our analysis.

Finally, we discuss workers’ external agreement. Initially, we measure the agreement between the aggregated assessments
provided by the workers and the ground truth provided by the experts. We obtain 𝛼 = 0.204 for Soprano et al., 𝛼 = 0.065 for
Draws et al., and 𝛼 = 0.681 for Our Study. Thus, we find a lower external agreement score with experts for workers from Draws
et al. and Soprano et al. studies than the ones from Our Study. Then, we investigate how the external agreement varies as the
number of workers assessing each statement decreases. Given that each statement is assessed by 10 crowd workers, we randomly
sample workers for each possible cardinality (i.e., from 1 to 10). To avoid biases and estimate the mean value, we perform bootstrap
repeating the agreement computation 100 times. Fig. 5 shows the result. The 𝑥-axis shows each cardinality of workers sampled from
those who evaluated a given statement, while the 𝑦-axis shows the corresponding 𝛼. As we can see, for each study considered the
external agreement increases for lower cardinalities and then stabilizes for samples ranging from 8 to 10 workers. When considering
Our Study, noticeably higher 𝛼 scores can be seen for each cardinality. Moreover, Our Study is the one showing the highest external
agreement variability for the 10 considered cardinalities. In fact, the boxplots show increasing median 𝛼 scores. However, such values
are always higher for Our Study than in Soprano et al. and Draws et al. ones.

5.2.3. Pairwise agreement
Table 4 shows the pairwise agreement with experts when considering ties or when excluding them, across all the three studies

considered. The pairwise agreement scores confirm again the higher effectiveness obtained for Our Study (0.829 with ties, 0.812
12
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Fig. 5. Worker agreement with experts when considering samples of workers from 1 to 10. Each sample is bootstrapped 100 times. (For interpretation of the
eferences to colour in this figure legend, the reader is referred to the web version of this article.)

ithout). Such scores are higher than those obtained by the previous studies: Soprano et al. obtained 0.662 and 0.620, while Draws
t al. 0.652 and 0.619.

.2.4. Mean Squared Error (MSE)
We compute the Mean Squared Error (MSE) for each study considered when aggregating the scores provided by each worker

hen assessing a statement. Table 4 shows the results. Our Study has a lower and thus better MSE value (i.e., 1.484) compared to
the studies of Draws et al. and Soprano et al.

When computing variants of MSE (e.g., by considering the raw assessments provided by each worker, or by considering each
ground truth level separately), that we do not report, we obtain very similar results.

5.3. RQ2: Task and workers’ features

The results reported in Section 5.2 show the higher effectiveness of Our Study compared with the ones of Soprano et al. and
Draws et al., consistently across several measures. We now focus on understanding whether the setting of Our Study can improve
Soprano et al. and Draws et al. with respect to other features.

Section 5.3.1 investigates the consistency between two of the effectiveness measures employed, while Section 5.3.2 discusses the
internal agreement among workers. Finally, Section 5.3.3 addresses notable features of the new crowd of workers.

5.3.1. Agreement scores consistency
We start by investigating the consistency between two measures of external agreement (i.e., agreement of the workers with the

experts), that is Krippendorff’s 𝛼 (Section 5.2.2) and pairwise agreement (Section 5.2.3), both computed at the worker level. In such
a way, we measure differences on the two considered metrics when investigating workers agreement with the experts. The results
are summarized in Fig. 6. The top row shows the pairwise agreement without ties, while in the bottom row, the ties are included.
Each column is a study.

Fig. 6 shows a positive statistically significant correlation between Krippendorff’s 𝛼 and the pairwise agreement for each study,
regardless of whether ties are considered in the measure or not. Specifically, the effectiveness of assessments collected by Our Study
is higher than the one observed for Draws et al. and Soprano et al. studies, especially when comparing the plots shown in Fig. 6
bottom row. This confirms the higher effectiveness of Our Study. Note that by excluding ties we obtain a more stringent evaluation
criterion since each tie is considered as an error made by the worker.

5.3.2. Worker’s internal agreement – Agreement within workers
Considering worker’s internal agreement, Table 4 shows that the workers from Our Study have a higher internal agreement

(𝛼 = 0.219) when compared with those of previous studies (𝛼 = 0.089 for Soprano et al. and 𝛼 = 0.040 for Draws et al.). Then, we
study the correlation between workers’ internal and external agreements. Fig. 7 shows the results for the three studies considered.
The 𝑥-axis shows the workers’ internal agreement, while the 𝑦-axis shows the corresponding external agreement 𝛼. Each dot is a
worker.

The three considered studies show a consistently positive and statistically significant correlation between the two measures,
13
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Fig. 6. Correlation between two measures of external agreement with experts: external pairwise agreement vs. external agreement 𝛼. The first row shows pairwise
agreement with ties excluded, the second row with ties included. Each column is a study.

Fig. 7. Correlation between internal and external agreement.

correlation in Our Study (𝜌 = 0.785). This means that the internal agreement in Our Study provides a stronger signal of the
expected overall quality than the studies of Soprano et al. and Draws et al.. In other words, the internal agreement metric in Our
Study highlights a stronger indication of overall annotation quality compared to the studies by Soprano et al. and Draws et al..
Specifically, in our context, a higher degree of agreement among workers correlates more significantly with their effectiveness,
meaning their consensus is more closely aligned with expert assessments. This finding is especially relevant in practical applications
where internal agreement is readily available, offering a reliable measure of data quality. In fact, unlike external agreement, which
requires expert input – often unavailable or limited in real-world settings – internal agreement can always be assessed using methods
like Krippendorff’s 𝛼. This not only validates the reliability of our internal agreement metric but also highlights its practicality and
applicability in scenarios where expert judgments are not easy or feasible to obtain.

5.3.3. Effect of worker features
We now investigate some notable worker features and their effects. First, we inspect workers’ self-reported age, derived from

the demographic data provided by Prolific, and their relation with the external agreement measured using Krippendorf’s 𝛼 for each
worker. We break down the correlations using each worker’s self-reported gender. Fig. 8 shows the results. The 𝑥-axis shows the
workers’ age, while the 𝑦-axis is the corresponding external agreement. As shown, workers who identify themselves as females show
a consistent external agreement across all workers’ ages, while male workers show an increasing external agreement as their age
increases.

Then, we analyze the questionnaire answers (which are either on categorical or ordinal scale) to test if the worker’s political
background has an impact on the assessments provided, as reported by Allen et al. (2021, 2022), Draws et al. (2022) and La Barbera
et al. (2020). The results in Our Study are consistent with previous findings: workers who identify as Democrat or Independent
chieve a higher level of binary accuracy (0.758 and 0.761 respectively) than the ones who identify as Republican (binary accuracy
f 0.654). Nevertheless, each of these groups of workers achieves a lower accuracy compared to the whole crowd from Our Study.

This result confirms the importance of diversity in the background and political beliefs of workers when a statement is evaluated.
We also observe statistically significant correlations (𝑝 < 0.005) between the self-reported workers’ confidence and the

ruthfulness assessments of Soprano et al. and Draws et al. studies (0.53 and 0.58 respectively). These correlations are not significant
14
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Fig. 8. Correlation for Our Study between worker’s age (x-axis) and worker’s external agreement 𝛼 (y-axis), breakdown on gender.

Fig. 9. Top 15 sources reported as evidence from the workers.

in Our Study. Such a finding provides evidence of higher workers’ confidence when judging statements considered as True, and
lower confidence when judging statements considered False. In other words, in Our Study the perceived truthfulness of a statement
does not influence the confidence of the workers who judged it. We plan to further investigate this phenomenon in future work. As a
last insight, we analyze the top-15 sources of evidence chosen by the workers to support their assessments for each study considered.
Fig. 9 shows the result; interestingly, the workers recruited by Soprano et al. and Draws et al. relied heavily on Wikipedia as a source
of evidence, while those of Our Study prefer newspaper websites and, in general, a more distributed set of websites.

5.4. RQ3: Effect of truthfulness dimensions and confidence

Finally, we explore how the workers provide assessments for the seven dimensions of truthfulness across the three studies. First,
or each study, we use Pearson’s 𝜌 and Kendall’s 𝜏 to compute the correlation between each dimension pair, including Ground
ruth and worker’s Confidence, as done by Soprano et al. (2021). Our results show statistically significant correlations between
ach considered pair, with the only exception of a non-significant correlation between Ground Truth and the worker’s Confidence,
n each study. To identify possible differences in these correlations between the previous experiments and Our Study we compute the
ifference between correlation values (both for Pearson’s 𝜌 and Kendall’s 𝜏) for each dimension pair. A positive difference indicates a
igher correlation value for Our Study, while a negative difference indicates a lower correlation value for Our Study. Fig. 10 shows
he results. The two heatmaps on the left (separated from the right part by the dimension names at the center of the figure) show
he correlation differences between Soprano et al. and Our Study, while those on the right show correlation differences between
raws et al. and Our Study. The heatmaps on the top (separated from the bottom by the dimension names written vertically)

how the differences between studies computed using Pearson’s 𝜌, while those on the bottom use Kendall’s 𝜏. Thus, each cell shows
he correlation difference between two studies on two given dimensions. We emphasize the distinction between Ground Truth
nd Confidence from the seven dimensions of truthfulness by increasing the white space between these elements and using bold
ypography for their labels. This visual adjustment highlights that they are not part of the seven dimensions of truthfulness.

The figure shows a positive difference in correlation values between multiple dimension pairs: Accuracy/Speaker’s Trustwor-
thiness, and Accuracy/Neutrality, and Comprehensibility/Completeness, being particularly evident between the first pair. A
positive difference in correlation values indicates that workers from Our Study perceive, for instance, statements with a higher
ground truth (the most true ones) as more accurate, and said by more trustworthy speakers. More generally, the workers perceive
the dimensions for which there is a positive difference between correlation values with the ground truth as more related with the
15
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Fig. 10. Difference between correlation values computed using Pearson’s 𝜌 (top) and Kendall’s 𝜏 (bottom), for each dimension considered in Soprano et al. and
Our Study (left), and Draws et al. and Our Study (right).

Fig. 11. Correlation between mean worker Confidence (x-axis) and mean worker’s external agreement computed using Krippendorff’s 𝛼 (y-axis) for each
considered study. Each dot is a statement. Legend annotated with statistical significance for Pearson’s 𝜌.

nderlying ground truth of the statement. Moreover, these dimensions act in Our Study as a good quality indicator of the worker’s
erformed judgment: these dimensions could be the ones mainly considered by the workers when performing fact-checking tasks.

For most of the dimensions pairs shown in Fig. 10, however, the correlation differences are very close to zero between Our Study
nd the previous ones; this means that the assessments provided for Our Study are consistent with those provided in Soprano et al.
nd Draws et al. studies. Finally, when comparing the worker’s self-reported Confidence with other dimensions for each study
first row starting from the center in each plot), we see multiple values with a negative correlation difference. This suggests some
ifferences between the self-reported worker’s Confidence from each experiment, and a lower correlation between the Confidence
nd each dimension.

To further investigate workers’ self-reported Confidence behavior, we look at its relation with the worker’s external agreement
i.e., agreement of the workers with the experts). Fig. 11 shows the results. The 𝑥-axis reports the mean confidence values, while
he 𝑦-axis shows the average workers’ external agreement. Each dot is a statement. As can be seen, both Soprano et al. and Draws
t al. studies have a similar and statistically significant negative correlation value. Thus, the higher the worker’s Confidence, the

lower their agreement with the experts. This result remarks the low quality of these workers, whose confidence cannot be trusted
16
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as a quality indicator of the performed truthfulness assessments. Differently, in Our Study there is evidence of a small positive
and statistically significant (𝑝 < 0.05) correlation between external agreement (i.e., agreement of the workers with the experts) and
Confidence. Thus, workers with higher external agreement show a higher Confidence. Therefore, higher-quality workers provide
Confidence scores that are more reliable, that can act as a proxy of quality over the performed assessments.

6. Conclusions and future work

This research aims to shed light on contradictory results found in the literature and understand whether a crowd of workers
can effectively assess the truthfulness of statements, one of the key steps in fact-checking. We pursue that by building on the work
of Draws et al. (2022) and Soprano et al. (2021) to reproduce and improve their methodology. In the following, we provide a
synthesis of our findings for each Research Question detailed in Section 3.3, detailing their implications and contributions to the
field:

RQ1 By reproducing Draws et al. (2022) and Soprano et al. (2021) experimental design – but improving task design and recruiting
a new pool of workers using a different crowdsourcing platform – we have been able to improve their suboptimal results.
We thus found additional evidence that supports what others reported (Allen et al., 2021; Zhao & Naaman, 2023): in specific
conditions, crowdsourcing can achieve comparable effectiveness when compared to experts in assessing the truthfulness of
statements. This positive result highlights the need for researchers and practitioners to take additional care when (i) designing
a crowdsourcing task with the purpose of collecting truthfulness labels, and (ii) selecting the pool of workers to employ.

RQ2 Concerning the impact of the new study design both in terms of task features and workers recruited on the overall
effectiveness, we found some differences: (i) workers who identify as female show a more consistent external agreement
(i.e., agreement with the experts) for each age range than those who identify as male, (ii) the perceived truthfulness of
a statement does not influence the workers’ self-reported Confidence, and (iii) workers prefer a more distributed set of
websites to provide evidence.

RQ3 Focusing on how workers provide assessments using the seven dimensions of truthfulness, we found that only for a subset of
them workers provide assessments in a different fashion. Indeed, the majority of dimensions have a strong correlation with
Truthfulness. Thus, we derive that future studies can employ only a subset of the dimensions which have been originally
proposed, and in particular, they should consider statement Accuracy and Speaker’s Trustworthiness. Finally, by inspecting
the correlation between dimensions we found that workers with a higher quality show a higher degree of Confidence in their
judgments, meaning that in such cases Confidence might act as a proxy measure for label quality.

In sum, our study corroborates the reliability of using crowdsourcing as a mechanism to scale truthfulness assessments for
fact-checking. Our results provide insights on how non-experts can effectively engage in misinformation management processes (De-
martini et al., 2020). It is worth noting that the aim is not to replace experts, but rather make the fact-checking process more
cost-effective (Spina et al., 2023). We made several contributions to the field of crowdsourced truthfulness assessment, which we
summarize as follows.

• We introduced a novel task design and experimental settings that improved previous studies (Draws et al., 2022; Soprano
et al., 2021), achieving higher accuracy and agreement with expert assessments.

• Our findings highlighted the importance of diverse and balanced worker demographics, as well as the choice of the
crowdsourcing platform, in enhancing the quality of the collected truthfulness assessments.

• We demonstrated the utility of considering multiple dimensions of truthfulness in the assessment process, providing insights
into how these dimensions correlate with each other and with the overall ground truth.

• We found that worker confidence in our improved task design is a reliable indicator of worker assessment quality, contrasting
with previous studies where confidence did not show a significant correlation with external agreement.

There are other aspects of this complex task that are left for future work. Given the differences in the reported confidence, results
obtained by Qu et al. (2022) need to be re-discussed, as Confidence might indeed act as a proxy for the judgments provided by the
workers. Another line of future work consists of replicating the crowdsourcing task in other scenarios that include languages other
than English, geo-political contexts beyond the US, other types of media other than text, and those that incorporate different task
designs, particularly employing other evaluation techniques like magnitude estimation, a method which assigns numerical values to
represent the perceived intensity of an effect, a technique that has demonstrated effectiveness in various domains including relevance
assessment (Roitero, Maddalena, Mizzaro and Scholer, 2021).

Finally, given the available data, we can only speculate on the relative importance of another aspect we have focused on, namely
the selection of high quality workers. Our initial impression is that the quality of workers holds greater significance. To confirm
this, additional ablation studies are needed.
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