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ABSTRACT

The integration of Large Language Models (LLMs) with Conversa-
tional User Interfaces (CUIs) has significantly transformed health
information seeking, offering interactive access to health resources.
Despite the importance of trust in adopting health advice, the im-
pact of user interfaces on trust perception in LLM-provided infor-
mation remains unclear. Our mixed-methods study investigated
how different CUIs (text-based, speech-based, and embodied) in-
fluence trust when using an identical LLM source. Key findings
include (a) higher trust levels in information delivered via text-
based interface compared to others; (b) a significant correlation
between trust in the interface and the information provided; (c)
participant’s prior experience, processing approach for information
with different modalities and presentation styles, and usability level
were key determinants of trust in health-related information. Our
study sheds light on trust perceptions in health information from
LLMs and its dissemination, underscoring the importance of user
interface in trustworthy and effective health information seeking
with LLM-powered CUIs.
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1 INTRODUCTION

As online sources offer convenient and quick responses, there has
been a growing demand for such sources to deliver reliable health-
related information. As a result, various conversational user inter-
faces (CUIs) [9, 22, 31] have emerged, becoming important ways
for people to obtain health-related information on a daily basis.
CUIs, including chatbots and virtual health assistants [12, 16, 19],
provide essential information on diseases and treatments[9, 41],
enhancing patient engagement and access to health information.
These CUIs aid in various health-related tasks, from scheduling
appointments to symptom checking [1, 2, 47]. Moreover, the gen-
erative Al and large language models (LLMs) [46] are now key in
healthcare dialogue and question-answering tasks[5]. ChatGPT, a
prominent LLM-powered CUI, is increasingly used in health con-
texts [4, 18, 26, 37, 44]. These LLMs, trained on vast datasets, excel
in natural language processing [8]. They support various health-
care applications, from patient education to mental health support,
by transforming information searches into conversational inter-
actions [4, 18, 19, 26]. The impact of this change is significant in
personal health, where the value of information can greatly affect
individual health and well-being. The increasing research into LLM-
powered CUIs highlights their growing importance in accessing
health information [4, 18, 19, 26, 37, 44].

While LLMs and CUTISs offer great benefits, understanding how
much people trust these systems is complex and not well-studied [41].
Trust in online health information significantly affects how people
perceive and use this information, especially in making health deci-
sions. This study focuses on trust in LLM-powered CUIs, examining
three main aspects: first, how people’s trust in health information
varies across different interfaces powered by an identical LLM;
second, the relationship between trust in the information and the
interfaces, including how usability affects this trust; and third, iden-
tifying interface factors that influence trust in the information and
how these factors shape overall trust perception [15, 38]. Given
the importance of trust in health information from LLM-powered
CUIs, our research aims to answer these research questions: (RQ1)
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Figure 1: Three user interfaces used in the lab study for participants to complete the health-related search tasks.

How do user-perceived trust levels in health information from a
large language model vary when it is delivered through different
interfaces (text-based, speech-based, and embodied)? (RQ2) How
does the user interface impact people’s trust perception of health
information from an identical LLM?

To address our research questions, we conducted a mixed-methods
study combining a lab session for quantitative findings and inter-
views for qualitative insights. Each participant interacted with three
interfaces: text-based, speech-based, and embodied, for health in-
formation searches. The lab study provided insights into how par-
ticipants trust differently with interfaces. The follow-up interviews
gave us a deeper look into individual experiences and perceptions
of trust. We identified several factors affecting trust in health infor-
mation from these interfaces, such as participants’ prior experience
with the interfaces, how they processed information differently
with each interface, and the interfaces’ usability. We also discussed
the importance of physical presence in health information delivery
and gained insights into different aspects of LLM-powered CUIs in
health information seeking.

This work is motivated by the need to better understand how peo-
ple trust LLM-provided health information from various CUIs, based
on prior work [7, 30], as we move towards advanced multimodality
and humanoid technologies like Pepper [36] and Optimus [45] Our
findings are expected to inform the design of trustworthy CUIs and
deepen the understanding of trust in LLMs in health information
seeking. This research fills a current gap and sets the stage for
future work on the reliability and trustworthiness of LLM-driven
health communication.

2 RELATED WORK

2.1 Conversational user interfaces for health
information seeking and dissemination

Conversational User Interfaces (CUIs), characterized by their capac-
ity for natural language interaction, have significantly transformed
the landscape of health information seeking [11, 32]. CUIs like
chatbots [24, 32] and voice assistants [12] offer intuitive access to
health information through dialogue exchanges, driven by advance-
ments in Al [16, 23]. Notable examples include Babylon Health’s
chatbot [2] and Ada Health’s symptom checker [1]. Despite the

promise of CUISs, challenges in ensuring information credibility
and managing user expectations regarding the limitations of these
systems are ongoing areas of research [29, 35]. Current research
and development focus on refining CUIs for clarity and effective-
ness, balancing automated interaction with human oversight in
delivering health information [17, 38, 40].

2.2 Trust in conversational user interfaces

Trust is vital for user interaction with CUIs in healthcare [25]. The
trust model by Mayer, Davis, and Schoorman, focusing on compe-
tence, benevolence, and integrity, is foundational for understanding
trust in automation [42]. Trust in CUIs involves the user’s belief in
the system’s reliability and credibility, and ability to perform tasks
effectively. Luger highlights the need for intelligent and contextu-
ally aware behavior in CUISs to build trust [29]. Accurate and credible
information is key, as mistakes can quickly erode trust. Torning
and Oinas-Kukkonen point out that design elements like social
presence and expertise enhance trust in CUIs [43]. Health-related
CUIs require rigorous testing and validation due to the sensitive
nature of health information. Overall, fostering trust in health CUIs
demands careful design of the interface, capable dialogue systems,
and a consistently positive user experience.

2.3 Trust of large language models in health

Conversational information seeking [11] steps into the field of
health, with LLMs like ChatGPT demonstrating capability in han-
dling health-related queries [4, 18, 26, 37]. A systematic review [18]
outlines ChatGPT’s potential in healthcare, including enhancing
health literacy and supporting medical research. The LLM is espe-
cially promising for transforming front-line medical services by
providing automated patient consultations, initial diagnoses, and
health advice [4, 26].

However, the understanding of human trust in these LLMs, es-
pecially their impact on health outcomes, is limited. Zhu et al.[48]
found ChatGPT’s responses to prostate cancer queries are more
accurate than other models. Another study [44] reported that 40%
of medical experts preferred ChatGPT’s answers over Google’s.
Yet, these studies primarily involve medical professionals, leaving
the trust of the general public in LLMs unclear. In addition, most
previous work focused on the quality of information from LLMs
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Figure 2: The procedure of the lab study and semi-structured interview.

rather than how users perceived trust in information and its dissem-
ination. While there is extensive research on trust in online health
information [14], the factors influencing trust in LLMs remain un-
derexplored. Studies on chatbots suggest that trust in chatbots is
affected by their communication style, medical knowledge, and in-
teraction approach [38]. The advent of LLM-powered CUIs, agents,
and humanoids [36, 45] highlights the need to study how different
interfaces affect trust in information from the identical LLM.

3 METHODS
3.1 Participants

We conducted a mixed-methods study employing the within-subjects
design to observe how each participant interacts with three inter-
faces for health information seeking. We calculated the sample size

by G*Power [13], which indicated a need for 15 participants to

detect a medium effect with 80% power. We recruited participants

(N=16) from our institute, ensuring voluntary participation. Each

participant received 12.5 EUR for their involvement. English fluency

was a prerequisite for participation. The study was approved by

our institute’s ethics and data protection committee.

3.2 Materials

3.2.1 Search tasks. In this study, search tasks are personal health-
related questions that we ask participants to find answers to. Each
participant needs to complete nine search tasks. These questions
are sourced from an open-sourced dataset [3], focusing on three
pre-selected categories. We selected 25 questions from each cate-
gory to ensure diversity (the list of questions used as search tasks is
included as supporting material). Three categories of health-related
questions are: Informational health questions: These seek general
facts about personal healthcare topics. Example questions are: "Do
you have information about Weight Control"; "Do you have infor-
mation about Vitamin D?" Symptom and Cause-Related Health
Questions: These are about symptoms or causes of health condi-
tions. Example questions are: "What are the symptoms of eating
disorder?"; "What causes Memory loss?" Treatment-Related Health
Questions: Focusing on treatments or advice for specific health
issues. Example questions are: "What are the treatments for dry
eye syndrome?"; "How can I lower my heart rate?"

3.2.2  User interfaces. Three user interfaces were used in this study
(as shown in Fig 1): text-based, speech-based, and embodied inter-
faces. We first created a text-based interface with a chatting web
page, using the GPT-4 model [34] for backend query processing.

This text-only setup allows us to assess how people trust infor-
mation in pure text form. The second interface was an Amazon
Echo Dot, offering voice interactions. Connected to the same GPT-
4 model, it was able to respond to verbal queries. This provided
insights into trust and perceptions in voice-based conversational
interactions. Lastly, we used a self-made embodied "robot’ with a
internal speaker for conversational interactions vocally, linked to
the same GPT-4 model. This setup, with its physical presence, al-
lows us to explore how a tangible interface impacts user trust in the
delivered information, especially compared to interfaces without a
physical presence.

3.3 Measures

Before the lab study, we collected demographic information and de-
tails on participants’ online health information-seeking experience
and familiarity with the CUIs in the study. To assess their general
trust in technology, participants completed a pre-study question-
naire using a 6-item scale from [20], rated on a 5-point Likert scale.
We also evaluated participants’ Al and eHealth literacy using two
5-point Likert scales. The Al literacy scale [6] (11 items) and the
eHealth literacy scale [33] (8 items) measured familiarity with AI
and proficiency in using digital health resources respectively.
After each search task, participants rated their trust in the health
information using an 11-item scale from the "Trust of online health
information’ questionnaire [21, 39]. This scale assessed the informa-
tion’s credibility, usefulness, and readability. Upon completing tasks
with each user interface, participants evaluated their trust in the
interface using a 15-item scale adapted from the questionnaire [10].
For usability, we used two items from the UMUX-Lite survey [28]
to assess each interface’s usability level. Participants also indicated
their intention to use these interfaces for future health information
seeking on a 5-point Likert scale with a self-constructed item.

3.4 Procedure

Before the lab session, we obtained informed consent from all par-
ticipants, as per our institute’s guidelines. They interacted with
three types of user interfaces: a text-based, a speech-based, and an
embodied interface in a counterbalanced order to avoid bias. Partici-
pants undertook three search tasks per user interface, selected from
a set list (see section 3.2.1). They had the freedom to ask follow-up
questions, mimicking real-life information searches. After each task,
they rated their trust in the provided health information through
a brief survey. Following all tasks with an interface, they assessed
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Figure 3: Left: Mean of trust in health information, trust in the user interface, and the usability level of each user interface for
health information search. Right: Mean of trust in health information between three user interfaces across three categories of

search tasks.

their overall perception of that interface, focusing on trust and
usability. The lab study ended with a 20-minute semi-structured
interview per participant, exploring their experiences and trust
perceptions with each interface. Discussions involved factors influ-
encing trust perceptions, a comparative analysis of interfaces, and
suggestions for improving the trustworthiness of information from
these interfaces in health contexts.
The overview of the study procedure is detailed in Fig 2.

4 RESULTS

4.1 Quantitative findings

4.1.1 Trust in health information differs by user interfaces. After
checking the statistical reliability, we used a two-way repeated-
measures ANOVA to compare the differences in trust levels among
the three interfaces. The main effect of the user interface on trust
in health-related information was found to be significant between
text-based and embodied interface, with F(1,16) = 6.32,p = .024,
and n? = .046. However, for the other two interfaces, no signif-
icant difference in trust levels in health information was found.
The trust score of retrieved information from the text-based in-
terface is marginally higher compared to the other two interfaces:
F(1,16) = 0.245,p = .628, and 172 = .004 for the text-based in-
terface and speech-based interface; F(1, 16) = 2.69,p = .122, and
n? = .020 for speech-based and embodied interface. This indicates a
user preference for text-based information in health contexts. The
difference was not statistically significant among the search tasks
with F(2,30) = 0.95, p = .393, and 5% = .002. This finding implies
that the trust in the retrieved information remained consistent re-
gardless of the category of health-related questions, as shown in
Fig 3.

4.1.2  Trust in the interface and trust in the information provided.
Through Pearson correlation analysis, a significant relationship was
identified between participants’ trust in information and trust in
each specific type of interface: text-based (r(20)=0.56, p<.05), speech-

based (r(20)=0.52, p<.05), and embodied interfaces (r(20)=0.71, p<.01).

This suggests that trust in the interface itself plays a crucial role in
the perceived trust in the information provided.

4.1.3  Usability level of the interface and trust in information. Us-
ability level of each interface has a significant impact on the trust

levels in the interface as well, as shown in Fig 3. Utilizing Pearson
correlation analysis, it showed that the usability level of text-based
(r(16)=0.53, p<.05), speech-based (r(16)=0.64, p<.01), and embodied
(r(16)=0.52, p<.05) interfaces significantly correlated to the per-
ceived trust in the interfaces. In the case of the embodied interface,
the usability level showed a significant correlation with the trust
in the information provided as well (r(16)=0.66, p<.01).

4.2 Qualitative findings

The majority of participants from the interviews expressed the
greatest trust in the text-based interface, followed closely by the
speech-based interface. Trust in information from the embodied
interface was significantly lower. We thereby further explored the
factors that user interfaces influence the trust perceptions of infor-
mation provided.

4.2.1  Prior experience with the interface affects the trust in infor-
mation the most. A primary determinant in trust levels appears to
be people’s prior experiences and familiarity level with the inter-
face. Our interviews revealed that participants’ familiarity with
different interfaces and their personal habits in seeking online
health information predominantly shaped their trust (P2-3,P5,P8-
10,P11-12,P14). For instance, many participants were accustomed to
using Google or professional websites for online health information
and some were familiar with text-based health apps, thus finding
text-based interfaces more familiar and trustworthy. Moreover, the
similarity of text-based interfaces to popular communication tools
like WhatsApp, and the resemblance to the process of seeking ad-
vice from human experts or professional literature online (P3,P6,P7),
significantly enhanced their trust in text-based interfaces.

4.2.2  Information modality determines the way information is pro-
cessed, thereby affecting trust. The inherent characteristics of differ-
ent information modalities and how human process these modalities
play a crucial role in trust. Participants found that text information
easier to process than speech or visual information, as they felt
reading was simpler than listening (P5,P10,P12,P20). This ease of
processing allows them to focus on the content, thereby enhancing
trust perception: "I prefer to read book like paper rather than listening,
because if I'm listening to it, then I can do like a million other things in
the meantime (distract). - P12" Additionally, text information circum-
vents the limitations of context retrieval and timeliness inherent in
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speech, allowing users to compare information within the same in-
terface. This comparative process not only deepens understanding
but also incrementally builds trust (P1,P4,P5,P7,P9,P11,P14): "I'm
only picking up certain things [...], whereas the text one, I can see
everything and I know exactly what I want to ask another question
about. Because I can see and go back to and refer to the information if
I forget anything. - P7" Moreover, the text-format information can
also be shared with the human professionals and friends (P11).

4.2.3 Information presentation in various interfaces influences the
trust in health information provided. The presentation style of infor-
mation in various interfaces affects trust. The information source re-
mained consistent across interfaces in our study avoiding the bias of
information presentation style. Participants suggested that while a
numbered format works well in text interfaces, it might be less effec-
tive in speech or embodied interfaces, where continuous listening
can lead to information overload and forgetfulness (P5-6,P10,P12).
Adapting presentation styles, such as storytelling or summarizing
key points at the beginning of vocal information, could potentially
increase their appeal and trust perception (P5,P10,P13). Moreover,
adding the source information would significantly increase the trust
perception (P1,P5,P10,P12). "It is better to present the input quite
amount of information more like a storytelling, [ [...] Just like an
essay, if you don’t put it in bullet points but you say like you use
connection words. - P10"

4.2.4  The usability of interfaces and contexts affect trust in infor-
mation. The usability of interfaces emerges as another important
factor influencing trust. Participants generally preferred text-based
interfaces for health information search due to ease of use and
convenience (P1,P4-P7,P9-11,P18). With the rapid development of
LLMs, users have already experienced this trust-building process
with text-based interfaces. However, for speech and embodied inter-
faces, where familiarity is still developing, usability becomes a key
determinant in whether users are willing to foster trust through us-
age (P1,P13,P18,P20). "I think this is more likely to use it. [...], because
more likely to use like add supplementary questions, you can sort of
build trust on the information. - P8" Moreover, the using context af-
fects trust perception. For example, speech interfaces are preferred
for convenience in everyday use, while text-based interfaces are
favored for serious contexts: "[...] for speech or embodied [...] for like
everyday usage I would more likely use the vocal ones. - P2"

5 DISCUSSION
5.1 Limitations

Some limitations need to be acknowledged for our study. Firstly,
the embodied interfaces lacked advanced features like body move-
ments, possibly affecting the interactive naturalness. Future re-
search could explore more sophisticated embodied interfaces with
dynamic movements for deeper insights into physical presence
and trust. Additionally, we used a consistent native female voice
across both speech-based and embodied interfaces to avoid voice
bias. However, this might not have fully matched the embodied
interface’s appearance, potentially influencing user perception of
trust. Future studies should aim for a more cohesive vocal and visual
design. Lastly, our study did not assess the accuracy of responses
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from LLMs, despite participant concerns about potential AT halluci-
nation phenomena [27]. Future steps should include an evaluation
component for the accuracy of LLM responses and their impact
on the trust perception. These limitations should be considered.
Addressing them in future steps will enrich our understanding of
trust in health information from LLM-powered CUIs and aid in the
development of more effective and user-centered CUIs.

5.2 Interface shapes user interaction and
influences trust perception

Understanding the reason and how LLM and its powered CUIs can
elicit higher trust levels is crucial not only for academic research
but also for the practical development of LLM-driven health infor-
mation systems and smart conversational interfaces. Identifying
trust-building factors can guide future design and development
of the LLM-powered CUIs. The alignment of our qualitative and
quantitative findings provides a comprehensive insight of trust
perceptions in health information delivery via different interfaces.

The qualitative analysis reveals a strong preference for text-based
interfaces, rooted in familiarity with traditional search engines and
medical websites for personal health information. This habitual
reliance on text leads to a higher trust level, as one participant
noted: "I think we are used a lot to this text thing. - P14", this habit-
ual reliance on text contributes to a higher trust level. However,
emerging modalities like speech-based and embodied interfaces
struggle to gain similar trust, particularly in health-related contexts.
Participants’ varying experiences with each interface significantly
shaped their trust. While open to using speech interfaces for gen-
eral queries, there’s hesitancy for health-related use due to a lower
tolerance for errors and time-sensitive, as highlighted by a partic-
ipant: "My stereotype is to use text bot, but if it’s about the other
questions like uh, do you have any suggestions for the vacation or
like sometimes it’s more flexible - P2". The need for accuracy and
reliability in health information makes the errors in these interfaces
more detrimental to trust.

In addition, the presentation format of information is another
critical factor in trust-building. Users prefer interfaces that facilitate
efficient processing, retention, and referencing of information, a
crucial aspect in healthcare settings. Notably, trust levels did not
vary significantly across different types of health questions, sug-
gesting that trust is more dependent on the perceived credibility
of the interfaces rather than the nature of the health questions
themselves. A significant correlation existing between trust in the
information and trust in the interface delivering it further evidence
the argument. As one participant noted, "I kinda have the almost
the same trust levels for the information to similar trust level in dif-
ferent interface. - P3". This finding underscores the critical role of
interface design in trust perception and emphasizes the importance
of enhancing overall interface quality and credibility to foster and
maintain trust.

These findings underscore the necessity of focusing on prior
experience, effective information presentation style, dissemination
and processing for LLM-powered CUIs. Enhancing these aspects
is key to improving the LLM-powered CUIs for health informa-
tion dissemination, thereby building people’s perceived trust and
acceptance levels.
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5.3 Implications and next steps

Our study highlights several future directions as the next steps.
A critical area is the role of physical presence in information dis-
semination. Future work could explore how LLM information is
perceived through tangible mediums versus virtual ones, focusing
on more advanced physical embodiment that incorporate inter-
active visual expression, body movements, voice matching, and
human-like features to understand their impact on trust. Besides,
the impact of multimodal information delivery on trust in health
information is an interesting area for further exploration. Under-
standing how different characteristics of voice and visual modalities
as well as their coherence, affect trust can help in creating more
effective multimodal CUIs. This includes examining vocal and vi-
sual features such as voice pitch, age, gender and matching of these
modalities to influence trust. As humanoid evolve [36, 45], another
direction could be the influence of humanization in advanced phys-
ical embodiment. Understanding the need for human-like features
and their relationship to trust in the information dissemination
process becomes vital. This research could reveal how the balance
between humanization and trust perception can be optimized in
LLM-powered CUIs. Exploring the long-term impacts of interac-
tions with different interfaces on human trust perception will be
also beneficial. Understanding these long-term effects is key to
designing interfaces that maintain and enhance trust consistently,
contributing to the development of reliable, user-centered LLM-
powered CUISs for health information seeking.

Ethical and privacy considerations are also paramount, especially
as physical embodiment and multimodal information become more
sophisticated. As CUIs can access to increasing amounts of personal
information, addressing how these Al access, manage, and distribute
personal data is crucial to protect user privacy and adhere to ethical
standards.

6 CONCLUSION

We explored how different user interfaces (text-based, speech-based,
and embodied) affect human perceived trust in health information
from an identical LLM in this study. We found that text-based
interfaces are highly trusted due to their familiarity and ease of
information processing. Speech-based interfaces, while convenient
and natural for some users, still face trust barriers. Embodied in-
terfaces introduce a novel interactive dimension but also bring
additional trust factors, like privacy concerns and questions about
authenticity. This study highlights the importance of interface de-
sign in more common LLM-driven health tools, emphasizing that
the dissemination interfaces can significantly affect user trust in
LLM-generated health information. Our findings provide a basis for
future research, emphasizing the need for developing more trusted
and effective LLM-powered user interfaces in the realm of digital
health information.
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