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ABSTRACT
Expert search systems help professionals find colleagues with spe-
cific expertise. Expert search results can be presented as a list of
documents with their associated experts, or as a list of candidate
experts with evidence for their expertise based on documents they
authored. The type of result may affect search behaviour, and there-
fore search task performance. Previous work has not considered
such effects from the result presentation, focusing instead on how
to rank experts or on ways to interact with the search results.

We compare the task performance of novice users using either a
document-centric interface (where each search result is a document
and its associated expert) or a candidate-centric interface (where
each search result is a candidate expert and their associated docu-
ments). We also compare candidate-centric and document-centric
ranking functions per interface.

A post-experiment survey indicated that two variables affect
which interface participants preferred: the retrieval unit (candi-
dates or documents) and the complexity (number of documents per
search result). These variables affected participants’ search strategy,
and consequently their task performance. A quantitative analysis
revealed that 1) using the candidate-centric interface results in a
higher rate of correctly completed tasks, as users evaluate candi-
dates more thoroughly, and 2) the document-centric ranking yields
faster task completion. Weak evidence of a statistical interaction
effect was found that prevents a straightforward combination of
the most effective interface type and the most efficient ranking
type. Present work resulted in a more effective, albeit less efficient,
search engine for expert search at the municipality of Utrecht.
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1 INTRODUCTION
Up to 73% of professionals in the public sector often encounter
(complex) work tasks for which they seek advice from colleagues
[33]. Oftentimes it is unclear for professionals where they can find
a colleague with expertise on a given topic, resulting in the need
to find the right expert for the right task (e.g. ‘who can tell me
how the sound leak in concert hall Tivoli was repaired?’). Recent
work found that 59.5% of queries are conducted to find a person,
based on the enterprise search logs of a large biotech company [25].
Similarly, a study on policy worker search tasks found that half of
the tasks were about finding the correct person, rather than finding
information directly [37]. This search strategy was employed by
policy workers to solve complex search tasks, as it allowed users to
acquire the information they need for less effort. Additionally, an
expert could help solve one’s task and contextualise the available
information [37].

Previous works on expert search interfaces have considered what
information is required to evaluate whether an expert is relevant
(e.g. [14, 15]) and explored different ways for interacting with list
of search results (e.g. [9, 11, 12, 22, 42]). However, to the authors’
knowledge, no evaluation has directly considered whether expert
search results should be presented as documents or as experts. We
observed that, during informal think-aloud studies, participants
re-framed their original search intents from a people-focused goal
to an evidence-centric sub-goal: what type of documents might the
person in question write? Users translated their information needs
to the functionality shown in the search interface. We hypothesise
that the presentation of search results affects the search strategy,
and therefore task completion. In this paper, we quantify the influ-
ence of presenting search results as either documents or candidates
on task performance. This can inform what is otherwise an easily
overlooked and unconsidered design decision in practice.

56

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3627508.3638296
https://doi.org/10.1145/3627508.3638296
https://doi.org/10.1145/3627508.3638296
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3627508.3638296&domain=pdf&date_stamp=2024-03-10


CHIIR ’24, March 10–14, 2024, Sheffield, United Kingdom Schoegje, et al.

Our scope is on expert search within the context of the munici-
pality of Utrecht, as this lets us evaluate expert search within the
enterprise search context of ‘find a colleague with expertise’. In this
setting, we are interested in reproducing previous findings on how
to rank experts (by document or by candidate) and then to consider
how to present the search results. The two ranking types and the
two interface types investigated are shown in Figure 1. Finally, we
are interested in whether there are statistical interaction effects
between the type of ranking function and the type of interface, and
which has a larger effect size on task performance. These interests
result in our research questions:

RQ1 Is a document-centric result ranking or a candidate-centric
result ranking preferable for findings experts who work at
the municipality of Utrecht?

RQ2 Is a document-centric interface or a candidate-centric
interface preferable for finding experts who work at the
municipality of Utrecht?

RQ3 Are there interaction effects between the ranking type
and the interface type?

RQ4 What are the relative effect sizes of the ranking type and
the interface type on task completion?

We relate this study to previous work in section 2. The dataset
is characterised in Section 3, and discuss the implementation of the
system in Section 4. In section 5 our method is described which
encompasses both a qualitative study and a quantitative study. Sec-
tion 6 details the qualitative analysis, where two factors were found
that affect how users engage with the interface: the complexity of
the information and the presented retrieval unit. These variables ap-
pear to affect task performance. The quantitative results in section
7 indicate that the document-centric ranking type is faster, whereas
the candidate-centric interface type leads to more tasks completed
correctly. Weak evidence for an interaction effect was observed
between the interface type and the ranking type, prohibiting us
from combining the best interface tested with the best ranking
tested. In the discussion in section 8 we argue that correct task com-
pletion is preferable over efficient task completion in this context,
as approaching the incorrect expert can incur a social cost and lose
time, which is not measured in this study. Based on the experiment
with novice users trying to find colleagues at an organisation, the
paper concludes that presenting expert search results as overviews
of candidates elicits a more thorough assessment of search results,
resulting in more effective task completion for novice users.

2 RELATEDWORK
Literature on how to rank experts consists of two main approaches
[2]: ranking individual documents (document-centric) or creat-
ing some model of the candidate’s expertise, and ranking these
candidates directly (candidate-centric). The search behaviours of
professionals can also be characterised as being either document-
centric or candidate-centric. For instance, professionals perform
a document-centric search strategy when they search for a rele-
vant document and then contact the author [1]. An example where
people perform a candidate-centric strategy is when they ask col-
leagues whether they know experts who can help them solve a task
[36].

Given our domain of interest, we assume the authors of docu-
ments are experts on the topic and therefore avoid challenges in
attributing expertise to the right people [2]. We note that some
documents are more informative of their authors’ expertise than
others [26], which we do not account for in this paper as it does
not pertain to our research questions.

Another line of research has investigated why, and how, people
search for experts [14, 42]. Such studies informed what contextual
information should be included within each search result [15, 16],
assisting users in their decision of whom to approach. This decision
is based on both the perceived quality of the expert as well as
their approachability [32]. Some of these studies note the value of
presenting the search results as people as opposed to documents
(e.g. [30]) and designing retrieval units suitable for the current work
task (e.g. [38]).

The importance of designing interfaces has been noted in survey
papers on expert search as recent as 2019 [10, 16]. Some differ-
ent interface designs and functionalities have been proposed. Pro-
posed interfaces often let users interact with the results shown (e.g.
[9, 11, 22]), and sometimes deviate entirely from a traditional search
engine result page (e.g. [27, 28]). There are studies that investigated
exclusively ways to present a document-centric search result (e.g.
[44]), candidate-centric result (e.g. [23, 32]) or entity-centric result
(e.g. [13]). These are typically not directly compared, and in most
works this design decision is made without explicit rationale be-
cause the research questions are focused elsewhere. However, result
presentation affects how users interact with the system, as there
is a relationship between the type of knowledge sought and the
ideal modality of search results [31]. Studies have also found that
presenting result grids or result lists affects how users examine the
results [35, 39]. In addition, it was shown that the user’s task affects
how users engage with the interface [35], and the present authors
are not aware of existing research that focused on whether results
should be presented as documents or candidates for expert search
tasks. Hence we re-examined this fundamental design decision of
expert search interfaces, and measured the impact of this decision
on the users’ effectiveness, efficiency and user satisfaction while
searching.

Note that precision and recall are not suitable for evaluating an
interface, and hence our evaluation relies on the observation that
the best search system is the one that is most useful for the work
tasks of the user [4, 18, 40, 41]. This study considers which interface
is most useful for expert search tasks. Usefulness is measured as
useful = usability + utility [29]. All systems in our study have the
same utility (i.e., they can solve the same tasks), and therefore the
evaluation focuses only on which system is most usable. Usability
consists of three components: the system’s effectiveness, efficiency
and user satisfaction [19]. This is not a novel approach to evaluating
expert search interfaces (see e.g. [22]).

Effectiveness can be measured as the proportion of tasks that
were completed correctly. System efficiency is typically measured in
task completion time. One approach to measuring user satisfaction
is the System Usability Scale (SUS) questionnaire [6]. Although
it does not directly measure satisfaction, it is a widely adopted
usability metric for test-level satisfaction (i.e., measuring usability
for the whole test session as opposed to measuring it every task)
[21].
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Figure 1: During expert search results both the ranking and interface can focus on the documents or on the candidates.
Document-centric ranking sorts by the relevancy of individual documents, whereas the candidate-centric ranking sorts by
overall relevancy of the candidate (e.g. the average of their documents).

3 COUNCIL DOCUMENT COLLECTION
In collaboration with one of the country’s largest municipalities,
we utilized a city council document collection 1. We opted for this
dataset as it is realistic to needs of expert search in an organisation,
and it allows us to avoid the problem of linking a candidate expert
to the evidence of their expertise. The collection comprises approxi-
mately 6000 letters and memos, which were written by around 1600
public servants who directed the documents to council members.
The letters are typically two pages long and written to provide
information to the city council in preparation for council meetings.
Additionally, these letters may include attachments that offer more
extensive and detailed information. Memos, on the other hand, are
brief updates and are less informative in nature. Each document is
associated with a specific sub-domain, such as public health, which
users can specify in the document’s metadata when uploading it.
The collection of sub-domains in which a user possesses expertise
is referred to as their portfolio.

The documents were written using standardized templates (cre-
ated in Microsoft Word), which enables the extraction of author
names from the document header with a regular expression (see
Appendix A for details). Documents without extractable author
names are not included in the indexing process. Documents with
multiple authors are also excluded, because these documents could
introduce a bias in our experimental setup (see section 5 for more
detail). After grouping author aliases 1032 unique authors were
found who wrote 4483 documents.

4 IMPLEMENTING EXPERT SEARCH
Although recent approaches to ranking (e.g. [23, 43] and present-
ing [5] expert search results are sophisticated, our implementa-
tion is minimalistic to maintain focus on our research questions.
This section describes the design decisions that let us investigate
the research questions. Further implementation details on all four
combinations of ranking and interface types are in Appendix B,

1zoek.openraadsinformatie.nl - accessed 11-9-2021

and the code is available at www.github.com/UtrechtUniversity/
expertsearch.

Ranking types are implemented by two elasticsearch 2 indexes.
In the document-centric index the entries contain the full text
of single documents. In the candidate-centric index each entry
contains all the text of all the documents that one individual wrote.

Interface designs are implemented by presenting each result
with a document panel and an expert panel. The document panel
showcases the evidence of expertise, whereas the expert panel
displays the candidate’s portfolio and contact information. The
document-centric interface (shown in Figure 2) emphasises the
evidence of expertise, and therefore positions the document panel
on the left side. If the result appears relevant, users can then locate
the contact information in the expert panel. The candidate-centric
interface (depicted in Figure 3) presents an overview of the candi-
date. Therefore the expert panel is on the left, and multiple pieces
of evidence are presented on the right.

Documents are always presented using the document’s title
and a snippet derived from Elastic’s highlight feature, limited to
a maximum of 100 characters. Titles are clickable and open the
corresponding documents in new tabs, to ensure users do not close
the search engine tab. The author panel includes a name, contact
details, and portfolio.

5 METHOD
We investigate the effects of different ranking types and interface
types on task completion by having users perform simulated tasks
in variations on the same search engine. This experiment was per-
formed in person as 1) search behaviour was logged in the browser’s
local storage, 2) to ensure participants use the same equipment and
environment, and 3) to ensure experiments were performed without
distractions.

A power analysis was performed to determine the required sam-
ple size for our experiment, based on preliminary findings with the
first three participants. A two-factor Analysis of Variance (ANOVA)

2elastic.co
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Figure 2: The expert search interface with document-centric retrieval units.

Figure 3: The expert search interface with candidate-centric retrieval units.

of the task completion time, while using an estimated standard
deviation of 0.53 minutes, a detectable contrast of 0.5 minutes,
and a desired power level of 0.946. Using these assumptions ap-
proximately 40 observations per factor combination are necessary,
equivalent to 20 participants performing 8 tasks each.

Participants in the study were selected to be novices in the
domain, as we observed that they faced the greatest challenges

in locating both information and experts. Experienced users al-
ready know the most relevant information sources and individuals
with expertise. Given that employees such as council members are
elected citizens, and that no specialist training is necessary, we
assume that citizens exhibit similar information behaviour as new
employees.
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Due to regulatory restrictions and the unavailability of public
servants during the early stages of the COVID-19 pandemic, we
conducted the experiment with citizens as participants. In compli-
ance with local regulations at the time of the experiment (restriction
contact outside of known social circles), we only recruited acquain-
tances of the first author. These were unfamiliar with the research
goals beyond what was necessary for an informed consent. To en-
sure the safety of participants, numerous precautions were taken,
including maintaining social distancing, conducting repeated self-
tests, and regularly disinfecting the hardware and equipment using
alcohol wipes.

Twenty participants took part in the experiment, all of whom
were native speakers. Half the participants identified as women.
Most participants were aged 25 to 35, with four outliers being
older than 40. No participant had professional work experience in
a similar domain, and none reported having any domain-specific
knowledge.

Tasks were adapted from tasks policy workers reported per-
forming at the municipality. Each of the eight simulated task starts
of a work task description (i.e., the end goal of the user), which is
a textual description of one or two sentences. This is followed by
the search task description (i.e., information need) described in a
sentence.

Ground truth data was constructed based on the assumption
that experts on a relevant sub-domain would know the answer, or
would know the person to contact instead. An experienced policy
worker from the municipality was available to determine which
sub-domains were relevant for each task. They were not able to
assess the relevance of individual experts, as they do not know the
expertise of all individuals employed at the organisation.

The experimental design took into account that participants
should be able to distinguish between the systems in the post-
experiment questionnaire, and hence each participant tested two
systems with different interfaces. The presentation order of inter-
face types and ranking types are counter-balanced, and the task
order is randomised.

If a highly relevant document was marked as relevant in the
document-centric interface, all of its authors are marked as rele-
vant. In the candidate-centric interface, the user might mark one
candidate as relevant based on this highly relevant document, but
not the other. To avoid this asymmetry in relevance assessments, we
exclude documents authored by multiple people from the dataset.

Procedure for the experiment was to present participants with
one of the interfaces and a brief introduction. After given informed
consent and familiarising with the system they were instructed to
imagine themselves as new employees at the municipality, tasked
with assignments that required input from their colleagues. They
were asked to identify and mark the candidate expert(s) whom
they would consider approaching for assistance, if any. Then they
performed the tasks without time limit. Each task was started and
ended by pressing a button. During a task, a description is dis-
played and participants can check the boxes of experts they would
approach. Users completed four tasks in this first system, and pro-
ceeded to complete a questionnaire to evaluate the system. Next,
participants familiarised themselves with to the second system and
performed an additional four tasks. After a questionnaire about this
system they were presented a questionnaire that compared the two

systems, and asked open-ended questions about how they search
for expertise. The list of questions is published alongside the code
at github.com/UtrechtUniversity/expertsearch.

Analysis of the qualitative investigated user preferences by
manually clustering and interpreting users’ responses from the
questionnaires. This was followed by a quantitative analysis that
measures the effect of the ranking type and interface type on as-
pects task performance (as introduced in section 2). Systems were
compared in terms of effectiveness (rate of successful task com-
pletion), efficiency (time to task completion) and user satisfaction
(measured using the System Usability Scale (SUS) questionnaire
[6]).

6 QUALITATIVE ANALYSIS
Users’ preferences for the user interface were divided, with half
the users preferring one system in the questionnaire and the other
half preferring the other system. We investigate the reasons for
this, and whether to account for this in our quantitative analysis.
One participant’s data was excluded from both the qualitative and
quantitative analyses as they misunderstood the instructions, and
performed several tasks without issuing queries (and therefore
rated the same set of results for each task).

6.1 User preferences
A total of 30 reasons were given by participants to support why
they preferred one system over the other. After grouping similar
reasons, as shown in Table 1, we found nearly all reasons pertained
to the interface type. Exceptions are marked with *, but even then
these were only given when participants compared two systems
where only the interface (and tasks) changed.

User preferences indicated two main factors: retrieval unit com-
plexity and perceived retrieval unit. Both interfaces represent op-
posites in terms of these factors, and users disagree on what is
preferable. The retrieval unit complexity refers to the level of com-
plexity involved in retrieving information, while the perceived
retrieval unit relates to users’ perception of the granularity and
relevance of the retrieved information. Understanding these factors
is crucial for designing interfaces that cater to diverse user prefer-
ences and enhance usability in expert search systems. Two main
factors emerge that explain preference to one system or the other:
the retrieval unit and the retrieval unit complexity.

The most reported factor to prefer the document-centric inter-
face is that it shows less information (D1), which makes it easier
to evaluate a search result (D2). This contrasts against the primary
reason to prefer the candidate-centric interface: this interface gives
a better overview of what a candidate expert does (C1). Partici-
pants disagree on the trade off between the amount of information
needed to be confident enough of a candidate’s expertise. The sec-
ond factor that participants prefer the document-centric interface
is that it allows them to first evaluate the document, and then use
the author characteristics (i.e., their portfolio) as further evidence
(D3). This contrasts with the second main reason to prefer the
candidate-centric interface: these users prefer first evaluating au-
thor characteristics and using the written documents as further
evidence (C2 and C3). This second factor shows how the interfaces
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Table 1: Reasons for preferring one search system over the other (as reported in the questionnaire). A few reasons (marked
with *) are not directly about the interface, but were found when only the interface and tasks changed. These reasons could
be correlated to interface type. This variable was measured between individuals, but notably none of the reasons mention
different interfaces were better for different tasks.

ID Interface n Reason
D1 Document 6 Simpler / not too much information
D2 Document 3 Easier to evaluate a document
D3 Document 3 I first want to evaluate the document, then the author
D4 Document 2 Less irrelevant information is combined
D5 Document 1 Focus on what one does, rather than user characteristics
D6 Document 1 More intuitive
D7 Document 1 The tasks were easier*
C1 Candidate 7 Better idea of what a user does
C2 Candidate 2 Focus on user characteristics rather than writing
C3 Candidate 1 I first want to evaluate the author, then the documents
C4 Candidate 1 Have to be less good at selecting keywords*
C5 Candidate 1 Didn’t feel like I found who I wanted in the other*
C6 Candidate 1 Results were more relevant*

represent two different search strategies, where one’s mental model
is either document- or candidate-centric.

In a follow-up questionnaire, seven participants reported con-
sciously modifying their search strategies. Five of these indicated
they changed whether they evaluated documents or candidates first.
One participant mentioned that in the candidate-centric interface,
they searched for topics, whereas in the document-centric interface,
they were uncertain of what to search for, and attempted search-
ing by function titles instead. More experience with the system
might have affected their search behaviour. The final participant
mentioned that the candidate-centric system required them to open
more documents before they were certain an author was relevant.
Participant p17 succinctly remarked that "in the [candidate-centric]
interface, you find experts, and in the [document-centric] interface,
you find documents". The order of the document and candidate
panels in the interface influences how users evaluate search results,
as the perceived retrieval unit changes.

An interesting side-note is that users who preferred simple infor-
mation did not like when the candidate-centric interface presented
irrelevant documents (D4). This occurred when an author had one
highly relevant document and a number of tangentially related doc-
uments. Although this signals one’s limited expertise, these users
would prefer just not seeing it.

7 QUANTITATIVE STUDY
The effectiveness, efficiency, and user satisfaction achieved with
both search systems were analysed as dependent variables. The in-
dependent variables were the interface type, ranking type, and also
the interface preference. This was included as the qualitative analy-
sis indicated this is an important variable. Models were constructed
in the form of dependent_variable ∼ interface_type * ranking_type
* interface_preference, with the dependent variable being the task
completion rate, time spent, or SUS score.

During six tasks the participants started the timer and then
delayed starting the task, as they had a question to the observer.

This inflated the starting time between the starting the task and
the first query. To correct for this, these false starting times were
substituted with the participant’s average starting time.

7.1 Effectiveness
An overview of howmany of the tasks had correct results are shown
in the violin plot in Figure 4, with supplementary effectiveness
metrics available in appendix D. A logistic regression tested for
significant differences in the task completion rate. Interface type had
a significant effect on the task completion rate (𝑝 = .044, log odds
ratio = −2.25), as the comprehensive overviews in the candidate-
centric interface lead to better task completion rates.

There was weak evidence of an interaction effect between the
interface type and ranking type (𝑝 = .068, log odds ratio = −2.73).
The candidate-centric interface performed well when there were
many relevant documents per candidate (i.e., with the candidate-
centric ranking) but worse when a search result included one highly
relevant document as well as slightly relevant or irrelevant docu-
ments (as produced by the document-centric ranking). Participants
may have ignored relevant authors when they also saw irrelevant
documents.

Showing multiple documents per candidate reduces the variance
in correct task completion (the distributions in Figure 4 are less tall).
The candidate-centric interface appears to provide a more stable
signal of a candidate’s expertise, although this does not necessarily
translate to more correctly completed tasks. This may be because
some tasks may require a person with in-depth expertise on a topic
(as evidenced by many relevant documents), whereas others require
someone with experience in a very specific project (as recorded
in specific documents). Further work is necessary to understand
when and how conflicting information should be shown.

No significant effects were observed for the ranking type (𝑝 = .17,
log odds ratio = −1.67) or other factors. The log odds ratio is greater
for the interface type than for the ranking type, indicating that the
interface type plays a more significant role in task completion.
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Figure 4: Violin plot showing the distribution of the correctly completed tasks. The ratio (i.e. correct tasks / total tasks) is
shown per participant. For each violin plot the outliers and the median are marked.

7.2 Efficiency
An overview of how quickly tasks were performed is shown in the
violin plot Figure 5, with additional efficiency metrics available in
appendix D. AnANOVA tested for significant differences in the time
to task completion. To prepare the data for analysis, we addressed
a positive skew in the model residuals. The task completion times
were transformed using the function 𝑙𝑜𝑔 |10(𝑡𝑖𝑚𝑒). Afterwards, the
task completion times no longer violated the normality and vari-
ance assumptions of the ANOVA test. The normality assumption
was tested using Shapiro’s test, which yielded a non-significant
result (𝐹 (3, 140) = 0.99, 𝑝 = .32). The variance assumption was
assessed using Levene’s test on the task completion times, which
also resulted in a non-significant finding (𝐹 (3, 140) = .19, 𝑝 = .31).

The ANOVA indicated a significant effect of the ranking type
on task completion times (𝐹 (3, 140) = 4.63, 𝑝 = .033, 𝜂2𝑝 = .035), as
the document-centric ranking lead to faster completion times. This
could be attributed to finding the most relevant pieces of informa-
tion, leading to more confidence during relevance assessments. This
is consistent with previous research showing that document-centric
rankings tend to produce more optimal rankings [20], because if
the top results include more promising candidates, it can lead to
quicker task completion. There is weak evidence indicating that
the candidate-centric interface type slows down task completion
(𝐹 (3, 140) = 2.80, 𝑝 = .096, 𝜂2𝑝 = .022). This could be attributed
to the presence of more information that users need to parse and
evaluate, potentially leading to longer completion times.

There is also a significant interaction effect between the inter-
face type, ranking type and user’s interface preference (𝐹 (3, 140) =
9.08, 𝑝 = .0031, 𝜂2𝑝 = .06). This shows that users who prefer dif-
ferent interfaces also need different systems to search as quickly
as they can. It might be that interface preference indicates which
interface aligns with a user’s search strategy, although future work
is necessary to understand why. For example, users who want an
overview of a candidate might be slower in the document-centric
interface if they are looking for multiple documents by the same
author. Another explanation for the same finding could be that
users lose time if users lose time translating the problem ’who do I
need’ to the problem ’what kind of documents would this person
write’. With more exposure to the system, this individual effect may
reduce as users learn to employ the most effective search strategies.

Hence we also consider the (non-significant) completion times of
different interface and ranking types.

7.3 User satisfaction
The average user satisfaction as measured by the SUS was similar
for all systems. An ANOVA found no significant difference on the
user responses based on the interface type (𝐹 (3, 15) = 0.047, 𝑝 =

.82, 𝜂2𝑝 = .00037), and no evidence for an effect of the ranking type
(𝐹 (3, 15) = 1.02, 𝑝 = .31, 𝜂2𝑝 = .0080). Descriptive statistics per
system are available in appendix D.

Users who prefer the candidate-centric interface did provide
significantly higher SUS scores (𝐹 (3, 15) = 17.7, 𝑝 = .000048, 𝜂2𝑝 =

.12). The reason for this finding remains unclear. One possible
explanation is that users who favour a comprehensive overview
might feel more at ease with tasks that involve assessing the overall
relevance of a candidate in general.

Additionally, there was a significant interaction effect between
the user’s interface preference and the ranking type on the SUS
scores (𝐹 (3, 15) = 13.16, 𝑝 = .00041, 𝜂2𝑝 = .094). Users who favoured
the candidate-centric interface provided the highest scores for sys-
tems with the document-centric ranking, although the reason be-
hind this remains unclear. This may be because it finds the most
relevant pieces of evidence (documents). No further significant
effects were found.

8 DISCUSSION
Generalisability of the best ranking type and interface type can
be expected at other organisations where 1) novice colleagues need
the expertise of colleagues, 2) those expert colleagues document
(the outcome of) their work in a shared content system, and 3) the
users seek a similar type of expertise as the policy workers at the
municipality of Utrecht. Our search tasks (as listed in Appendix C)
seek expertise from someone with declarative knowledge (‘what is
it’), whereas other search tasks might require procedural knowledge
(‘how to do it’) [17]. Future work should investigate different types
of expertise, and whether searching for different types of expertise
requires different types of support.

It is unclear whether current findings with novice users gen-
eralise situations where expert users need to find other experts.
Although experienced employees are more likely to already ‘know
their way around’ and find experts through e.g. their network [37],
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Figure 5: Violin plot showing the distribution of how many minutes each task took. For each violin plot the outliers and the
median are marked.

it would be interesting to see when they do struggle with expert
search tasks, and whether they execute these differently. We also
note that the novice users in our experiment did not make mention
of whether candidate experts were still experts, or perhaps were
experts in the past. We expect that experienced users would place
more emphasis on finding people with recent expertise. Further
work could also investigate the effect of how much experience the
users have in searching (for expertise) on the preferable interface
and ranking.

Limitations of analysis include that our study did not control
for the type of retrieval unit and the complexity of retrieval units
separately. Future work could change not only the order of the
two panels, but also the number of documents shown per search
result. Additionally, a post-experiment power analysis revealed that
the ANOVA for efficiency was underpowered. Consequently, the
analysis might have missed significant effects, and the effect sizes
in statistical tests could be overestimated. This occurred because
the initial findings showed a considerably lower variance in task
completion time than the full dataset (0.53 minutes instead of 2.02
minutes). To achieve a power of 0.95 for interaction effects with
variance we find now, the study would require a sample size of 290
participants.

User interface preferences of individuals were associated with
two factors, although it is unclear what causes these preferences.
This may be due to differences in cognitive styles that affect the
processing of information [34] and search strategies [3, 24]. Holistic
individuals, for example, tend to focus on the big picture and may
be more inclined to prefer the comprehensive overview provided
by the candidate-centric interface. Serialistic individuals, on the
other hand, tend to approach tasks analytically in individual steps.
In this study we measured the overall preferences of individuals,
but we found no evidence that users preferred different interfaces
for different tasks (it would be found in Table 1). The preferable
user interface likely depends on the task performed, and for our set
of expert search tasks user preferences appear to be stable. Future
work could investigate how a task needs to change to affect user
interface preferences.

Combining the optimal ranking and interface types may
be impossible, as we found weak evidence of an interaction effects
for effectiveness. In the tested systems we need to choose between

the (more effective) candidate-centric interface or the (more effi-
cient) document-centric ranking. We argue that, when searching
for an internal colleague, approaching the correct candidate is more
important, as approaching a person without expertise will lose time
and potentially incur a social cost in wasting someone’s time (RQ4).
This argument will not hold in other expert search contexts, as oth-
ers settings include hiring or selling to candidates. In these cases,
the user might be more concerned with identifying true positives
regardless of whether their candidate wants to be approached. This
interaction effect likely followed from presenting search results that
included conflicting information (one highly relevant document
and additional slightly relevant documents). It may be possible to
design an interface that does has no interaction effect with the
ranking function, allowing for a combination of the strengths of
finding highly relevant evidence (in the ranking) while also con-
cisely displaying an overview of the author (in the interface). A
step in this direction could be to show each document’s relevance
in the interface.

Further observations include that there are less authors than
documents (as illustrated in Figure 1), and that presenting less
search results in total might be preferential, especially during high-
recall tasks. A final consideration is that expert search tasks can be
directed at different types of expertise, such as procedural knowl-
edge (e.g. ’how to do this’) or declarative knowledge (e.g. ’what is
this’) (see e.g. [18]). The current study focuses on the latter, and
found that a candidate-centric interface is better for finding declar-
ative expertise. Procedural tasks tend to have different relevance
criteria that can be included in the interface, such as first-hand
experience [7, 8].

9 CONCLUSION
Presenting search results in interface as documents or as experts
with an overall expertise affects search behaviour. Similarly, the
ranking of experts by individual documents or their overall exper-
tise affects whether the order of search results is more effective. Our
study compared two types of interfaces and two types of ranking
functions. The four combinations were evaluated using simulated
tasks, based on task performance and questionnaires.

The document-centric interface presented documents as the
retrieval unit, with the author characterised in a secondary panel.
This was compared to a candidate-centric search result presentation
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where the retrieval unit presented was a candidate, and where
the secondary panel presented up to three documents written by
this author. A document-centric and a candidate-centric ranking
function were implemented by indexing and searching for results
at either document-level or candidate-level (the latter by appending
all of an author’s documents as a string).

A qualitative analysis found that users disagreed on which in-
terface was preferable. Two variables affected this preference: the
perceived retrieval unit and the complexity of the retrieval unit.
Changing the retrieval unit affected how participants searched, as
they first assessed the relevance of the retrieval unit in the left-hand
panel and then used the right-hand panel as further evidence of a
result. Whereas some users preferred the simplicity of the a single
document per search result, others appreciated the overview given
by the more complex candidate-centric retrieval units. Although
users may prefer different retrieval units based on the users’ char-
acteristics, we suggest to instead design retrieval units that elicit
desired search behaviour. The quantitative analysis investigates
which interface results in successful search behaviour.

As interface preference was related to the users’ search strategies
it was included in the quantitative analysis. 144 tasks were analyzed,
performed by eighteen participants, resulting in three main find-
ings. The candidate-centric interface leads to higher rates of correct
task completion (𝑝 = .044, log odds ratio = −2.25). The document-
centric ranking leads to faster task completion (𝐹 (3, 140) = 4.63, 𝑝 =

.33, 𝜂2𝑝 = .035). Finally, there are significant interaction effects be-
tween the type of interface, type of ranking and the user’s interface
preference.

The document-centric ranking is faster (RQ1), which may be
because the top results contained more relevant candidates. The
candidate-centric interface is more effective (RQ2), probably be-
cause it provides a more comprehensive overview. There was weak
evidence of an interaction effect between the document type and
ranking type for effectiveness, implying that it is not possible to sim-
ply match the best interface type with the best ranking type (RQ3).
Instead there is a need to combine the strengths of both approaches.
This would be a system that retrieves evidence with a high precision
(document-centric ranking) and displays an overview of the expert
(candidate-centric interface) that is not not too complex. When
choosing between effectiveness and efficiency, we argue that ap-
proaching appropriate candidates is arguably more important than
finding a candidate expert quickly. When working with internal
colleagues both saves time for the user and avoids a potential social
cost (RQ4).

The implications of this study for designing (expert) search sys-
tems are 1) the perceived retrieval unit and its complexity should
be appropriate for the current task and user, which for expert
search means that 2) users can be nodded towards a search strategy
where they thoroughly evaluate candidates by presenting thorough
overviews of experts, and 3) the presentation of search results ap-
pears more important than the order of search results in terms of
task completion. In conclusion, our study resulted in a more effec-
tive, albeit less efficient, expert search system for the municipality
of Utrecht. Similar design choices may be expected to yield similar
results at other organisations where domain novice users search
for colleagues with expertise.
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