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Abstract

Background: Deep learning-based unsupervised image registration has
recently been proposed, promising fast registration. However, it has yet
to be adopted in the online adaptive magnetic resonance imaging-guided
radiotherapy (MRgRT) workflow.

Purpose: In this paper, we design an unsupervised, joint rigid, and deformable
registration framework for contour propagation in MRgRT of prostate cancer.
Methods: Three-dimensional pelvic T2-weighted MRIs of 143 prostate cancer
patients undergoing radiotherapy were collected and divided into 110, 13, and
20 patients for training, validation, and testing. We designed a framework using
convolutional neural networks (CNNs) for rigid and deformable registration. We
selected the deformable registration network architecture among U-Net, MS-D
Net, and LapIRN and optimized the training strategy (end-to-end vs. sequen-
tial). The framework was compared against an iterative baseline registration.
We evaluated registration accuracy (the Dice and Hausdorff distance of the
prostate and bladder contours), structural similarity index, and folding percent-
age to compare the methods. We also evaluated the framework’s robustness to
rigid and elastic deformations and bias field perturbations.

Results: The end-to-end trained framework comprising LaplRN for the
deformable component achieved the best median (interquartile range) prostate
and bladder Dice of 0.89 (0.85-0.91) and 0.86 (0.80—0.91), respectively. This
accuracy was comparable to the iterative baseline registration: prostate and
bladder Dice of 0.91 (0.88-0.93) and 0.86 (0.80-0.92). The best models com-
plete rigid and deformable registration in 0.002 (0.0005) and 0.74 (0.43) s
(Nvidia Tesla V100-PCle 32 GB GPU), respectively. We found that the models
are robust to translations up to 52 mm, rotations up to 15°, elastic deformations
up to 40 mm, and bias fields.

Conclusions: Our proposed unsupervised, deep learning-based registration
framework can perform rigid and deformable registration in less than a second
with contour propagation accuracy comparable with iterative registration.
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1 | INTRODUCTION

Prostate cancer is the second most commonly diag-
nosed cancer and the fifth most common cause of can-
cer death in men worldwide.! One of the standard treat-
ments for prostate cancer is external-beam radiotherapy
(RT), which involves delivering radiation over multiple
sessions (fractions).? In the last decade, hypofractiona-
tion, that is, using few irradiations, has been increasingly
adopted.? For prostate RT, the noninferiority of hypofrac-
tionation has been proven, allowing the number of
fractions from conventional (35 fractions) to moderate
(20 fractions) and ultra-hypofractionated (five fractions)
treatments

Ultra-hypofractionated treatments require accurate
target localization, made possible by integrating imag-
ing and treatment devices. For example, magnetic
resonance imaging-guided RT (MRgRT) has recently
become viable, providing superb soft tissue contrast
during treatment. Such devices enable online adaptive
RT, which involves adapting the treatment plan to the
daily anatomy to reduce the dose to healthy surround-
ing tissue.>® The existing MRgRT systems can adapt
the treatment plan to the current anatomy (just before
treatment) through daily imaging and time-consuming
manual recontouring (10 min) of the target and organs
at risk.’

Current research focuses on automating the work-
flows to adapt the treatment plan with minimal manual
intervention. In this sense, rapid and accurate automated
contouring solutions should be developed. Deformable
image registration accomplishes this objective by prop-
agating the contours from the simulation (offline) MRI
to the daily (online) MRI. Speed is essential to reduce
treatment time and motion between the scan and the
irradiation. For example, Smith et al® found that the
bladder fills up to 74% of the original volume between
the daily scan and irradiation. Current online adap-
tive MRgRT workflows use slow iterative registration
(in the order of minutes).” However, deep learning-
based registration has recently become popular for
time-constrained applications, for example, image guid-
ance in interventional settings and motion correction in
MRgRT_10—12

Deep learning-based registration methods have pri-
marily concentrated on deformable registration, per-
forming rigid pre-alignment using iterative registration,
which slows down the overall registration.!>~5

Furthermore, which network architecture is optimal for
contour propagation in online adaptive MRgRT needs
to be clarified. Many existing registration approaches
rely on encoder—decoder network architectures such
as the U-Net.'314.16.17 Other promising network archi-
tectures have yet to be thoroughly investigated for
prostate MRgRT.'®'°® The registration method should
accurately propagate the contours in this setting, requir-

ing minimal manual adjustments. The accuracy should
also be maintained in various scenarios to ensure
safe clinical implementation, which requires robust
models that generalize well to diverse data distribu-
tions, for example, different sources and magnitudes
of motion.

This paper investigates convolutional neural networks
(CNNs) for unsupervised, joint rigid, and deformable
image registration to facilitate accurate contour prop-
agation in prostate MRgRT. We design a framework
consisting of two (rigid and deformable) CNNs, for which
we optimize the training strategy by comparing sequen-
tial training of the CNNs with end-to-end training. Our
main contribution is a thorough comparison of three
promising CNN architectures for deformable registration
within our framework in terms of registration accuracy
and speed. We also performed robustness experiments
to investigate the applicability of the networks in real
world scenarios.

2 | METHODS

2.1 | Data and preprocessing
Data collection
A dataset of 143 sequential patients who underwent
radiotherapy for prostate cancer at the University Med-
ical Center Utrecht, The Netherlands, between January
2020 and May 2021, was collected. These patients were
part of the ethics review board-approved MOMENTUM
(Multiple Outcome Evaluation of Radiotherapy Using
the MR-Linac) study?® They underwent 5 x 7.25-Gy
fractions on a Unity 1.5 T MR-Linac system (Elekta
AB, Stockholm, Sweden) using an “adapt-to-shape”
workflow?'

In the planning phase, patients underwent MRI on a
3 T scanner (Ingenia, Philips Medical Systems, Best,
The Netherlands) to delineate the target and organs
at risk (rectum, bladder, and femurs). In each fraction
on the MR-Linac, an initial daily MRI was acquired for
recontouring the patient and adapting RT planning to
the daily anatomy, followed by a second MRI before
irradiation to ensure accurate patient positioning. The
target and OAR contours were propagated to the initial
daily MRI using the clinical treatment planning system
(Monaco, Elekta AB, Stockholm, Sweden). The radiation
oncologist manually adjusted the propagated contours
within a ring defined as the isotropic extension of 2 cm
of the target, providing an accurate label only for the
prostate.

Prostate dataset

For each patient, the planning MRI and five initial daily
MRIs were included, resulting in 858 T2-weighted 3D
turbo spin-echo MRIs and their prostate labels. We
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TABLE 1

Image acquisition parameters of the planning MRI,
and the initial (init) and position verification (PV) daily fraction MRIs.

Daily fraction MRI

Parameter Planning MRI Init PV
Patients (n) 143 143 10
Images (n) 143 715 50
Magnetic field strength 3 1.5
(M
Relaxation time (ms) 1700-2500 1535-1635
Echo time (ms) 247-360 120-277.8
Flip angle (°) 90 90
Bandwidth (Hz/px) 384-740 562-740
Field of Lower 400 x 400 x 200 400 x 400 x 180
z/rfr\‘lnv:) Upper 451 x 451 x 300 448 x 448 x 300
Voxel Lower 0.59 x 0.59 x 2 0.75x0.75x 2
(Srz:;r)nga Upper 0.83x0.83x2 0.83x0.83 x2
Scan time (s) 190-294 116-204

aExpressed in mediolateral, anteroposterior, and craniocaudal directions.

randomly divided the dataset into 110, 13, and 20
patients for training, validation, and testing, correspond-
ing to 550, 65, and 100 image pairs. The acquisition
parameters varied (Table 1) due to protocol modifica-
tion, and the variations’ distribution was verified after
the split. All MRIs were resampled to isotropic voxel
sizes of 1x1x1 mm, center-cropped to a FOV of
208 x 208 x 208 mm, corrected for bias field?? inten-
sity clipped to the 95th percentile and normalized to the
range [0—1].

Bladder subset

For 10 patients in the test set, manual bladder delin-
eations were available on the daily position verification
(PV) MRI of each fraction as part of the prospective
Utrecht Prostate Cohort Study (NCT04228211)2% The
imaging parameters of the PV MRI were identical to the
daily MRI (Table 1).

Data augmentation

On-the-fly data augmentation was performed to
increase the variation of the training set. We gen-
erated three additional image pairs for each image
pair by augmenting either the fixed image, the mov-
ing image, or both, resulting in 2200 (550 x 4) image
pairs for one training epoch. Each augmentation
involved deforming the image with a random defor-
mation and adding Gaussian noise (sigma = 0.005).
The deformation was defined on a 5% control point
grid of displacements sampled from a Gaussian
distribution, which were rescaled to a maximum of
20 mm and upsampled using third-order B-spline
interpolation.

MEDICAL PHYSICS——

2.2 | Deep-learning-based registration
2.2.1 | Jointrigid and deformable
registration framework

The framework consists of a cascade of two CNNs for
rigid and deformable image registration (Figure 1). The
CNNs predict the rigid transformation (Tg) and a dense
displacement vector field (DVF: ¢), which propagate the
contours of the planning MRI (moving: M) to the daily
MRI (fixed: F).

Rigid component
The rigid component consists of a CNN for rigid trans-
formation prediction and a spatial transformer module
(STM) that obtains the rigidly aligned moving image
through interpolation?* The rigid CNN is an encoder
consisting of four convolutional layers with kernel size
33, dilation rate 2, LeakyReLU activation (slope = —0.2),
and a fully connected layer (FCL). It predicts the transla-
tion and rotation vectors, forming the rigid transformation
matrix (Figure 2).2°

We tuned the encoder’s width (2—-32), number of FCLs
(1-2), and the location of concatenating the fixed and
moving features (first layer and layer before the FCL),
finding an optimum width of 8, one FCL, and concatena-
tion of the image features in the first layer. In this tuning
phase, the encoder was trained with random rigid trans-
formations, using the error between the predicted and
ground truth transformations as the objective function
and evaluation metric for validation. The rigid trans-
formations contained translations up to 31.2 mm and
rotations up to 15°.

Deformable component

The deformable component consists of a CNN that
takes the fixed and the rigidly aligned moving image
and predicts the DVF, followed by an STM that deforms
the moving image. In the STM, the rigid transformation
matrix and DVF were combined to reduce the potential
accumulation of interpolation artifacts.

Most deformable registration methods for prostate
MRgRT rely on U-Net,'3'416.17 byt there are limited
comparisons to other CNN architectures. We investi-
gated three promising 3D architectures for deformable
registration: a U-Net, a mixed-scale dense (MS-D)
network, and a Laplacian pyramid image registration
network (LapIRN). The U-Net is considered a baseline.
The MS-D network is of interest for the speed required
for this task and its overall good performance while hav-
ing fewer trainable parameters (about 5% of U-Net’s
parameters).'® The LapIRN'® is considered one of the
best-performing deformable networks, given the out-
standing results obtained within the recent Learn2Reg
Challenge?°
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FIGURE 1

The joint rigid and deformable registration framework consisting of a CNN for the rigid registration (CNNg) and a CNN for the

deformable registration (CNNp) that predict the rigid transformation matrix (Tg) and the DVF (¢). The spatial transformer modules (STMs)
obtain the rigidly transformed moving image (Tg(M)) and the final deformed moving image (¢(Tr(M))) through image interpolation.

é CNNg )

legend
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FIGURE 2 Therigid CNN architecture (CNNg) is used within the
joint rigid and deformable registration framework. CNNg takes the
fixed (F) and moving (M) images and predicts the rigid transformation
matrix (TR).

U-Net

We used VoxelMorph’s implementation of U-Net, which
consists of an encoder and decoder that apply convo-
lutions with kernel size 33, followed by a LeakyRelLU
activation (slope = —0.2), and skip connections in
between?’ (Figure 3). The encoder consists of four con-
volutional layers with a stride of 2, halving the spatial
dimensions at each layer. The decoder consists of four
successive upsampling and convolutional layers, obtain-
ing full-resolution feature maps and three additional
convolutional layers.

MS-D Net

We adapted the original 2D implementation to perform
3D deformable registration.?® Each feature map takes
all previous features and the input layer and convolves
them using dilated convolutions with kernel size 33,
dilation rate r, and rectified linear unit (ReLU) activa-
tion (Figure 3). The dilation rate in layer i equals r =
(i%10) + 1. The feature maps are densely connected to
the output layer and are equal in size due to reflec-
tive padding and the absence of pooling layers. The
network depth was tuned using depths ranging from
20 to 150 on a subset of 110 image pairs of the
prostate dataset, finding the optimal depth of 30 based
on the prostate Dice and speed (Section 2.4). In the
tuning phase, the models were trained with the objec-

tive function presented in Section 2.2.2 The network
width of 1 was based on the work of Minnema et al ?°
and allowed training in a reasonable time, for example,
1-2 weeks.

LapIRN

LapIRN contains three levels of CNNs operating
at different resolutions to mimic conventional mul-
tiresolution registration (Figure 3). Using the original
implementation,'® we parameterized the model with dis-
placement fields. We used a sequential training scheme
(using the objective function presented in Section 2.2.2),
adding a level after training the previous level for 30 000
iterations. The parameters of the previous levels were
frozen for the subsequent 2000 iterations.

Each level consists of an encoder, five residual blocks
(RB), and a decoder and applies convolutions with ker-
nel size 3% and LeakyRelU activation (slope = —0.2).
The encoder consists of two convolutional layers with
stride 1, followed by a convolutional layer with stride
2. The residual block contains two convolutional layers
with pre-activation and a skip connection. Finally, the
decoder uses a transposed convolutional layer and two
successive convolutional layers with stride 1, followed by
a SoftSign activation multiplied by a factor of 10.

2.2.2 | Unsupervised training

The framework is trained using unsupervised learn-
ing, optimizing the similarity between the fixed (daily
MRI) and deformed moving images (registered planning
MRI). We optimized the training strategy by compar-
ing end-to-end ftraining of the rigid and deformable
components (after random initialization) or sequential
training (including a warm-up of the rigid component)
in Experiment 2.5.1.

Objective function

The framework optimizes the objective function (£ in
Equation 1), including an image similarity term, namely
the normalized mutual information (NMI) between the
fixed image and the deformed moving image (¢(Tr(M))),
where Tr(M) is the rigidly aligned moving image, and
a regularization term (L,4), namely the L2-norm of the
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FIGURE 3 The CNN architectures used for the deformable component within the registration framework. All networks take the fixed image
(F) and rigidly aligned moving image (Tgr(M)) as input and predict a dense DVF (¢). The U-Net has a typical encoder—decoder structure,
whereas the MS-D Net is characterized by equally sized feature maps and dense connections. The LapIRN contains three levels that operate at

different resolutions.

DVF gradients scaled by a factor A.

L = NMI(F, $(Tr(M))) + ALeg(#) (1)

To prevent overfitting, we stopped the training when the
change in prostate Dice (Section 2.4) running average
was negative for four consecutive epochs.

Training details

The framework was trained using the Adam optimizer
and a batch size of 1 on a PC with an Nvidia Tesla
VV100-PCle GPU.We tuned the learning rate and the reg-
ularization weight (1) for all models in eight training runs
via a random search on a range of [1e-4;1e-3] and [0.5;
10], respectively. To do this, we trained the models in 50
epochs on a subset of the prostate dataset, using 110
image pairs instead of 550 to reduce the training times.
A learning rate of 1e-4 was optimal for all models. Reg-
ularization weights 1, 1,and 5 were optimal for the MS-D
Net, LapIRN, and U-Net.

2.3 | Iterative baseline registration

We used rigid registration followed by deformable regis-
tration performed with iterative registration as a baseline.
We considered the open-source Advanced Normaliza-
tion Tools (ANTs)3%-3! and Elastix3? as software pack-
ages. We found similar contour propagation accuracies,
with slightly better performance for Elastix (Supplemen-
tary materials; Figure S1). We selected Elastix as the
iterative baseline. The registration was performed using
multithreading on a system with 257 GB RAM and 72
CPU cores. NMI was used as the objective function, and
a multiresolution strategy was applied with four resolu-
tions and 2000 iterations, with B-splines on a final grid
spacing of 8 mm.*°

2.4 | Evaluation metrics

The prostate and bladder contour propagation accu-
racy was evaluated using the Dice similarity coefficient
(Dice) of the fixed and propagated segmentations and
the 95th percentile Hausdorff distance (95%HD) of the
fixed and propagated contours. In addition, the registra-
tion quality was evaluated using the structural similarity
index measure (SSIM) and the percentage negative val-
ues of the Jacobian determinant of the DVF (%|J| <
0), which is indicative of undesired tissue folding. The
average training time per epoch (2200 iterations) was
computed and the registration speed was measured
as the mean (standard deviation; std) latency on a
GPU (Nvidia Tesla V100-PCle 32GB) for all image
pairs in the prostate test set. We performed statistical
analysis using Friedman’s test followed by post hoc pair-
wise comparisons with the paired Bonferroni corrected
Wilcoxon signed-rank tests when Friedman’s test was
significant.

2.5 | Experiments
2.5.1 | End-to-end versus sequential
training

We trained the framework with each of the three CNNs
for the deformable component for 300 epochs on a sub-
set of the prostate dataset containing 110 image pairs
to optimize the training strategy. We evaluated the reg-
istration accuracy on the validation set. The rigid and
deformable components of the framework were trained
end-to-end (after random initialization) or sequentially
using the loss function presented in Equation (1).
Sequential training included a warm-up phase for
the rigid component during which the deformable
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component was frozen (first 40 epochs), fol-
lowed by jointly training the rigid and deformable
components (subsequent 260 epochs). We considered
three variants of sequential training: freezing the rigid
component in the joint phase (S1), freezing the rigid
component in only the first 150 epochs of the joint phase
(S2), or no freezing of the rigid component (S3). Note
that the training strategy only affects the number of
trainable parameters depending on the training phase.

2.5.2 | Deformable registration: Network
architecture comparison

We compared three CNNs for the deformable reg-
istration within the joint rigid and deformable reg-
istration framework: U-Net, MS-D Net, and LapIRN
(Section 2.2.1). The framework containing each of
these CNNs was trained on the prostate training set,
and their hyperparameters were optimized on the
prostate validation set, and their registration accuracy
and speed were evaluated on the prostate and blad-
der test sets using iterative registration as a baseline
(Section 2.4).

2.5.3 | Robustness to input perturbations
We investigated the robustness of the rigid and
deformable registration. For the rigid registration, we
studied the range of rigid transformations that could be
recovered using the best-performing framework result-
ing from the previous experiments 2.5.1 and 2.5.2. We
used the original test image pairs rigidly aligned by the
rigid component as baselines, such that they contained
minimal rigid misalignments. We then applied a random
rigid transformation to the fixed image: either a rota-
tion (5—20°) or a sagittal-plane translation (10.4—104
mm), given that translations were most likely to occur
in this plane. The applied translations and rotations
were taken as ground-truth. Finally, the rigid compo-
nent registered the moving image to the perturbed fixed
image, and we evaluated the mean squared error (MSE)
between the ground truth and predicted translation or
rotation vectors. We also evaluated the Dice between the
perturbed fixed and the registered moving prostate con-
tour to identify the conditions for achieving acceptable
contour accuracy.

We also evaluated the robustness of the deformable
component (all CNNs; Section 2.2.1) to nonlinear defor-
mations or synthetic bias fields. The rigidly aligned
test image pairs (using the rigid component) served
as a baseline. From each pair, the moving image was
perturbed and then registered to the original fixed
image by the deformable component, after which the
prostate Dice and percentage foldings were evaluated.
The nonlinear deformations were defined on a grid of

displacements sampled from a Gaussian distribution,
rescaled to a maximum displacement, and upsampled
using third-order B-spline interpolation. The deforma-
tions were varied: the number of grid points ranged
from 5% (coarse-scale deformation) to 25% (fine-scale
deformation) while using a maximum displacement of
20 mm, or the maximum displacement ranged from 5 to
60 mm on a 5° grid. The bias field artifacts were mod-
eled as linear combinations of third-order polynomial
basis functions and varied in magnitude: the polynomial
coefficients ranged from 0.2 to 0.7.33

Estimating the training set distribution

To gain insight into the framework’s robustness within
and beyond the training set distribution, we estimated
the range of rigid and nonlinear motions available dur-
ing training. We estimated the upper bound of the rigid
transformations in the training set as the 95th percentile
of the translations and rotations (vector norms) pre-
dicted by Elastix, which were found to be 78.3 mm
and 3.54° (Supplementary materials; Table S1). We
considered the nonlinear deformations of the data aug-
mentation procedure to be the training range (5% grid;
max. displacement of 20 mm).

3 | RESULTS

3.1 | End-to-end versus sequential
training

Sequential and end-to-end training produced compa-
rable prostate Dice values (Tables 2 and S2). We
performed the subsequent experiments using the end-
to-end training strategy because it does not require
freezing and unfreezing of the components.

3.2 | Deformable registration: Network
architecture comparison

LapIRN achieved the highest prostate and bladder Dice
values (p < 0.01),the lowest 95%HDs (p < 0.01),and the
highest SSIM (p < 0.01) of all CNNs within the frame-
work (Figure 4). The resulting framework achieved a
median (IQR) Dice of 0.89 (0.85-0.91) for the prostate
and 0.86 (0.80—0.91) for the bladder, which were not sig-
nificantly different from the iterative baseline prostate
and bladder Dice values: 0.91 (0.88—-0.93) and 0.86
(0.80-0.92).

Figure 5 shows a typical example of the propaga-
tion of a prostate contour, for which all models agreed
with the ground truth manual delineation. LapIRN pro-
duced the least smooth DVF, with most foldings near
the bladder. The framework infers within 1 s per
volume, substantially faster than iterative registration
(Table 3).
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TABLE 2 Effect of end-to-end and sequential training configurations on the prostate Dice (7). Values are median (IQR).

Training config. U-Net MS-D LapIRN

End-to-end 0.87 (0.81-0.90) 0.85 (0.77-0.88) 0.88 (0.84-0.90)

Seq. S1 0.88 (0.81-0.91) 0.85 (0.75-0.87)* 0.88 (0.83-0.90)
S2 0.88 (0.83-0.90) 0.85 (0.77-0.87) 0.88 (0.84—0.90)
S3 0.87 (0.83-0.90) 0.84 (0.79-0.87) 0.89 (0.84-0.91)

*Significant differences from end-to-end configuration are shown (p < 0.05).
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FIGURE 4 Quantitative comparisons of the three CNNs for deformable registration within the joint rigid and deformable registration
framework and iterative registration. The boxplots show the SSIM and percentage foldings, the prostate Dice, and 95%HD evaluated on the
prostate test set (100 image pairs). Bladder Dice and 95%HD are evaluated on the bladder test set (50 image pairs). *p < 0.05; **p < 0.01.

TABLE 3 The mean (std) latency, training times, and the number of trainable parameters. All DL-based training times and latencies are
measured on a PC with an Nvidia Tesla V100-PCle 32 GB GPU.
Training time Training Trainable
per epoch epochs Latency (s) parameters
DL-based Rigid n.a. n.a. 0.002 (0.0005) 111110
Deformable LapIRN 3 h 20 min 40 0.74 (0.43) 615076
U-Net 2 h 30 min 42 0.34 (0.21) 301 411
MS-D Net 2 h 45 min 60 0.22 (0.03) 13 494
Elastix Rigid n.a. n.a. 28.0 (0.8)* n.a.
Deformable n.a. n.a. 34.0 (0.6)* n.a.

*Measured on a PC with a CPU equipped with 257 GB RAM and 72 CPU cores.
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FIGURE 5 Registration of a prostate test case (sagittal slice). The difference images after rigid (first column) and deformable (second
column) registration, with the prostate contours in black (fixed) and green (moving; deformed). The craniocaudal displacements (¢,) and the
Jacobian determinant of the DVF are shown in the third and fourth columns.
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FIGURE 6 The models’ robustness to rigid transformations, nonlinear deformations, and bias field perturbations. The lines (error bars)
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3.3 | Robustness to input perturbations

The rigid registration (of the best-performing frame-
work with LapIRN) recovered the ftranslations and
rotations seen during training, for example, the median
(IQR) prostate Dice decreased from 0.78 (0.65-0.84)
at 0 mm ftranslations to 0.76 (0.51-0.77) at 52
mm translations (Figure 6). For the deformable reg-
istration, most CNNs were robust to the nonlinear
deformations in the training set, for example, U-Net
and LapIRN were unaffected by deformations under
20 mm.

Transformation and deformation magnitudes beyond
the range covered in the training set affected most
models, for example, the prostate Dice of the rigid reg-
istration decreased to 0.73 (0.60-0.81) at 15° rotations
(Figure 6). LapIRN is the most robust among the CNNs
for the deformable registration, achieving a prostate
Dice of 0.86 (0.81-0.89) for 40 mm nonlinear defor-
mations and 0.86 (0.81-0.90) for bias fields with a
coefficient of 0.4. However, LapIRN produced a factor
of 3.2 more foldings when bias fields (coefficient 0.4)
were introduced.

4 | DISCUSSION

This work proposes an unsupervised, joint rigid, and
deformable image registration framework for con-
tour propagation in prostate MRgRT. We optimized
the framework’s training strategy and evaluated three
promising network architectures for deformable regis-
tration. Overall, the framework incorporating the LapIRN
network for the deformable component resulted in the
highest accuracy and robustness to (simulated) non-
linear deformations and bias field artifacts. Using a
coarse-to-fine cascaded approach may be the source of
this result since other work has found similar advantages
of such approaches over single networks.'®25

We also demonstrated that end-to-end training and
sequential training of the rigid and deformable com-
ponents of the framework lead to similar registration
accuracies. Other works have trained the individual
components of their proposed frameworks sequen-
tially (similar to the configurations S1-3 in Table 2)
to avoid exploding gradients.2°3* In our work, we did
not encounter any exploding gradients. Note that this
discrepancy could be related to different networks

85U8017 SUOWWOD aAIEe.D 3|gedldde ay) Aq peusenob o sejone YO ‘8sn Jo sa|Nn Joj AIq1T 8UIUQ A8]IA UO (SUOIPUCD-PUe-SWLBIW0D A8 | Afe.d 1 jpuluo//:Sdny) SUONIPUOD pue swie 1 8y} 89S *[Z0z/S0/6T] U0 Akeiqiauljuo A3|1M 'spuejieyieN aueiyooD Aq 000LT dw/z00T 0T/I0p/wod A8 | im Arelqijpuljuo"wdee//sdny woiy pepeojumod ‘0 ‘60ZvELrZ



CONTOUR PROPAGATION FOR MRgRT

© | \EDICAL PHYSICS

employed. We recommend end-to-end training of the
rigid and deformable components, as this achieves sim-
ilar performance and avoids component (un)freezing.

MRgRT requires accurate contour delineation. Our
unsupervised registration framework achieves prostate
contour accuracies (Dice 0.89) comparable to those
reported by others (Dicex~0.87).>1416 The prostate
accuracy may be considered clinically acceptable com-
pared to the interobserver agreement of manual delin-
eations (reported interobserver Dices range from 0.87 to
0.9435-37) In addition, Thornqvist et al.3® reported that
a mean prostate Dice of 0.86 is considered acceptable
by a radiation oncologist.

The obtained bladder contours (Dice 0.86) still require
manual adjustments, as suggested by a mean (std)
interobserver Dice of 0.93 (0.03) found by Roach
et al 6 Bladder filling/emptying causes large deforma-
tions that challenge deep learning-based registration3?
and may explain why LapIRN produced significant fold-
ing near the bladder. Image registration methods often
assume that the topology of structures is preserved and
consequently aim to find smooth (continuous and invert-
ible) deformation fields without folding.*? This approach
ensures physically plausible deformations but may face
challenges for organs undergoing substantial volume
changes, as seen in cases like bladder filling. The blad-
der contour accuracy achieved by the framework was
comparable to that of iterative registration. The itera-
tive baseline registration was optimized to propagate
the prostate, which may have caused this nonoptimal
bladder propagation. We emphasize the importance
of drinking protocols to minimize the scan differences
caused by bladder filling/emptying.

Currently, contour adaptation takes about 10 min in
the MRgRT workflow.” Our deep learning framework
achieves sub-second contour propagation with an accu-
racy that is on par with iterative registration. The bladder
contours should be improved before clinical use to
minimize manual adaptations, which counteract the the-
oretic speed gain of automated contouring. For example,
weak supervision with the contours could achieve this
improvement.' Combining the advantages of registra-
tion and segmentation to obtain fused models could also
be powerful

We identified the conditions under which the frame-
work achieves “acceptable” contour accuracy—defined
as a minimum prostate Dice of 0.67 (25th percentile
of the iterative rigid registration) for the rigid registra-
tion and 0.86 (considered acceptable by a radiation
oncologist®®) for the deformable registration. The frame-
work comprising LapIRN achieved acceptable contour
accuracies for translations up to 52 mm, rotations up
to 15°, nonlinear deformations up to 40 mm, and bias
fields to some extent. We emphasize the importance
of robustness experiments to understand better the
capabilities and limitations of deep learning models
in real-world scenarios. Only two other papers have

evaluated the robustness of their contour propagation
method to different motion magnitudes: Eppenhof et al.
found their method to be robust to (simulated) cranio-
caudal prostate shifts,'* and Elmahady et al."® found
their method to be robust to bladder filling. In our in
silico robustness experiments, we found our framework
robust to transformations in the training set, which reflect
clinically occurring motion.

5 | CONCLUSION

In this work, we designed an unsupervised, joint rigid,
and deformable registration framework based on deep
learning that achieves sub-second contour propagation.
The framework propagates the prostate contours with
good accuracy and the bladder contours with an accu-
racy comparable to iterative registration. The framework
can propagate the prostate contours with acceptable
accuracy for translations up to 52 mm, rotations up to
15°, nonlinear deformations up to 40 mm, and bias fields.
Deep learning enables fast and accurate contour prop-
agation, which is critical in online adaptive MRgRT to
reduce daily treatment times and improve conformity to
the daily anatomy.
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