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A B S T R A C T

Conversations with topics that are locally contextual often produces incoherent topic modeling results using
standard methods. Splitting a conversation into its individual utterances makes it possible to avoid this
problem. However, with increased data sparsity, different methods need to be considered. Baseline bag-of-word
topic modeling methods for regular and short-text, as well as topic modeling methods using transformer-
based sentence embeddings were implemented. These models were evaluated on topic coherence and word
embedding similarity. Each method was trained using single utterances, segments of the conversation, and on
the full conversation. The results showed that utterance-level and segment-level data combined with sentence
embedding methods performs better compared to other non-sentence embedding methods or conversation-
level data. Among the sentence embedding methods, clustering using HDBScan showed the best performance.
We suspect that ignoring noisy utterances is the reason for better topic coherence and a relatively large
improvement in topic word similarity.
1. Introduction

Topic modeling is a common method to extract latent semantic
information from text in documents. It is often used to gain insight
into a corpus of some kind, for example, what the current events are
on social media. Latent Dirichlet Allocation (LDA) is the most popular
method for topic modeling [1]. Many alternatives have been proposed
that aim to outperform LDA in general cases, or for special kinds of text
content such as short text.

In this article, we highlight one of the special kinds of corpora,
namely conversations. Specifically, we look at conversations that are
characterized by two things: 1. Information that is frequently locally
contextual, and 2. utterances that do not conform to a recurring topic.
Such a corpus conflicts with the assumption made by LDA and other
bag-of-words models, namely that the order of words does not matter.
For example, online mental health services or eHealth could use topic
modeling to gain insight into their conversation data. Using more recent
methods, topic modeling has been applied in counseling conversations
on suicide prevention helplines [2].

Especially in long conversations, word-document co-occurrence
lacks the information to describe the topics accurately. The resulting
topics become too general or not coherent. In structured documents,
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one could split the document at some point in the hierarchy to reduce
the size, for example per chapter of a book [3].

Similarly, a conversation can be viewed as a collection of utterances
between participants, where an utterance is a statement or message
from one of the participants. It is more likely that participants of the
conversation cover a small number of topics at a time. By splitting a
conversation into its utterances, one can reduce the number of topics
per observation. In this way, the co-occurrence of words has more
descriptive value. We hypothesize that for conversations, especially
mental health conversations, where descriptive value of words is al-
ready low, splitting the conversation into utterances improves the topic
model coherence. However, splitting the conversation increases the
sparsity of the data. Due to the nature of statistical inference used by
many topic modeling methods, this is a problem.

Several topic methods have tried to move away from the bag-of-
words assumption and take sentence-level context into account [4–
6]. [7] proposed the so-called Sentence Level Recurrent Topic Model
to create distributed representations of sentences and topics using
a Long-Term Short-Term neural network. Sentence embedding is a
method to find a latent representation of a sentence in a continuous
and lower-dimensional space. The most successful sentence embedding
methods rely on the recent transformer model [8]. This model has
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shown improvement in many natural language processing tasks [9–11].
Sentence embedding can be applied to topic modeling to extract more
information than simple word co-occurrence.

A downside of using sentence embedding for topic modeling is that
the embedding can only be as long as the maximum input length
of the model. This means that for long documents, words after the
maximum length are truncated. However, conversation utterances are
small enough that this maximum length is unlikely to be reached. For
this reason, we believe that sentence embedding methods can be of
benefit for utterance level conversation data.

A middle ground between utterances and a full conversation is
to segment a conversation into groups of utterances. However, this
creates an additional problem, namely: how should the conversation be
segmented? A frequently used method for the purpose of text segmen-
tation modifies the TextTiling algorithm [12]. This method employs
embedding models based on BERT to embed or classify sentences to
provide a lexical score for each sentence [13–15]. Lexical similarity
lower than a threshold indicates where the text should be segmented.

In this article, we evaluate the application of several topic modeling
methods to three conversation corpora. We evaluate each topic model
for three different representations of the datasets: where each document
is either the concatenated conversation, i.e. on a conversation-level,
each document is a single utterance from a conversation, i.e. on a
utterance-level, or each document is a segment of several utterances
from a conversation, i.e. on a segment-level.

As a baseline for comparing short and conventional length topic
modeling, we include GSDMM [16] and LDA, respectively. LDA sees
the most frequent use when topic modeling for conversation is consid-
ered. However, we believe contextual information can be of benefit,
especially when applied to utterance level data. Therefore, we also
include three models using sentence embedding information, namely
BERTopic [17], TopClus [18] and CombinedTM [19].

Furthermore, we compare the performance of sentence embed-
ding trained on supervised data from a different domain, to unsu-
pervised sentence embedding methods on the counseling corpus do-
main. We show that the contextual models perform better than both
non contextual methods, and that BERTopic using utterance-level and
segment-level data performs the best on the majority of evaluation
metrics.

2. Background

2.1. Topic modeling in conversation

LDA is a generative topic model, where a document is seen as a
mixture of topics and a topic is seen as a distribution over words. These
topic mixtures are then sampled from a Dirichlet distribution. LDA is a
basic but often powerful enough method for the goal of topic modeling.
LDA has been frequently used for the purpose of basic conversation
topic modeling. [20] used a variant of LDA in a crisis line, supported by
expert input, to create interpretable and coherent topics. [21] proposed
a model to discover topics from healthcare chat logs. Their method
adapted LDA to capture noise in the form of latent personal interests
of chat users.

2.2. Short texts

When topic modeling is applied to short texts like messages, the data
becomes very sparse. This sparsity results in problems when models rely
on document-level word co-occurrence. To tackle the sparsity problem,
many different approaches have been considered. Short texts can be
heuristically aggregated into longer pseudo documents as a straight-
forward solution [22,23]. However, sometimes this is not possible or
desirable. Other methods are based on making the stronger assump-
2

tion that a document covers only one topic. Biterm Topic Modeling
(BTM) [24] is a popular method of topic modeling for short texts. In-
stead of word-document co-occurrence, BTM models the co-occurrence
of word pairs (bi-terms) in the entire corpus. This method has also
been extended with the use of word embeddings [25]. To deal with the
problem of noise in short text, the so-called Common Semantics Topic
Model implores a common topic to which it assigns noise words [26].
Rashid et al. approach the sparsity problem using a fuzzy clustering
approach named Fuzzy Topic Modeling (FTM) [27]. In fuzzy clustering,
words can belong to multiple clusters based on a membership function.
FTM first applies dimensionality reduction through PCA and afterward
uses fuzzy c-means clustering to assign words to topics. Yin et al.
propose a short text clustering method called Gibbs Sampling for the
Dirichlet Multinomial Mixture model (GSDMM) [16]. This generative
method assumes a document corresponds to a single topic. Unlike LDA,
documents are generated using the same topic.

2.3. Topic modeling using variational inference

Several methods have been proposed to incorporate neural net-
works for the field of topic modeling, the most successful of which
are based on variational inference. ProdLDA is a method that uses
variational autoencoding as a neural network approach to infer the
LDA posteriors [28]. Word embeddings obtained through methods such
as continuous bag-of-words by Mikolov et al. [29] are also used in
topic modeling. Using word embeddings, Dieng et al. developed the
Embedded Topic Model (ETM) [30]. ETM is a generative model that,
like LDA, models a document as a mixture of topics. However, ETM
uses distributed representations for both words and topics. The topic
embeddings are inferred using variational inference. A decoder network
reconstructs the words belonging to the topics. Based on this method,
Combined Topic Model (CombinedTM) [19] concatenates sentence
embeddings from SBERT to the bag of words representation of a docu-
ment and uses the concatenation as input for the autoencoding model
of ProdLDA. Using these embeddings CombinedTM shows improved
performance over ETM and ProdLDA.

2.4. Topic modeling using pre-trained embedding

Top2Vec [31] is a topic modeling method uses clustering of docu-
ment embeddings, where the resulting clusters form the basis for the
topics. After embedding the documents, dimensionality reduction is
applied to the resulting embeddings using Uniform Manifold Approx-
imation and Projection for Dimensionality Reduction (UMAP) [32].
UMAP reduces dimensionality by approximating a higher-dimensional
manifold and projecting it to a lower dimension. Afterward, HDBScan
is used to cluster the resulting transformed data. HDBScan is an exten-
sion of the density-based spatial clustering of applications with noise
(DBScan) algorithm [33]. Using hierarchical clustering, it can accu-
rately detect clusters of varying densities and shapes, while avoiding
noise. Furthermore, HDBScan requires little in terms of hyperparameter
optimization. BERTopic [17] adapts this method, to use document
embeddings obtained through Sentence-BERT (SBERT) [34], a modifi-
cation of BERT using siamese networks. BERTopic combines the tokens
of the documents assigned to a cluster into a single set. For each set,
words with the highest TF-IDF value are used to describe the topic
represented by that cluster. Sia et al. [35] used an approach similar
to Top2Vec. They applied PCA dimensionality reduction along with K-
means and Gaussian Mixture Models on word embeddings. Additionally
they used weighted clustering and term reranking to obtain the topics.
A weakly supervised approach was proposed by Meng et al. [36] where
category names can be provided to increase the interpretability of the
topic models. TopClus [18] uses pretrained models to learn topic rep-
resentations from a latent spherical space. The spherical space benefits

clustering of the embeddings while also reducing the dimensionality.
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Table 1
Utterance and Conversation frequencies.

Corpus Utterances Conversations

Counseling Corpus 55,811 4,508
AnnoMI 9661 133
MultiWoz 72,022 7,679

3. Methods

This section covers the main steps for evaluating the different mod-
els. First, we highlight which models we chose to evaluate. Second, we
explain which conversation corpora we used. Third, we cover the text
pre-processing steps. Fourth, we show the different evaluation metrics
used.

3.1. Models

We chose several topic models to evaluate on the utterance- and
conversation-level data. As a baseline for short and conventional length
topic modeling, we used GSDMM and LDA, respectively. For embedd-
ing-based models, we use BERTopic, TopClus and CombinedTM. Lastly,
we adapted BERTopic, where instead of the BERT embeddings with
averaged word2vec embeddings. We will refer to this variant as Clus-
tering W2V. This allowed us to observe the impact of BERT embeddings
had compared to a less computationally expensive embedding method.
Every topic model method was tested on both utterances and the full
conversation. Each topic model was optimized for 30, 60, and 90 topics.
Hyperparameters for each model were optimized and the models with
the best topic coherence scores were reported.

3.2. Datasets

For evaluation of the models, we used three corpora. The first
corpus is a counseling corpus from a suicide prevention helpline. This
corpus is difficult to model with traditional bag-of-words methods such
as LDA. The second corpus we included is an English mental health
dataset, of transcribed interviews using the motivational interviewing
paradigm called AnnoMI [37]. The third corpus we included is the
Multi-Domain Wizard-of-Oz dataset (MultiWoz). MultiWoz is a dataset
of dialogues containing conversations covering topics from multiple
domains. We included the MultiWoz corpus to highlight the difference
between the more frequent topic modeling setting existing in literature
and the mental health corpora. MultiWoz covers specific domains
where local context is less important, whereas this is not the case for
the other two corpora. As mentioned previously, models will be tested
both on utterances and full conversations. This results in a total of six
datasets. Table 1 shows the sizes of each dataset.

The counseling corpus dataset contained chat conversations from
a suicide prevention helpline. In this corpus, a help seeker contacts a
counselor with an issue regarding suicide. It was the counselor’s job
to listen to a help seeker and to explore options with this help seeker
where necessary. This corpus contained conversations covering many
topics. Conversations also contained interactions that were not part of
recurring topics. The MultiWoz dataset is a conversation dataset span-
ning multiple topics and domains. Compared to the counseling corpus,
MultiWoz contains shorter conversations and covers strict topics, with
less interference from small talk for example. Because of this, MultiWoz
was expected to have less variability in the performance.

3.3. Document representations

Topic modeling uses documents as input, where each document can
potentially contain a number of topics. In this study we looked at three
ways to represent single document in the context of chat conversa-
tions, and how this impacts several topic modeling methods. First we
3
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represented an entire conversation as a single document (conversation-
level), by concatenating all utterances. In the context of chat data, we
defined an utterance as anything a participant says until responded to
by another participant. Second we represented a single utterance as a
single document (utterance-level). Third, we segmented a conversation
into groups of consecutive utterances and used the concatenation of a
group as a single document (segment-level).

The segment level data was created using the following four steps:

• We trained a binary classifier on a RoBERTa network with a next
sentence prediction (NSP) objective. We used pairs of consecutive
messages and pairs of random messages from the datasets as the
training data.

• Using the NSP network, consecutive messages pairs were scored.
• Message pairs that scored below a threshold were marked as the

end and beginning of two sections. This threshold was set such
that segments averaged 5 messages.

• Utterances belonging to the same segment were concatenated.

3.4. Pre-processing

Pre-processing of the text consisted of six steps. First, all non-
alphabetic characters were removed. Second, all text was lowercased.
Third, the text was lemmatized. Fourth, stop words were removed using
the NLTK library of stop words. Fifth, the text was tokenized, removing
any tokens that were shorter than three characters. Sixth, all but the
2,000 most frequent remaining tokens in the corpus were filtered out.
For the sentence embedding, the text was only cleaned minimally,
by removing special characters. On the utterance datasets, utterances
with fewer than five words were removed. The chat messages and to-
kens were aggregated for each conversation to create the conversation
dataset.

3.5. Pre-trained sentence embedding

For the sake of consistency, we used the same SBERT model for
the topic modeling methods that leveraged sentence embedding. The
models we used were ‘‘paraphrase-mpnet-base-v2’’ and ‘‘paraphrase-
multilingual-mpnet-base-v2’’ for English and Dutch texts, respectively.
The input for sentence embedding was minimally preprocessed. How-
ever, preprocessing was done to obtain tokens to describe each topic
after clustering.

3.6. Unsupervised fine-tuning

It is worth noting that the domain of helpline conversations differs
from the training data used for pre-trained networks. In addition to
employing sentence embedding techniques via pre-trained networks,
our study explored an alternative method for creating embeddings.

State-of-the-art sentence embedding models predominantly rely on
supervised training, which involves labeled data comprising sentence
pairs and their corresponding similarity scores. However, this is not
always available, as is the case for the counseling corpus we are
exploring in this study. To address this limitation, we implemented
two unsupervised fine-tuning approaches and compared them to the
outcomes using the pre-trained embeddings.

First, we used a pre-trained Dutch RoBERTa model and fine-tuned
it using a triplet loss function. The triplet loss function, in this context,
is defined as follows:

Loss(𝐴, 𝑃 ,𝑁) = max(𝑑(𝐴, 𝑃 ) − 𝑑(𝐴,𝑁) + margin, 0)

Where 𝑑 is some distance function. 𝐴, 𝑃 and 𝑁 are embeddings for
n anchor, a positive and a negative message respectively. The positive
essage is of the same class as the anchor message while the negative

essage is of a different class. This approach encourages the network
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to put at least a margin of distance between the anchor-positive pair
and the anchor-negative pair.

To apply this to the counseling conversation dataset, we selected a
pair of consecutive messages from a given conversation as the anchor
and positive samples. Subsequently, we chose a message from a differ-
ent sentence pair as the negative sample. This approach assumes that
consecutive messages are more likely to be related, whereas two ran-
domly selected messages are more likely not to be related. The training
dataset consisted of all possible positive pairs. The negative message
was randomly selected from the same batch. We used mean pooling to
obtain the sentence embeddings, and fine-tuned the RobBERT network,
a RoBERTa network trained on a large Dutch language corpus.

Second, we used the Transformer-based Denoising AutoEncoder
(TSDAE) to fine-tune the same pre-trained Dutch RoBERTa model [38].
Instead of generating data through the conversation structure, TSDAE
introduces noise to the data and trains an autoencoder to denoise
this data. The embedding of the class token represents the sentence
embedding.

We compared these two unsupervised approaches to the results of
the supervised pre-trained sentence embedding model for the BERTopic
model.

3.7. Evaluation metrics

We used two metrics to evaluate the models. First, we computed
the topic coherence using the 𝐶𝑣 metric [39]. This metric combines
normalized pointwise mutual information and cosine similarity with a
sliding window. To keep the comparison unbiased, topic coherence was
calculated for the full conversation variant of each corpus. Second, we
used Word2Vec embeddings for an indication of semantic relatedness.
For each topic, we computed the average pairwise cosine similarity
of the word embeddings using the top-5 words of the topic. We dis-
count this within-topic relatedness by the between-topic relatedness,
using the inverse of the average pairwise cosine similarity between
the average Word2Vec embedding of each topic. We define the word
embedding score 𝑊 = 𝑊within𝑊 −1

between where

𝑊within = 1
𝑘𝑙(𝑙 − 1)∕2

𝑘
∑

𝑖

𝑙
∑

𝑗

𝑙
∑

𝑚=𝑗+1
𝑠𝑖𝑚(𝑤𝑖𝑗 , 𝑤𝑖𝑚) (1)

𝑊between = 1
𝑘(𝑘 − 1)∕2

𝑘
∑

𝑖

𝑘
∑

𝑗=𝑖+1
𝑠𝑖𝑚(

∑𝑙
𝑚 𝑤𝑖𝑚

𝑙
,
∑𝑙

𝑚 𝑤𝑗𝑚

𝑙
) (2)

e have 𝑤𝑖𝑗 as the word embedding for word 𝑗 in topic 𝑖. The number
f topics is denoted by 𝑘 where 𝑘 = 30, 60, 90. The number of selected
ords per topic is denoted by 𝑙. In our evaluation we let 𝑙 = 5, using

he top five best ranking words for each topic, according to each topic
odel’s own metric of ranking.

. Evaluation

.1. Topic coherence

Table 2 shows the topic coherence for all models on the counseling
onversation corpus. Here we can see that BERTopic scores higher than
he other models on all evaluated topic sizes. We observe for 90 topics
hat the segmented conversations perform better, but the smaller topic
izes show better performance using only the utterances. Notably, the
entence embedding-based CombinedTM and TopClus improved using
tterances or segments, instead of a full conversation, most likely due
o the length limit of the sentence embedding model. As expected, LDA
ecreased in performance due to the sparsity of the smaller documents.
ERTopic with average word embeddings on utterances also performed
ell across all topic ranges. GSDMM was not able to produce enough

opics on the full conversation dataset and was left out of the results.
n the full conversation corpus, LDA performed similarly to most other
odels.
4

Table 2
Topic Coherence for counseling conversation corpus.

Models Number of topics

30 60 90

Utterances LDA 0.45 0.45 0.45
GSDMM 0.50 0.51 0.50
CombinedTM 0.52 0.52 0.52
BERTopic 0.60 0.61 0.59
Clustering W2V 0.54 0.56 0.55
TopClus 0.53 0.52 0.53

Segmented LDA 0.47 0.47 0.47
GSDMM 0.53 0.54 0.53
CombinedTM 0.56 0.46 0.46
BERTopic 0.53 0.59 0.62
Clustering W2V 0.54 0.53 0.57
TopClus 0.55 0.50 0.53

Full conversation LDA 0.52 0.52 0.52
GSDMM – – –
CombinedTM 0.46 0.46 0.46
BERTopic 0.51 0.52 0.51
Clustering W2V 0.50 0.52 0.52
TopClus 0.45 0.45 0.46

Table 3
Topic Coherence for AnnoMI.

Models Number of topics

30 60 90

Utterances LDA 0.59 0.59 0.60
GSDMM 0.57 0.60 0.59
CombinedTM 0.45 0.46 0.44
BERTopic 0.59 0.59 0.57
Clustering W2V 0.58 0.57 0.57
TopClus 0.50 0.51 0.50

Segmented LDA 0.53 0.54 0.52
GSDMM 0.57 0.60 0.59
CombinedTM 0.42 0.43 0.44
BERTopic 0.59 0.61 0.59
Clustering W2V 0.58 0.59 0.57
TopClus 0.47 0.46 0.47

Full conversation LDA 0.48 0.48 0.48
GSDMM 0.48 0.48 0.48
CombinedTM 0.41 0.38 0.35
BERTopic 0.50 0.49 0.50
Clustering W2V 0.52 0.51 0.49
TopClus 0.40 0.43 0.43

Table 3 shows the coherence scores for the AnnoMI corpus. Models
trained on utterances and segmented also do better than on the full
conversation for this dataset. However, LDA and GSDMM perform
much better on the AnnoMI compared to the counseling conversations.
BERTopic shows the best performance for 30 and 60 topics and LDA
show the best performance for 90 topics.

Table 4 contains the coherence scores for the MultiWoz corpus. On
this corpus, BERTopic also outperformed the other algorithms that were
tested. However, this time the full conversation performed better than
the utterances. Notably, all the clustering methods on both utterances
and conversation performed better than the generative methods.

4.2. Average pairwise word embedding similarity

The word embedding similarity scores can be found in Table 5.
For this metric, the differences are more pronounced compared to the
topic coherence. On the counseling conversation corpus, we again find
BERTopic to outperform other models using utterance data. Similarly,
BERTopic with word2vec embeddings also show good performance. It
also performs better than both sentence embedding methods on the
full corpus. This is most likely due to the length limitation of sentence
embedding. Low scores for LDA demonstrate the difficulty this method
has with this type of noisy data. Even on the full conversation corpus,
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Table 4
Topic Coherence for counseling MultiWoz corpus.

Models Number of topics

30 60 90

Utterances LDA 0.42 0.43 0.43
GSDMM 0.56 0.57 0.57
CombinedTM 0.63 0.60 0.61
BERTopic 0.72 0.72 0.67
Clustering W2V 0.72 0.70 0.65
TopClus 0.65 0.65 0.63

Segmented LDA 0.49 0.49 0.49
GSDMM 0.47 0.47 0.48
CombinedTM 0.60 0.60 0.58
BERTopic 0.68 0.75 0.77
Clustering W2V 0.71 0.69 0.66
TopClus 0.67 0.69 0.65

Full conversation LDA 0.57 0.60 0.59
GSDMM 0.54 0.54 0.53
CombinedTM 0.62 0.62 0.61
BERTopic 0.80 0.81 0.80
Clustering W2V 0.75 0.72 0.70
TopClus 0.70 0.71 0.69

Table 5
Word embedding similarity scores for counseling conversation corpus.

Models Number of topics

30 60 90

Utterances LDA 0.47 0.37 0.37
GSDMM 0.45 0.46 0.50
CombinedTM 0.78 0.73 0.78
BERTopic 1.70 1.87 1.77
Clustering W2V 1.28 1.44 1.37
TopClus 0.67 0.66 0.66

Segmented LDA 0.33 0.34 0.34
GSDMM 0.45 0.45 0.46
CombinedTM 0.70 0.66 0.65
BERTopic 0.77 0.79 0.78
Clustering W2V 0.80 0.81 0.80
TopClus 0.65 0.59 0.63

Full conversation LDA 0.52 0.39 0.38
GSDMM – – –
CombinedTM 0.65 0.66 0.65
BERTopic 0.52 0.58 0.59
Clustering W2V 0.89 0.80 0.81
TopClus 0.67 0.66 0.66

LDA does not perform well. Furthermore, most models perform better
when using the utterance datasets.

Word embedding scores for the AnnoMI dataset can be found in
Table 6. LDA on full conversation showed overall the best scores. This is
in contrast to the poor performance for topic coherence LDA obtained.
For the other methods, utterance and segmented approaches performed
better.

Table 7 contains the word embedding scores for MultiWoz. The
highest scores are seen in the models using utterance data, shared
between the clustering models.

4.3. Pre-trained and unsupervised sentence embedding

Table 8 shows the topic coherence using BERTopic with pre-trained
embeddings and fine-tuned embeddings using the triplet loss and TS-
DAE unsupervised methods. Both fine-tuning methods show a marginal
improvement over only pre-trained embeddings. Since the difference is
small, the additional fine-tuning of the dataset could be omitted.

4.4. Topic words

Table 9 the top 5 topic words for 15 topics using the best per-
5

forming BERTopic model. Clear topics can be discerned where this
Table 6
Word embedding similarity scores for AnnoMI.

Models Number of topics

30 60 90

Utterances LDA 0.76 0.77 0.77
GSDMM 0.80 0.79 0.79
CombinedTM 0.58 0.60 0.55
BERTopic 0.76 0.75 0.72
Clustering W2V 0.75 0.76 0.70
TopClus 0.59 0.61 0.58

Segmented LDA 0.79 0.76 0.77
GSDMM 0.75 0.76 0.78
CombinedTM 0.59 0.58 0.55
BERTopic 0.70 0.70 0.69
Clustering W2V 0.71 0.69 0.70
TopClus 0.59 0.57 0.60

Full conversation LDA 0.83 0.82 0.82
GSDMM – – –
CombinedTM 0.57 0.56 0.55
BERTopic 0.75 0.78 0.76
Clustering W2V 0.69 0.71 0.68
TopClus 0.62 0.64 0.61

Table 7
Word embedding similarity scores for MultiWoz corpus.

Models Number of topics

30 60 90

Utterances LDA 0.40 0.26 0.26
GSDMM 0.23 0.23 0.25
CombinedTM 0.53 0.51 0.50
BERTopic 0.52 0.62 0.60
Clustering W2V 0.58 0.52 0.66
TopClus 0.54 0.54 0.51

Segmented LDA 0.42 0.38 0.31
GSDMM 0.24 0.20 0.27
CombinedTM 0.36 0.37 0.46
BERTopic 0.50 0.52 0.59
Clustering W2V 0.53 0.48 0.55
TopClus 0.53 0.54 0.54

Full conversation LDA 0.28 0.33 0.34
GSDMM 0.19 0.19 0.17
CombinedTM 0.32 0.34 0.31
BERTopic 0.44 0.45 0.44
Clustering W2V 0.36 0.43 0.45
TopClus 0.29 0.34 0.31

Table 8
Topic Coherence for different sentence embedding methods using BERTopic on the
counseling conversation corpus.

Models Number of topics

30 60 90

Pre-trained SBERT 0.60 0.61 0.59
Tripletloss 0.61 0.61 0.60
TSDAE 0.60 0.61 0.61

was not possible using classical LDA methods on either utterance- or
conversation-level data.

4.5. Discussion

This study explores topic modeling in mental health conversations,
focusing on the challenge posed by the lack of words with descriptive
power. We hypothesized that utilizing the full text of the conversa-
tion might be more challenging due to this limitation. Additionally,
mental health conversation corpora may exhibit topics occurring very
frequently across many documents, as well as topics occurring very
infrequently.

To address these challenges, we proposed that dividing documents
into smaller sections could enhance the coherency of topic modeling.
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Table 9
Top 5 topic words for BERTopic on the counseling corpus.

Topic Word 1 Word 2 Word 3 Word 4 Word

1 parents mother my and you
2 to sleep tired sleep bed me
3 friends who friend you with
4 music listening hearing to the
5 at home lonely room alone house
6 mindfulness search a practice breathing

exercise
7 medication pills me drinking have
8 wound blood bleeding knife care
9 writing reading book me what
10 url link site website urge
11 safe keep safety yourself you
12 watch series film netflix youtube
13 eating dinner eating me cooking

disorder
14 sports gaming exercise games fifa
15 thoughts my suicide suicide thoughts that
Our analysis, based on the results, revealed that BERTopic outper-
formed other methods for most of the different corpora and topic sizes.
Notably, the highest performance was consistently observed in the
utterance and segmented datasets.

Furthermore, we see that methods using HDBScan performed well.
The property of HDBScan to deal with noisy segments, potentially
contributed to increased flexibility in modeling conversations. The
results not only supported our initial hypotheses but also indicated
that hierarchical clustering yielded the best performance. This outcome
aligns with the observation that topics in mental health conversations
have great variance in their occurrence.

The exception was the coherence scores for the MultiWoz dataset.
We believe that this might be due to the length and general topic
amount being lower for MultiWoz than they are for the counseling
corpus. On the word embedding similarity metric, all models except
LDA improved in performance when using utterances instead of the
full conversation. The downside of this method is that relationships
between utterances belonging to the same conversation are not consid-
ered. Therefore, a topic can only be as specific as can be expressed in a
single message. However, we also found that ignoring noisy messages
leads to better topic coherence and word similarity.

Between the utterances datasets and the segmented datasets, we
observed that both obtained the highest topic coherence on multiple
occasions. However, for the word embedding similarity, the utterance
dataset outperformed the segmented dataset.

Our study suggests several opportunities for future research. An
important limitation of this study is the limited generalizability, and
including multiple helplines would help in this respect. While we did
include two mental health datasets, the AnnoMI dataset is not as
extensive as the suicide counseling dataset.

To address the sparsity constraints of short text, while considering
noisy utterances. A possible solution is to use hierarchically constructed
features from both utterance and conversation level data. Generative
neural models such as ProdLDA and CombinedTM function through
variational autoencoders [19,28]. Hierarchical autoencoders have also
shown good performance on several tasks [40]. This could extend the
variational autoencoder for topic modeling to take local context into
account. A variant of this has been proposed by [41] using hierarchical
LSTM models.

5. Conclusion

Topic modeling can be difficult on datasets like conversation data,
where local context, emotion and subtext is important. However, by
reducing granularity, a local context can be incorporated using sentence
embedding. We found that clustering of sentence embedding with noise
6

using BERTopic results in more coherent topic models for conversation
data when compared to other topic modeling methods. For the domain
of topic modeling in conversation, we saw that BERTopic over utter-
ances outperforms other models on conversation in both counseling
corpus as well as the easier to model. Furthermore, based on the
inspection of the topic models, we found the topics to be the most
interpretable. This method is particularly useful when the overall topics
within a corpus are of interest. Finally, we believe this can especially be
of use for mental health services to gain insight into their conversations.
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