
State preparation by shallow circuits using feed forward

Harry Buhrman1, Marten Folkertsma1, Bruno Loff2, and Niels M. P. Neumann1,3

1QuSoft, CWI & University of Amsterdam, Amsterdam, the Netherlands
2LASIGE & Department of Mathematics, University of Lisbon

3The Netherlands Organisation for Applied Scientific Research (TNO), Delft, the
Netherlands

Abstract

In order to achieve fault-tolerant quantum computation, we need to repeat the following
sequence of four steps after we have initialized the quantum device. First, we perform 1 or 2
qubit quantum gates (in parallel if possible). Second, we do a syndrome measurement on a
subset of the qubits. Third, we perform a fast classical computation to establish which errors
have occurred (if any). And, fourth, depending on the errors, we apply a correction step.
Then the procedure repeats with the next sequence of gates. These four steps are essential to
accomplish fault-tolerant quantum computing.

In order for these four steps to succeed, we need the error rate of the gates to be below
a certain threshold. Unfortunately, the error rates of current quantum hardware are still
too high and do not meet this requirement. On the other hand, current quantum hardware
platforms are designed with these four steps in mind. In this work we make use of this four-step
scheme not to carry out fault-tolerant computations, but to enhance short, constant-depth,
quantum circuits that perform 1 qubit gates and nearest-neighbor 2 qubit gates. To explore
how this can be useful, we study a computational model which we call Local Alternating
Quantum Classical Computations (LAQCC). In this model, qubits are placed in a grid and
they can only interact with their direct neighbors; the quantum circuits are of constant depth
with intermediate measurements; a classical controller can perform log-depth computations
on these intermediate measurement outcomes and control future quantum operations based
on the outcome. This model fits naturally between quantum algorithms in the NISQ era and
full fledged fault-tolerant quantum computation.

We show how an LAQCC circuit can create long-ranged interactions, which constant-depth
quantum circuits cannot achieve, and use it to construct a range of useful multi-qubit op-
erations. With these gates, we create three new state preparation protocols for a uniform
superposition over an arbitrary number of states, W -states and Dicke states, the generaliza-
tion of W -states. Furthermore, we show that this type of model contains circuits which are
unlikely to be classically simulatable, as well as bound the power of this model by showing an
inclusion into QNC1

1 Introduction

Current quantum hardware is unable to carry out universal quantum computations due to the
buildup of errors that occur during the computation. The magnitude of the individual error is cur-
rently above the value that the Threshold Theorem requires in order to kick-start quantum error
correction and quantum fault-tolerant computation [34, Section 10.6]. Although the experimen-
tally achieved fidelity rates are promising and the error bounds are inching closer to the required
threshold, we will have to work for the foreseeable future with quantum hardware with errors that
build-up during the computation. This implies that we can only do a limited number of steps
before the output of the computation has become completely uncorrelated with the intended one.
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For fault-tolerant quantum computing, we repeat four steps: 1) We apply a number of single and
two-qubit quantum gates, in parallel whenever possible; 2) We perform a syndrome measurement
on a subset of the qubits; 3) We perform fast classical computations to determine which errors
have occurred and how to correct them; and, 4) We apply correction terms based on the classical
computations. We then repeat these four steps with a next sequence of gates. These four steps
are essential to fault-tolerant quantum computing.

The starting point of this work is to use the four steps outlined above, not to carry out error
correction and fault-tolerant computation, but to enhance short, constant-depth, uncorrected quan-
tum circuits that perform single qubit gates and nearest-neighbor two qubit gates. Since in the long
run we will have to implement error-correction and fault-tolerant computation anyhow, and this is
done by such a four-step process, why not make other use of this architecture? Moreover, on some
of the quantum hardware platforms, these operations are already in place. Embracing this idea we
naturally arrive at the question: what is the computational power of low-depth quantum-classical
circuits organized as in the four steps outlined above? We thus investigate circuits that execute
a small, ideally constant, number of stages, where at each stage we may apply, in parallel, single
qubit gates and nearest-neighbor two qubit gates, followed by measurements, followed by low-depth
classical computations of which the outcome can control quantum gates in later stages. It is not
clear, at first, whether such circuits, especially with constant depth, can do anything remotely
useful. But we will see that this is indeed the case: many quantum computations can be done by
such circuits in constant depth. By parallelizing quantum computations in this way, we improve
the overall computational capabilities of these circuits, as we do not incur errors on qubits that are
idle, simply because qubits are not idle for a very long time. Furthermore, reducing the depth of
quantum circuits, at the cost of increasing width, allows the circuit to be run faster even if errors
occur.

The first usage of such a four-step layout, not to do error correction, but to perform compu-
tations, can be found in the paradigm of measurement-based quantum computing [13, 19, 26, 42]:
A universal form of quantum computing where a quantum state is prepared and operations are
performed by measuring qubits in different bases, depending on previous measurements and inter-
mediate measurements.

Pham and Svore were the first to formalize the four-step protocol for performing computa-
tions [38]. They included specific hardware topologies by considering two-dimensional graphs for
imposing constraints on qubit interactions. In their model, they develop circuits for particularly
useful multi-qubit gates, including specifying costs in the width, number of qubits, depth, number
of concurrent time steps, size, and total number of non-Identity operations. As a result, they find
an algorithm that factors integers in polylogarithmic depth.

More recently, Piroli, Styliaris, and Cirac introduced a scheme to implement unitary operations
involving quantum circuits combined with Local Operations and Classical Communication (LOCC)
channels: LOCC-assisted quantum circuits [39]. Similarly to the four-step scheme we just described,
they allow for a short depth circuit to be run on the qubits, followed by one round of LOCC, in which
ancilla qubits are measured and local unitaries are applied based on the measurement outcomes.
They show that in this model any 1D transitionally invariant matrix-product state (MPS) with
fixed bond dimension is in the same phase of matter as the trivial state. Similar ideas can be found
in [48, 47]

In this work, we introduce a new model, called Local Alternating Quantum-Classical Compu-
tations (LAQCC). In this model we alternate between running quantum circuits (constrained by
locality), ending in the measurement of a subset of qubits, and fast classical computations based
on the measurement results. The outcome of the classical computations are then used to control
future quantum circuits. We allow for flexibility in this model, by giving different constraints to the
power of both the quantum circuits and the classical circuits as well as the number of alternations
between them. Most attention will be given to LAQCC containing quantum circuits of constant
depth, classical circuits of logarithmic depth and at most a constant number of alternations between
them. Any circuit constructed in this model is considered to be of constant depth.

The definition of LAQCC sharpens the original definition of Pham and Svore by adding con-
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straints to the intermediate classical computations. This allows us to bound the power of LAQCC
from above. The LOCC-assisted circuits of Piroli, Styliaris, and Cirac are not low-depth, as they
allow for long sequential measurement-based correction of the ancilla qubits, and this is required for
their calculations. These measurement-based operations are considered as sequential alternations
between the quantum and classical circuits in LAQCC, resulting in increasing the total depth.

We study the power of the LAQCC model with respect to state preparation, showing that even
with only constant quantum-depth and logarithmic classical depth it remains possible to prepare
states with long-range entanglement. Another surprising result is that it is unlikely that LAQCC
circuits are classically simulatable. We show that any instantaneous quantum polynomial-time
(IQP) circuit [11, 44] has an LAQCC implementation. Classical simulation of IQP circuits implies
the collapse of the polynomial hierarchy to the third level, which is not believed to be true [12].
Therefore, we expect that LAQCC circuits are unlikely to be classically simulatable. We bound the
power of LAQCC by showing that it is contained in QNC1, the class of polynomial-size, log-depth
circuits.

The main part of our paper concerns new efficient state-preparation circuits for three types of
states. All states corresponding to these three types are non-stabilizer states. Efficient circuits for
preparing stabilizer states have been known through measurement-based quantum computing, we
discuss this result in more detail in Section 3.2. The first state is a uniform superposition over an
arbitrary number of states. This circuit includes the use of Grover search as a subroutine, that
turns a probabilistic circuit, with a known constant probability of success, into a deterministic
circuit. We use the circuit for preparing a uniform superposition over an arbitrary number of
states as a subroutine in the next two quantum state preparation protocols.

The second state is theW -state, the uniform superposition over all computational basis states of
Hamming-weight 1, a natural long-ranged entangled state that displays a fundamentally nonequiv-
alent type of entanglement from the Greenberger–Horne–Zeilinger state [16], for which LAQCC-type
constant-depth circuits were previously known [38, 39]. The W-state is often used as benchmark
for new quantum hardware [17, 23, 33]. A circuit for preparing the W -state was given in [39], but
this implementation requires sequentially alternating measurements followed by local unitaries,
which in the LAQCC model is not considered to be of constant depth. We improve this protocol
by showing a LAQCC implementation of the W -state, at the cost of using extra ancilla qubits.

The third state considered is the Dicke state, a generalization of the W -state, a superposition
over all computational basis states with Hamming-weight k [15]. Dicke states have relevance in
various practical settings. For instance, for quantum game theory [37], quantum storage [4, 40],
quantum error correction [36], quantum metrology [50], and quantum networking [41]. Dicke states
have been used as a starting state for variational optimization algorithms, most notably Quan-
tum Alternating Operator Ansatz (QAOA) [22], to find solutions to problems such as Maximum
k-vertex Cover [10, 14]. The ground states of physical Hamiltonians describing one-dimensional
chains tend to show a resemblance to Dicke states such as states resulting from the Bethe ansatz,
making them an ideal starting state when investigating the ground state behavior of these Hamilto-
nians [8, 9, 51]. For instance, the algorithm by van Dyke et. al., who give an algorithm to prepare
the Bethe ansatz eigenstates of the spin-1/2 XXZ spin chain, starts by first preparing a Dicke
state [52]. Efficient deterministic circuit for preparing Dicke states have been proposed by Bärtschi
and Eidenbenz [5, 6]. They provide a quantum circuit of depth O(k log(nk )), allowing arbitrary
connectivity, to prepare a Dicke state, which they conjecture to be optimal when k is constant. In
this work, we provide a constant depth LAQCC circuits below their conjectured bound already for
constant k. However, this does not directly disprove their conjecture, as we allow for intermediate
measurements and classical computations. More significantly, we even construct constant-depth
LAQCC circuits for k = O(

√
n) greatly improving their bound. Finally, we give a log-depth circuit

for every value of k.
We conclude by studying the power that intermediate classical calculations can add to quantum

computations. In this study, we define a new model that goes beyond constant-depth quantum
circuits and log-depth classical calculations, to polynomial-depth quantum circuits and unbounded
classical power called LAQCC∗. We study this model by doing a complexity theoretical analysis,

3



where we borrow inspiration from the notions of complexity given by Rosenthal and Yuen, Metger
and Yuen, and Aaronson. All three complexity notions are based on the notion of state preparation,
instead of more traditional definition of complexity such as the decidability of a computational
problem. The first two consider classes based on sequences of quantum states preparable by a
polynomial-sized quantum circuit, where the circuits are uniformly generated by a computational
class, for instance, the class PSPACE, which results in the complexity class StatePSPACE [30, 43].
The third notion considers a relative complexity, where the complexity is measured between two
given states, and is measured by the number of gates, from a given gate-set, required to transform
one state in another state [1]. For our definition of state preparation complexity, we drop the
uniformity constraint from [30, 43] and define a class as StateX, which refers to states preparable
by circuits of type X. As an example, if X = QNC0, this results in the class StateQNC0, which is
the set of states preparable from the |0⟩n state by poly-size constant-depth circuits. This notion is
similar to the relative complexity from [1], where one state is the |0⟩n state and instead of counting
the number of gates we consider the set of states preparable by a fixed number of gates. Using this
notion of complexity we show that any state preparable by an LAQCC∗ circuit is also preparable
by a PostQPoly circuit, which is the class of circuits of polynomial depth with post-selection.

Summary of results

• We give a new definition of a computational model that captures the power of the four
step process: applying a constant number of layers of one- and two-qubit gates; perform-
ing a syndrome measurement; perform a fast classical calculation determining corrections;
apply corrections. We call this model Local Alternating Quantum Classical Computations,
or LAQCC for short. In this model we bound the allowed quantum operations, intermediate
classical calculations, and number of rounds separately. In Section 3 we define this model
and give a list of operations based on results from literature contained in this computational
model. In some of these operations we explicitly use that we allow for multiple, but at most
constant, rounds of corrections.

• We show show that there exist LAQCC circuits that can not be weakly simulated in Sec-
tion 3.4. We further show that for every LAQCC circuit there exists a QNC1 circuit simulating
it perfectly, in Section 3.5.

• We show a protocol to prepare the uniform superposition state of size q in LAQCC using
O(log(⌈q⌉)2) qubits in Section 4.1.

• We show a protocol to prepare theWn state in LAQCC usingO(n log(n)) qubits in Section 4.2.

• We show two ways of preparing the Dicke-(n, k) state. The first method is in LAQCC, works
up to k = O(

√
n), and uses O(n2 log(n) qubits, and is found in Section 4.3. The second

method is in LAQCC−LOG (an extension of LAQCC allowing for logarithmic number of
alterations instead of constant), works for any k, and uses O(poly(n)) qubits, and is found
in Section 4.4.

• We introduce a new type computational complexity for preparing states and show that the
extension of LAQCC where we allow a polynomial number of rounds and unbounded classical
computation, is contained in PostQPoly, the class of polynomial circuits with post-selection,
in Section 5.

Organization of the paper We first introduce relevant preliminaries in Section 2. In Section 3
we formally define the class of Local Alternating Quantum-Classical Computations (LAQCC). We
also show that any Clifford circuit can be implemented in constant depth LAQCC (a result based
on a result from measurement-based quantum computing [26]). This result allows us to give many
useful multi-qubit gates and routines in Section 3.3. We conclude the section by showing that
constant depth LAQCC circuits are contained in QNC1 and that any IQP circuit has an LAQCC
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implementation. In Section 4 we give LAQCC circuit implementations for preparing the uniform
superposition over an arbitrary number of states, theW -state and the Dicke state up to k = O(

√
n).

We furthermore give a log-depth circuit implementation for preparing the Dicke state for any k.
We conclude in Section 5 with an analysis of a more powerful instantiation of LAQCC and show
an inclusion with respect to the class PostQPoly, which is the class of circuits of polynomial depth
with post-selection.

2 Preliminaries

In this section we recap definitions used throughout the rest of the paper.

2.1 Complexity classes

The computational model introduced in this work uses complexity classes. Typically these classes
are defined as classes of decision problems solvable by some type of circuits. Below we give defini-
tions of some of these complexity classes in terms of the circuits contained in that class.

Definition 2.1. The class NCk consists of all decision problems solvable by circuits of O((log n)k)
depth and polynomial size, and consisting of bounded-fan-in AND- and OR-gates.

The class ACk consists of all decision problems solvable by circuits of O((log n)k) depth and
polynomial size, and consisting of unbounded-fan-in AND- and OR-gates.

The class TCk consists of all decision problems solvable by circuits of O((log n)k) depth and
polynomial size, and consisting of unbounded-fan-in AND-, OR- and Thresholdt-gates. A Thresholdt-
gate evaluates to one if and only if the sum of the inputs is at least t.

These classes also have a quantum equivalent class.

Definition 2.2. The class QNCk consists of all decision problems solvable by quantum circuits of
O((log n)k) depth and polynomial size, and consisting of single- and two-qubit quantum gates.

Definitions for the quantum versions of ACk and TCk also exist. However, when equipping the
class QNCk with unbounded-fan-in parity gates, all three classes intersect [20, 31, 46].

Two other often used classes are P and L.

Definition 2.3. The class P consists of all decision problems solvable in polynomial time by a
Turing machine.

The class L consists of all decision problems solvable using only a logarithmic amount of memory.

The first class poses a limit on the depth of the operations performed by the Turing machine.
The second class instead limits the available memory. Note however that with a logarithmic amount
of memory, only a polynomial number of states is available, and hence the computation time is
polynomial as well.

Relations between different complexity classes exists: for instance, for all k, NCk ⊆ ACk ⊆ TCk.
By Johnson, we also have the inclusion L ⊆ AC1 ⊆ TC1 [25].

In the remainder of this work we abuse notation and refer to X-circuits as circuits that corre-
spond to a decision problem in the class X. For example, an NCk circuit is a circuit of O((log n)k)
depth and polynomial size that corresponds to a decision problem in NCk.

Finally, we define the class of polynomial sized quantum circuits: 1

Definition 2.4. The class QPoly(n) consists of all polynomial-sized quantum circuits (in n) that
use single and two-qubit quantum gates.

1Due to the bounded-error-aspect associated to decision problems in BQP, we follow this definition instead of
talking about BQP-circuits.
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2.2 Quantum gate sets

First, recall the definition of the Pauli group and the Clifford group.

Definition 2.5. The one qubit Pauli-group P1 consists of four matrices, the identity matrix I and
the three Pauli matrices:

X =

(
0 1
1 0

)
, Y =

(
0 −i
i 0

)
, Z =

(
1 0
0 −1

)
,

together with a global phase of ±1 or ±i.
The n-qubit Pauli-group Pn is the set of all 4n+1 possible tensors of length n of matrices from

P1, together with a global phase of ±1 or ±i.

The Clifford group forms the other well-known group of quantum circuits, as it stabilizes the
Pauli group.

Definition 2.6. The Clifford group Cn consists of all n-qubit unitaries that leave the Pauli group
Pn invariant under conjugation. That is, let c ∈ Cn be any Clifford circuit, then for any P ∈ Pn,
there exists a P ′ ∈ Pn, such that cP = P ′c.

The Clifford group is generated by the CNOT -gate, the Hadamard gate H and the phase gate
S, that act on computational basis states |x⟩ and |y⟩ via

CNOT : |x⟩ |y⟩ 7→ |x⟩ |y ⊕ x⟩ , H : |x⟩ 7→ |0⟩+ (−1)x |1⟩ , S : |x⟩ 7→ ix |x⟩ .

Any circuit constructed using only these three gates is called a Clifford circuit.

Unsurprisingly, Clifford circuits only cover a small part of the possible quantum circuits. More-
over, on a linear nearest-neighbor architecture, O(n) deep Clifford circuits suffice to simulate any
Clifford unitary of size 2n × 2n [29]. We can furthermore simulate Clifford circuits efficiently [18].
Universal quantum computations require additional gates, though almost any quantum gate suf-
fices. For example, adding the single qubit T -gate, T : |x⟩ 7→ eiπx/4 |x⟩, to the Clifford group gives
a universal gate set.

2.3 Two quantum subroutines

This section discusses two quantum subroutines used in later sections. The first concerns Grover’s
algorithm with zero failure probability [28]. The second concerns parallelization of commuting
gates using quantum fan-out gates [24].

Grover’s search algorithm gives a quadratic speed-up for unstructured search [21]. After suf-
ficient iterations, a measurement returns a target state with high probability. Surprisingly, if the
exact number of target states is known, a slight modification of the Grover iterates allows for
returning a target state with certainty, assuming noiseless computations. Lemma 3.14 uses the
next lemma to prepare quantum states instead of to find a target state.

Lemma 2.7 ([28]). Let L be a set of items and T ⊆ L a set of targets, with N = |L| and
m = |T | both known. Let g : L → {0, 1} label the items in L and define the oracle Og : |x⟩ |b⟩ 7→
|x⟩ |b⊕ g(x)⟩.

Then, there exists a quantum amplitude amplification algorithm that makes O(
√
N/m) queries

to Og and prepares the quantum state
∑

x∈T |x⟩.

For the other result, we use the quantum fan-out gate, that implements the map

|x⟩ |y1⟩ . . . |yn⟩ 7→ |x⟩ |y1 ⊕ x⟩ . . . |yn ⊕ x⟩ .

Section 3.3 gives more details on how to implement this gate. Hoyer and Spalek introduced this gate
and analyzed its properties. The state preparation protocols given in Section 4 use the property
that the quantum fan-out gate allows parallelization of commuting quantum gates [24].
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Lemma 2.8. ([24, Theorem 3.2]) Let {Ui}ni=1 be a pairwise commuting set of gates on k qubits.
Let Uxi

i be the gate Ui controlled by qubit |xi⟩. Let T be the unitary that mutually diagonalizes all
Ui. Then there exists a quantum circuit, using quantum fan-out gates, computing U =

∏n
i=1 U

xi
i

with depth maxni=1 depth(Ui) + 4 · depth(T ) + 2 and size
∑n

i=1 size(Ui) + (2n + 2) · size(T ) + 2n,
using (n− 1)k ancilla qubits.

3 The LAQCC model

This section formally defines the LAQCC model. Next, we shows that all Clifford circuits have
an efficient and equivalent LAQCC circuit. We then give quantum gates and tools constructable
within LAQCC, such as the quantum fan-out gate and weighted threshold gate, and we conclude
by showing that any LAQCC-circuit has an equivalent QNC1-circuit.

3.1 Model definition

We define the computational model Local Alternating Quantum-Classical Computations (LAQCC)
as follows:

Definition 3.1 (Local Alternating Quantum-Classical computations). Let LAQCC(Q, C, d) be the
class of circuits such that

• every quantum layer implements a quantum circuit Q ∈ Q constrained to a grid topology;

• every classical layer implements a classical circuit C ∈ C;

• there are d alternating layers of quantum and classical circuits;

• after every quantum circuit Q a subset of the qubits is measured;

• the classical circuit receives input from the measurement outcomes of previous quantum
layers;

• the classical circuit can control quantum operations in future layers.

The allowed gates in the quantum and classical layers are given by Q and C respectively. Fur-
thermore, we require a circuit in LAQCC(Q, C, d) to deterministically prepare a pure state on the
all-zeroes initial state.

The grid topology imposed on the quantum operations implies that qubits can only interact
with their direct neighbors on the grid.

Remark 3.2. Note that there exists ambiguity in the choices for Q and C. For example, we have
LAQCC(QPoly(n),P,O(1)) = LAQCC(QNC0,P,O(poly(n))). This follows as any P-circuit is in
QPoly(n), and we can concatenate poly(n) constant-depth quantum circuits with trivial intermedi-
ate classical computations.

This ambiguity is non-trivial: consider for instance

LAQCC(QNC1,NC1,O(1)) ⊆ LAQCC(QNC0,NC1,O(log(n))).

The inclusion from left to right follows immediately by same argument as above. It is however not
obvious if the logarithmic number of measurement rounds, allowed in the right hand side, can be
simulated by a QNC1 circuit. Even stronger, we will show in Section 3.3 that threshold gates are
available in LAQCC(QNC0,NC1,O(1)). From this fact it follows immediately that any TC1-circuit
is contained in LAQCC(QNC0,NC1,O(log(n))). It is unclear these circuits are also contained in
LAQCC(QNC1,NC1,O(1)).

In the remainder of this work, we consider a specific instantiation of LAQCC(Q, C, d).
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Notation 3.3. We let LAQCC refer to the instance LAQCC(QNC0,NC1,O(1)), together with a
grid nearest-neighbor topology and a quantum gate-set of all single-qubit gates and the two-qubit
CNOT gate. The classical computations are bounded to logarithmic depth and of bounded-fan-in.

In its current definition, LAQCC(Q, C, d), and hence also LAQCC, are classes of circuits. When
considering the capabilities of LAQCC(Q, C, d) in preparing states, it is helpful to define a related
class that consists of states preparable by a circuit in LAQCC(Q, C, d).

Definition 3.4. Let Hn be a Hilbert space on n qubits, then define

StateXn,ε = {|ψ⟩ ∈ Hn | ∃X-circuit A : ⟨A |0⟩⊗n
, |ψ⟩⟩ ≥ 1− ε}.

This is the subset of n-qubit states |ψ⟩ such that there exists a circuit corresponding to the class
X that prepares a quantum state that has inner product at least 1− ε with |ψ⟩.

Define StateXε =
⋃

n∈N StateXn,ε.

This definition extends already existing ideas and definitions of state-complexity [2, 43, 45].
Our definition is very similar to state complexity defined in [30], where we are interested in which
states are contained in a class, however we drop the uniformity requirement and instead study the
set of states that can be generated by a specific class of circuits. An example of a circuit class is
StateLAQCC(Q, C, d)n,ε.

Notation 3.5. The class StateLAQCC(Q, C, d)n,ε consists of all n-qubit states |ψ⟩ for which an
LAQCC(Q, C, d) exists that prepares a state that has inner product at least 1− ε with |ψ⟩.

Another example is the circuit class of PostQPoly.

Definition 3.6. The class PostQPoly consists of all polynomial-sized quantum circuits with one
extra qubit, where the outcome state is considered conditional on the extra qubit being in the one
state. If the extra qubit is in the zero state, the output state may be anything.

The class StatePostQPolyn,ε consists of all n-qubit states |ψ⟩ for which a polynomial-sized
quantum circuit exists that prepares a state that, conditional on the extra qubit being one, has
inner product at least 1− ε with |ψ⟩.

The next section shows that all polynomial-size Clifford circuits are in LAQCC. As a result, the
quantum fan-out gate is also in LAQCC, a multi-qubit gate which enables many different subroutines
(by applying Lemma 2.8). We give a list of such quantum gates and quantum subroutines accessible
LAQCC in Section 3.3. We conclude by showing that any LAQCC-circuit corresponds to a QNC1-
circuit.

3.2 Clifford circuits

The concept of intermediate measurements with subsequent computations is closely related to
measurement-based quantum computing. A famous result from measurement-based quantum com-
puting us that all Clifford circuits can be paralellized using measurements. In this section we borrow
techniques from this result to show that any Clifford circuit has an LAQCC implementation.

This result is best understood in the teleportation based quantum computing model [26], a
specific instance of measurement-based quantum computing that applies quantum operations using
bell measurements. In teleportation, qubits are measured in the Bell basis, which projects the
measured qubits onto an entangled two-qubit, or ebit, state, up to local Pauli gates. This projection
combined with an ebit state teleports a quantum state between qubits. After teleportation, one
needs to correct the local Pauli gate created by the bell measurement. A similar process can be
used to apply quantum gates. However, the Pauli gates that arise during teleportation have to be
corrected before the calculations can proceed, which necessitates subsequent adaptive operations.

With Clifford circuits, these subsequent operations can be omitted. Clifford circuits stabilize
the Pauli group, which allows for simultaneous measurements and hence parallelization of the full
Clifford circuit [26]. Consider a simple example of teleporting a single-qubit quantum state. A
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Bell basis measurement projects two qubits on
∑

i∈{0,1} ⟨ii|P a,b ⊗ I, where P a,b = ZaXb and

a, b ∈ {0, 1} correspond to the four possible measurement outcomes.
By using one Bell-basis measurement, we can apply two sequential Clifford gates U1 and U2 on

a quantum state |ψ⟩, which gives:∑
i,j∈{0,1}

[
(⟨ii| (P a,b ⊗ I)⊗ I

]
U1 ⊗ I ⊗ U2 |ψ⟩ |jj⟩ =

∑
i,j∈{0,1}

⟨i|P a,bU1 |ψ⟩ ⟨i|j⟩U2 |j⟩

=
∑

i∈{0,1}

U2 |i⟩ ⟨i|P a,bU1 |ψ⟩ = U2P
a,bU1 |ψ⟩ .

Note that besides projecting on a Bell state, an initial entangled Bell-state is required. U2 is

a Clifford gate, hence there exists a P â,b̂ such that U2P
a,bU1 |ψ⟩ = P â,b̂U2U1 |ψ⟩, allowing the

correction term to be pushed to the end of the circuit. Repeating the same argument for multiple
Clifford unitaries gives the quantum state ...P a2,b2

2 U2P
a1,b1
1 U1 |ψ⟩. Due to the conjugation relation

of Clifford and Pauli gates, all correction terms can be postponed to the end of the computation.

3.2.1 Clifford-ladder circuit

A similar argument holds when looking at Clifford-ladder circuits.

Definition 3.7 (Clifford-ladder circuit). Let {U i}n−1
i=0 be a collection of n 2-qubit Clifford unitaries.

A Clifford-ladder circuit Cladder is a circuit of depth O(n) and width O(n) of the following form:

Cladder =

n−1∏
i=0

U
(i)
i,i+1

where U
(i)
i,i+1 denotes that unitary U (i) is applied on qubits i and i+ 1.

Note that each 2-qubit Clifford unitary U (i) itself is of constant-depth.
The next lemma shows that any Clifford-ladder circuit has an equivalent LAQCC circuit. Fig-

ure 1 shows this mapping graphically. Each two-qubit unitary is parallelized using gate telepor-
tation and with the Clifford commutation relations, the Pauli correction terms are pushed to the
end of the computation.

Lemma 3.8. Any Clifford-ladder circuit has an LAQCC implementation of depth O(1) and width
O(n).

Proof. Figure 1 shows the construction of a LAQCC circuit of width O(n) and depth O(1) imple-
menting a Clifford-ladder circuit. The caps and cups denote Bell-state measurements and Bell-state
creation, respectively. What remains to show is that an NC1 circuit computes the Pauli-correction
terms.

The i-th Bell measurement results in Pauli error Pi = ZaiXbi . A Clifford-ladder circuit of size
n hence has an error vector

(
a b

)
of length 2n. The correction terms that have to be applied have

the same form: we can label every corrective Pauli by an index j, such that P̂j = Z âjX b̂j . This

gives a correction vector
(
â b̂

)
. Note that Pauli matrices anti-commute, hence reordering them

will only incur a global phase. This implies a binary linear map M :
(
a b

)
7→

(
â b̂

)
. As matrix

vector multiplication is in NC1, this error calculation is in NC1 and Clifford-ladder circuits have
an LAQCC implementation.

Remark 3.9. Constructing the binairy linear map M is not in NC1, but it does follow directly
from the quantum circuit. Instead, an L (logspace) precomputation gives the matrix associated to
M .

This result directly implies that in LAQCC we can apply two-qubit gate on any two any non-
adjacent qubits.
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P

Calculate Pauli corrections classically

PCP CP CP

Figure 1: Graphical representation of Clifford-ladder circuit parallelization. Time flows upward
and lines represent qubits and boxes quantum gates. A half circle represents either a Bell-state
creation (ends pointing upwards) or a Bell-state measurement (ends pointing downwards). The
Bell-state measurements can produce Pauli errors P = ZaXb, which are corrected by the boxes CP
(corrective Pauli). The computations to determine how errors propagate are performed classically
before the computations.

Corollary 3.10. Any SWAP circuit needed to do an operation between non-adjacent qubits is a
Clifford-ladder circuit and hence in LAQCC.

This effectively removes the locality constraint in LAQCC for applying a single 2-qubit gate on
non-adjacent qubits.

An example of a Clifford-ladder circuit is the creation of a GHZ state. We can parallelize this
directly, for instance following the poor man’s cat state approach of [54]. Figure 2 shows a LAQCC
circuit using 2n− 1 qubits placed on a line that prepares an n-qubit GHZ state.

3.2.2 Clifford-grid circuit

Any Clifford unitary can be mapped to a linear-depth circuit given a linear nearest-neighbor
architecture [29]. The most general representation of these circuits are so-called Clifford-grid
circuits.

Definition 3.11 (Clifford-grid circuit). Let n be the number of qubits. A Clifford-grid circuit of
depth d is a circuit of the form

Cgrid =

d∏
i=0

n
2⊗

j=0

Ui,j ,

for Clifford unitaries Ui,j and such that gate Ui,j acts on qubits 2j and 2j + 1 if i is even, and
2j + 1 and 2j + 2 is i is odd.

The next lemma shows that Clifford-grid circuits also have an efficient LAQCC implementation.

Lemma 3.12. Any Clifford-grid circuit of depth O(n) has an LAQCC implementation of depth
O(1) and width O(n2).

Proof. Similar to the Clifford-ladder circuits, gate teleportation allows parallelization to obtain a
LAQCC circuit. With a total of O(n2) Clifford gates, this also requires O(n2) qubits. Figure 3
illustrates the transformation.

Any Bell measurement in the circuit can incur a Pauli error, which has to be dealt with at the
end of the circuit. The number of Pauli gates now scales with O(n2). Similar to the Clifford-ladder

10



H

H

H

X

X

X

Parity Sum

Parity measurement

Classical calculation and feedback

Ancilla qubits

Figure 2: The quantum circuit to prepare the 3-qubit GHZ state. Double lines indicate classical
information and dotted lines the quantum state at various points.

circuits, there now is a vector (ab) of length O(n2) containing the information of the Pauli errors.

The vector of correction terms, the vector (âb̂), has length O(n).

As these Pauli errors anti-commute, there again is a binary linear map M : (ab) 7→ (âb̂). The
corresponding matrix is rectangular and the error-correction calculations are in NC1.

Figure 3: Graphical representation of Clifford-grid circuit parallelization. Every blue dot represents
a qubit and all Clifford gates (boxes) are applied in parallel. The lines again represent Bell-state
creations and Bell-state measurements, indicated by the pink boxes. The propagating Pauli errors
can be corrected using the Bell-state measurement results.

Finding the matrix M for correcting a Clifford-grid circuit is more complex than for a Clifford-
ladder circuit. An error occurring in the grid can have multiple paths contributing to a single
output wire. For the final correction, the parity of each contributing error-path is needed. This
computation is in ⊕L ⊆ NC2 2. A precomputation again gives the matrix corresponding to the
bilinear map M .

2This is not too surprising as simulating Clifford circuits classically is a complete problem for ⊕L
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3.3 Useful gates and routines with an LAQCC implementation

This section groups useful multi-qubit gates with an LAQCC implementation. The construction of
W -states and Dicke states uses these gates, but their use might be of broader interest.

The tables give the action of the gates on computational basis states. Their effect on arbitrary
states follows by linearity. The tables also give the width of the implementation and a reference
to the implementation.

The first two gates directly follow from the Clifford-parallelization results described in Sec-
tion 3.2.

Gate Operation on basis states Width Implementation
Fanoutn |x⟩ |y1⟩ . . . |yn⟩ 7→ |x⟩ |y1 ⊕ x⟩ . . . |yn ⊕ x⟩ O(n) Clifford-ladder circuit 3.8
Permutation(π)n |y1⟩ . . . |yn⟩ 7→

∣∣yπ(1)〉 . . . ∣∣yπ(n)〉 O(n2) Clifford-grid circuit 3.12

Table 1: Operations contained in LAQCC based on Clifford parallelization. Here π ∈ Sn denotes a
permutation of n elements.

Prior works extensively studied the fanout gate, for instance to construct a constant-depth
ORn function with one-sided error [24] and with an exact implementation [46], both assuming the
fanout gate to be a native gate. The ORn gate also implies two other gates, as the following table
shows.

Gate Operation on basis states Width Implementation
ORn |y1⟩ . . . |yn⟩ |x⟩ 7→ |y1⟩ . . . |yn⟩ |ORn(y)⊕ x⟩ O(n log(n)) [46, Theorem 1]
ANDn |y1⟩ . . . |yn⟩ |x⟩ 7→ |y1⟩ . . . |yn⟩ |ANDn(y)⊕ x⟩ O(n log(n)) negate input and output of ORn

Equali |j⟩ |b⟩ 7→

{
|j⟩ |1⊕ b⟩ if |j⟩ = |i⟩
|j⟩ |b⟩ else

O(n log(n)) negate part of input of ANDn

Table 2: Operations contained in LAQCC based on Fanout and local 1-qubit unitaries.

With these unbounded-fan-in OR and AND gates, all AC0 circuits can be implemented. The
next step is implementing LAQCC-type modular addition circuits, which gives circuits to check for
equality and greater-than. These three gates take n-qubit quantum states as input. We introduce
the indicator variable 1A for a Boolean expression A, which evaluates to 1 if A is true. Similarly,
|1A⟩ = |1⟩ if and only if A is true.

Gate Operation on n-qubit integers |x⟩ , |y⟩ Width Implementation

Addn |x⟩ |y⟩ 7→ |x⟩ |y + x mod 2n⟩ O(n2) AC0 circuit
Equality |x⟩ |y⟩ |0⟩ 7→ |x⟩ |y⟩ |1x=y⟩ O(n2) Appendix B.1
Greatherthan |x⟩ |y⟩ |0⟩ 7→ |x⟩ |y⟩ |1x>y⟩ O(n2) Appendix B.2

Table 3: Operations contained in LAQCC based on AC0 circuits.

Hoyer and Spalek showed that fanout-gates imply efficient constant-depth implementations of
for instance the quantum Fourier transform [24]. They use this constant-depth quantum Fourier
transform to construct a constant-depth circuit for weighted counting. In particular, this circuit
can be used to calculate the Hamming weight of an n-bit string, and to implement an “Exact
t”-gate and a threshold gate. Appendix B.4 also explains how to modify the threshold gate to a
weighted threshold gate.

Remark 3.13. As the Thresholdt gate is in LAQCC, any classical TC0 circuit is in LAQCC.

This section concludes not with a gate, but with a tool used for preparing uniform super-
positions. This lemma extends Lemma 2.7 to preparing states instead of finding marked items.
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Gate Operation on n-qubit basis state |x⟩ Width Implementation

QFT |x⟩ 7→ 1√
2n−1

∑2n−1

j=0 ei2π
x·j
2n |j⟩ O(n3 log(n)) [24, Theorem 4.12]

Hammingweight |x⟩n |0⟩log(n) 7→ |x⟩n ||x|⟩log(n) O(n log(n)) [46, Lemma 4]

Exactt |x⟩ |0⟩ 7→ |x⟩
∣∣1|x|=t

〉
O(n log(n)) Appendix B.3

Thresholdt |x⟩ |0⟩ 7→ |x⟩
∣∣1∑

i xi≥t

〉
O(tn log(n)) Appendix B.4

Table 4: Quantum subroutines in LAQCC based on [24].

Lemma 3.14. Given an n-qubit unitary U , that is implementable by a constant-depth circuit, a

basis C and a partition of C in G and B such that |G|
|C| is a known constant c. Suppose that U

implements the map

U : |y⟩ |b⟩ 7→

{
|y⟩ |b⊕ 1⟩ if y ∈ G
|y⟩ |b⟩ if y ∈ B

.

Then there exists a LAQCC circuit that prepares the state 1√
|G|

∑
y∈G |y⟩ by using U a constant

number of times.

Proof. Define |G⟩ = 1√
|G|

∑
y∈G |y⟩ and |B⟩ = 1√

|B|

∑
y∈B |y⟩. As B and G partition C, it follows

that ⟨G|B⟩ = 0. Lemma 2.7 implies the existence of a circuit that prepares the desired state.
Below, we explicitly construct the circuit.

First, prepare a uniform superposition
∑2n−1

i=0 |i⟩. Then, iteratively reflect over the state |B⟩
using U , and reflect over the uniform superposition state

∑2n−1
i=0 |i⟩. Both reflections have a LAQCC

implementation and we only need to apply them a constant number of iterations.
To reflect over the uniform superposition, we have to implement the operation 2 |s⟩ ⟨s| − I,

with |s⟩ = 1√
N

∑2n−1
i=0 |i⟩. To implement this operation, we first apply a layer of Hadamards,

which implements a basis transformation mapping the uniform superposition state to the all zeroes
state; Then apply the Exact0-gate producing an output qubit that marks only the all zeroes-state
and finally negate the output qubit and applies a Z-gate on it. Running this circuit in reverse,
excluding the Z-gate, resets the output qubit and reverts the basis transformation. The last step
of Lemma 3.14 requires a reflection using an RZ-gate (rotational Z-gate) instead of the Z-gate.
As the Exact0-gate has an LAQCC implementation (see Table 4), this second inversion operation
has a LAQCC implementation.

The total number of iterations is O(
√
N/m), where N = |C| and m = |G|. As their fraction is

the constant c, it follows that O(
√
c) = O(1) iterations are needed.

3.4 Non-simulatability of LAQCC

Most of the power of LAQCC circuits seems to come from the classical intermediate calculations,
which makes one wonder if these circuits are classically simulatable. Even if these circuits were
indeed efficiently simulatable, they still have value as “fast” alternatives for state preparation.
However, it is unlikely that all LAQCC circuits can be simulated efficiently by a classical simulator.
Lemma 2.8 and the inclusion of the fan-out gate in LAQCC show that circuits consisting of commut-
ing gates have an LAQCC implementation and in particular, the class of Instantaneous Quantum
Polynomial-time (IQP) circuits, first introduced in [44], has equivalent LAQCC implementations.

Definition 3.15 (Definition 2 [32]). An IQP circuit on n qubits is a quantum circuit with the
following structure: each gate in the circuit is diagonal in the Pauli-Z basis, the input state is
|+⟩⊗n

, and the output is the result of a measurement in the Pauli-X basis on a specified set of
output qubits.

Lemma 3.16. Any IQP circuit has an LAQCC implementation.
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Proof. The following LAQCC circuit prepares the desired state: First prepare |+⟩⊗n
by a single

layer of Hadamard gates on all qubits. In this basis, all gates in with respect to the Pauli-Z basis
commute, and hence by Lemma 2.8, we can parallelize all gates using poly(n) ancilla qubits. Next,
we can again apply a layer of Hadamard gates and finally measure the desired qubits.

Bremner, Jozsa, and Shepherd showed that efficient weak classical simulation of all possible
IQP circuits up to small multiplicative error implies a collapse of the polynomial hierarchy [11].
Note that a circuit family is weakly simulatable if given the description of the circuit family, its
output distribution can be sampled by purely classical means in poly(n) time.

Lemma 3.17 (Corollary 1 [11]). If the output probability distributions generated by uniform fam-
ilies of IQP circuits could be weakly classically simulated to within multiplicative error 1 ≤ c <

√
2

then the polynomial hierarchy would collapse to the third level, in particular, PH = ∆p
3.

Corollary 3.18. If the output probability distributions generated by uniform families of LAQCC
circuits could be weakly classically simulated to within multiplicative error 1 ≤ c <

√
2 then the

polynomial hierarchy would collapse to the third level, in particular, PH = ∆p
3.

3.5 LAQCC containment in QNC1

Let A be an LAQCC-circuit. We can write this circuit as a composition of unitary quantum layers
Ui, measurements Mi and classical calculation layers Ci:

A =MkUkCk . . .MiUiCi . . .M1U1C1,

for some constant k. Any unitary Ui is a QNC0 circuit and any Ci is an NC1-circuit. The measure-
ments Mi can measure any subset of the qubits. By the principle of deferred measurements, we
can always postpone them to the end of the circuit using CNOT gates and fresh ancilla qubits [34,
Section 4.4], which gives the following lemma.

Lemma 3.19. For any LAQCC-circuit A there is a QNC1-circuit B without intermediate measure-
ments that outputs the same state as A.

Proof. The LAQCC-circuit A contains classical computation layers Ci that use the intermediate
measurement results as input. These measurements can be delayed until the end of the circuit by
applying a CNOT from the qubit to a fresh ancilla qubit. This replaces the classical output wires
by quantum wires.

Lemma A.1 shows that any NC1-circuit can be run on a log-depth quantum circuit with
O(poly(n)) ancilla qubits. Hence, a QNC1-circuit without topology constraints can take the role
of the classical intermediate circuits Ci.

Now, let Vi be the quantum circuit implementing Ci. Then the quantum circuit

B = UkVk . . . U1V1

is a quantum circuit of logarithmic depth simulating A.

4 State preparation in LAQCC

In this section we consider what quantum states we can prepare using an LAQCC circuit beyond
the stabilizer states and Clifford circuits discussed in the previous section. First, we show how to
create a uniform superposition of computational basis states up to size q, where q is not a power of
2. We then use this procedure to create W -states, the uniform superposition over all n-bitstrings
of Hamming-weight 1, and their generalization Dicke-(n, k) states, the uniform superposition over
all n-bitstrings of Hamming-weight k.
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4.1 Uniform superposition of size q

A simple Hadamard gate applied to n qubits prepares the uniform superposition 1√
2n

∑2n−1
i=0 |i⟩.

Preparing the state 1√
q

∑q−1
i=0 |i⟩, the superposition up to size q, is already harder for arbitrary q.

A simple probabilistic approach works as follows: 1) create a superposition 1√
2n

∑2n−1
i=0 |i⟩ with

n = ⌈log2(q)⌉ qubits; 2) mark the states i < q using an ancilla qubit; 3) measure this ancilla
qubit. Based on the measurement result, the desired superposition is found, which happens with
probability at least one half.

The next theorem modifies this probabilistic approach to a protocol that deterministically
prepares the uniform superposition modulo q in LAQCC.

Theorem 4.1. There is a deterministic LAQCC circuit that prepares the uniform superposition of
size q. This circuit requires O(log2(q)

2) qubits.

Proof. Let n = ⌈log2(q)⌉ and define G = {i | 0 ≤ i < q} and B = {i | q ≤ i ≤ 2n − 1}. Construct
the unitary

Uq : |y⟩ |b⟩ 7→

{
|y⟩ |b⊕ 1⟩ if y < q

|y⟩ |b⟩ if y ≥ q
.

The Greaterthan-gate of Table 3 implements the operator Uq, note that this gate requires O(n2)
qubits.

As |G|/2n ≥ 1/2 and known, applying Lemma 3.14 with the sets G and B and the constant-depth
implementation of Uq, gives a LAQCC algorithm that boosts the amplitude of |G⟩ to 1.

Remark 4.2. Note that in Lemma 3.14 it was implicitly assumed that |G|+ |B| is a power of two
(allowing for a simple reflection over the uniform superposition state). This LAQCC implementa-
tion of creating a uniform superposition modulo any q removes this requirement.

4.2 W -state in LAQCC

In this section we consider the Wn-state and how to prepare this state in LAQCC. The Wn-state
is a uniform superposition over all n-qubit states with a single qubit in the |1⟩-state and all others
in the |0⟩-state:

|Wn⟩ =
1√
n

∑
i

|ei⟩ ,

where |ei⟩ is the state with a one on the i-th position and zeroes elsewhere.
A first observation is that the W -state can be seen as a one-hot encoding of a uniform super-

position over n elements. We can label the n states with non-zero amplitude of the W -state with
an index. More precisly, we want to find circuits that implement the following map:

|i⟩ |0⟩ 7→ |0⟩ |ei⟩ , (1)

with i an index and ei the one-hot encoding of i. This index – which equals the position of the
1 – compresses the representation from n to log(n) bits. This compression naturally defines two
operations:

Uncompress: |i⟩log(n) |0⟩n 7→ |i⟩log(n) |ei⟩n , (2)

Compress: |i⟩log(n) |ei⟩n 7→ |0⟩log(n) |ei⟩n . (3)

Implementing both and combining them implements Mapping 1 giving an efficient W -state prepa-
ration protocol.

The Compress and Uncompress operations map between a one-hot and binary represenation
of an integer i. We call the registers containing the binary representation index registers, and the
register containing the one-hot representation the system register. The index registers serve as
ancilla qubits and the W -state is prepared in the system register.
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Lemma 4.3. There exists an LAQCC circuit for any n implementing Uncompress, more specifi-
cally implementing the map: 1√

n

∑n−1
i=0 |i⟩log(n) |0⟩n 7→ 1√

n

∑n−1
i=0 |i⟩ |ei⟩n. This circuit uses O(n log(n))

qubits placed in a grid pattern of size n× (log(n)).

Proof. One column of the grid of length n consists of system qubits placed in a line. Adjacent to
this line are log(n) index qubits. The left grid in Figure 4 shows the initial layout. The same figure
also shows the steps to prepare the W -state in the system qubits.

1√
n

n−1∑
i=0

|i⟩log(n) |0⟩
⊗n−1
log(n) |0⟩n

(1)−−→ 1√
n

n−1∑
i=0

|i⟩⊗n
log(n) |0⟩n

(2)−−→ 1√
n

n−1∑
i=0

|i⟩⊗n
log(n) |ei⟩n

(3)−−→ 1√
n

n−1∑
i=0

|i⟩ |0⟩⊗n−1 |ei⟩n

Step (1) uses fanout-gates to create a fully entangled state between the different index registers.
Step (2) applies Equali gates in parallel from each index register to its corresponding system qubit
to create the state |ei⟩ in the system register. Step (3) uses fanout-gates to disentangle and reset

the index registers. Combined theUncompress operations maps 1√
n

∑n−1
i=0 |i⟩log(n) |0⟩

⊗n−1
log(n) |0⟩n 7→

1√
n

∑n−1
i=0 |i⟩ |0⟩⊗n−1 |ei⟩n as required.

H H Equals0

Equals1

Equals2

Equals3

Ancilla 
qubits

Output qubits

Figure 4: Circuit for the Uncompress operation for n = 4. Shown is a grid of 12 qubits: 8 blue
index qubits, and 4 black system qubits. Each of the four grids represents a single timeslice in the
Uncompress operation.

Lemma 4.4. There exists an LAQCC circuit for any n implementing Compress, more specifically
implementing the map: 1√

n

∑n−1
i=0 |i⟩log(n) |ei⟩n 7→ 1√

n

∑n−1
i=0 |0⟩ |ei⟩n. This circuit uses O(n log(n))

qubits placed in a grid pattern of size n× (log(n)).

Proof. To implement Compress, the index registers are uncomputed using parallel CNOT -
operations, controlled by the system register. These controlled gates commute for different indices
in the system register and hence by Lemma 2.8 a parallel circuit for the uncomputation exists.
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The Compress operation, also shown in Figure 5, consists of the operations:

1√
n

n∑
i=0

|i⟩log(n) |0⟩
⊗n−1
log(n) |ei⟩n

(1)−−→ 1

n

n∑
i,j=0

(−1)i·j |j⟩log(n) |0⟩
⊗n−1
log(n) |ei⟩n

(2)−−→ 1

n

n∑
i,j=0

(−1)i·j |j⟩⊗n
log(n) |ei⟩n

(3)−−→ 1

n

n∑
i,j=0

|j⟩⊗n
log(n) |ei⟩n

(4)−−→ 1

n

n∑
i,j=0

|j⟩log(n) |0⟩
⊗n−1
log(n) |ei⟩n

(5)−−→ 1√
n

n∑
i=0

|0⟩⊗n
log(n) |ei⟩n

Step (1) applies Hadamard gates to the first index register, changing from the computational to
the Hadamard basis, in which the NOT -operation is diagonal; Step (2) uses fanout-gates to create
a fully entangled state in the index registers; Step (3) applies controlled-Z gates, controlled by the
system qubit i and with targets the qubits in the i-th index register corresponding to the ones in
the binary representation of i; Step (4) disentangles the index registers using fanout-gates; and,
Step (5) applies Hadamard gates to clean the index register.

The controlled-Z gates in Step (3) apply phases that precisely cancel the phases already present,
which disentangles the index registers from the system register.

H H H H

Z

Z

Z Z

Figure 5: Circuit for the Uncompress operation for n = 4. Shown is a grid of 12 qubits: 8 blue
index qubits, and 4 black system qubits. Each of the four grids represents a single timeslice in the
Compress circuit.

Theorem 4.5. There exists a circuit in LAQCC that prepares the |Wn⟩ state. This circuit requires
O(n log(n) qubits placed in a grid of size size n× (log(n)).

Proof. The circuit combines the circuits of Theorem 4.1, Lemma 4.3 and Lemma 4.4. It consists
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of three steps:

|0⟩⊗n
log(n) |0⟩n

(1)−−→ 1√
n

n−1∑
i=0

|i⟩ |0⟩⊗n−1 |0⟩

(2)−−→ 1√
n

n−1∑
i=0

|i⟩ |0⟩⊗n−1 |ei⟩

(3)−−→ 1√
n

n∑
i=0

|0⟩⊗n |ei⟩

Step one prepares the uniform superposition over indices, this can be done either by applying a
layer of Hadamard gates, if n is a power of 2, requiring O(log(n)) qubits, or using Theorem 4.1 if n
is not a power of 2 requiring O(log(n)2) qubits.; Step (2) is by Lemma 4.3 and requires O(n log(n))
qubits; and, Step(3) is by Lemma 4.4 and requires O(n log(n)) qubits.

4.3 Dicke states for small k

In this section we generalize our method of preparing the |W ⟩-state in Theorem 4.5 to a more
general set of states, Dicke states. A Dicke-(n, k) state is the uniform superposition over bitstrings
of Hamming weight k and length n (which we again assume to be a power of 2 for simplicity):

|Dn
k ⟩ =

(
n

k

)−1/2 ∑
x∈{0,1}n:|x|=k

|x⟩ . (4)

For k = 1, this state is precisely the W -state. There exists an efficient deterministic method to
prepare a |Dn

k ⟩ state that requires a circuit of width O(n) and depth O(n), independent of k [5].

This methods starts from the |1⟩⊗k |0⟩⊗k−n
state and relies on a recursive formula for the Dicke

state

|Dn
k ⟩ = αk,n

∣∣Dn−1
k

〉
⊗ |0⟩+ βk,n

∣∣Dn−1
k−1

〉
⊗ |1⟩ .

This relation implies a protocol that is inherently sequential, which is unsuited for an LAQCC
implementation.

Instead, we present a LAQCC approach similar to the W -state preparation protocol. We apply
the Uncompress operation of the W -state in parallel to put k ones into the bitstring. This
method allows for the preparation of Dicke states with k = O(

√
n), using O(n2 log(n)3) qubits.

The bound on k comes from the fact that using the Uncompress operation in parallel might cause
overlaps to where the 1’s are put into the system register. Having two ones in the same system
qubit in effects negates the of the Uncompress operation. This gives a similar derivation as the
birthday paradox which implies that the overlaps don’t not happen to often for k = O(

√
n). By

using Lemma 3.14 boosts the amplitudes, and makes the protocol deterministic.
Again, consider two groups of qubits: Index registers with log(n) qubits each; and, system

registers of n qubits each. Contrary to the W -state, the Dicke state requires multiple system
registers during the preparation. The state is prepared in only one system register. Denote the
index registers with subscripts i1 up to ik and the system registers with s1 up to sn. For clarity,
these indices may be omitted if it is clear from the context.

The algorithm consists of four steps:

1. Filling: |0⟩i1 . . . |0⟩ik |0⟩s1 → 1
nk/2

∑n−1
j1,...,jk=0 |j1⟩i1 . . . |jk⟩ik |ej1 ⊕ · · · ⊕ ejk⟩s1

2. Filtering: →
√

(n−k)!
n!

∑n−1
j1 ̸=...̸=jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩

3. Ordering: → 1√
(nk)

∑n−1
j1<···<jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩
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4. Cleaning: → 1√
(nk)

∑n−1
j1<···<jk

|0⟩ . . . |0⟩ |ej1 ⊕ · · · ⊕ ejk⟩

Note that after Filling there is a multiplicity in states. First, Filtering removes those states in
which different indices jl are the same, resulting in an incorrect state in the s1 register. Second,
Ordering removes the multiplicity from having multiple permutations of the index registers cre-
ating the same state in the s1 register, by forcing a choice of ordering on the indices. These two
steps give a unique pairing between index registers and system registers allowing the opperation
Cleaning.

We will now proof that these four steps are achievable in LAQCC and explicitly visualize the
corresponding circuits for n = 4 and k = 2.

Lemma 4.6. There exists a circuit in LAQCC implementing Filling. More precisely implement-
ing the map |0⟩i1 . . . |0⟩ik |0⟩s1 → 1

nk/2

∑n−1
j1,...,jk=0 |j1⟩i1 . . . |jk⟩ik |ej1 ⊕ · · · ⊕ ejk⟩s1 . This circuit

requires O(kn log(n)) qubits.

Proof. To achieve a circuit implementing Filling we use Uncompress from Lemma 4.3 k times in
parallel. Note that two Uncompress operations commute, hence by Lemma 2.8 k Uncompress
operations can be implemented in parallel. Each of these parallel operations require an index
register, a system register and O(n log(n)) extra ancilla qubits.

The correpsonding circuit consists of five steps:

|0⟩i1 . . . |0⟩ik |0⟩s1 . . . |0⟩sk
(1)−−→ 1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩
1√
2n

2n−1∑
l=0

|l⟩s1 |0⟩s2 . . . |0⟩sk

(2)−−→ 1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩
1√
2n

2n−1∑
l=0

|l⟩s1 |l⟩s2 . . . |l⟩sk

(3)−−→ 1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩
1√
2n

2n−1∑
l=0

(−1)(2
j1+···+2jk )·l |l⟩s1 |l⟩s2 . . . |l⟩sk

(4)−−→ 1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩
1√
2n

2n−1∑
l=0

(−1)(2
j1+···+2jk )·l |l⟩s1 |0⟩s2 . . . |0⟩sk

(5)−−→ 1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩s1 |0⟩s2 . . . |0⟩sk

Step (1) brings all index registers in a uniform superposition of size n, use Theorem 4.1 if required,
and one system register in a uniform superposition size 2n; Step (2) uses fan-out gates to create
entangled copies of the system register; Step (3) applies a phase flip between every pair of index
and system register using Uncompress of Lemma 4.3, except instead of applying not gates to
the system registers, apply phase gates; Step (4) uses fan-out gates to disentangle and uncompute
all but one of the system registers; Step (5) applies Hadamard gates on the system register to
obtain the one-hot representation of the index registers. Step(3), the step that requires most
qubits, requires O(n log(n)) qubits for every pair of index and system register, of which there are
k, resulting in the requirement of O(kn log(n)) qubits.

Figure 6 shows these five steps graphically. Ancilla qubits are omitted for clarity. Note that
some of the ji in the index registers may intersect. The next Filtering step takes care of that.

Lemma 4.7. There exists a circuit in LAQCC implementing Filtering. More precisely implement-

ing the map 1
nk/2

∑n−1
j1,...,jk=0 |j1⟩i1 . . . |jk⟩ik |ej1 ⊕ · · · ⊕ ejk⟩s1 →

√
(n−k)!

n!

∑n−1
j1 ̸=...̸=jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩.
This circuit requires O(kn log(n)) qubits.
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Figure 6: Circuit to implement Filling, |0⟩i1 . . . |0⟩ik |0⟩s1 →
1

nk/2

∑n−1
j1,...,jk=0 |j1⟩i1 . . . |jk⟩ik |ej1 ⊕ · · · ⊕ ejk⟩s1 . This circuit requires O(kn log(n)), for n = 4 and

k = 2. A grid of 24 qubits is shown: 16 blue index qubits and 8 black system qubits. Each of the
five grids represents a single timeslice in the circuit.

Proof. First note that the state produced by the Filling step,

1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩s1 ,

contains states in which some of the indices jl overlap. Let |ψ⟩ =
∑

j1 ̸=... ̸=jk
|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩,

be the state in which none of the indices overlap, the desired output state. Then we can write

1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩s1 = α |ψ⟩+ β
∣∣ψ⊥〉 ,

with
∣∣ψ⊥〉 containing the states in which at least two of the indices jl ovelap. Note that〈

ψ
∣∣ψ⊥〉 = 0. α can be exactly calculated by counting the number of quantum states with distinct

ji’s, which gives |α|2 = n!
(n−k)!nk . Lemma A.2 gives a lower bound on |α|2:

|α|2 =
n!

(n− k)!nk
> e

−2k2

n ,

which is at least constant for k = O(
√
n).

The state
∣∣ψ⊥〉 is a superposition of states in which the system register state has Hamming

weight less than k, because at least two of the ji’s are the same causing a cancellation in the system
register. We can use this to create a unitary Uflag that flags

∣∣ψ⊥〉. We implement this in two
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steps:

1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩s1 |0⟩log(k) |0⟩

(1)−−→ 1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩s1 ||ej1 ⊕ · · · ⊕ ejk |⟩ |0⟩

(1)−−→ 1

nk/2

n−1∑
j1...jk=0

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩s1 |0⟩
∣∣∣1|ej1⊕···⊕ejk |==k

〉
= α |ψ⟩ |1⟩+ β

∣∣ψ⊥〉 |0⟩
Where || denotes the Hamming weight of the bit string. Step (1) is achieved by applying a Ham-
mingweight gate from Table 4, this requires O(n log(n)) qubits. Step(2) is achieved by applying an
Exactk gate, this requires O(log(n))2 qubits. Step (2) also undoes the Hammingweight calculation
of step (1) requiring O(n log(n)) qubits.

Now we can use Lemma 3.14 to amplify α to 1, with the oracle Uflag, and Filling the unitary
that creates starting state |ψ⟩. This produces the state√

(n− k)!

(n)!

∑
j1 ̸=...̸=jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩ .

using O(kn log(n)) qubits.

To uncompute the index registers, we have to know which one in the system register corresponds
to which index register, as any permutation of the index registers results in the same state in the
system register. The Ordering step imposes an ordering on the index registers, thereby removing
the redundancy in the ordering.

Lemma 4.8. There exists a circuit in LAQCC implementing Ordering. More precisely implement-

ing the map
√

(n−k)!
n!

∑n−1
j1 ̸=...̸=jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩ → 1√
(nk)

∑n−1
j1<···<jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩.

This circuit requires O(k2 log(n)2) qubits.

Proof. The first step of the LAQCC circuit that implementsOrdering is to evaluate a Greaterthan-
gate on all pairs of index registers, which requires k copies of each index register. We require k
extra qubits per index register to store the outcome of the Greaterthan-gates. The copies of the
index registers are created by doing a fan-out gate. Note that the distribution of the index registers
should be set up in such a way that every possible pair can be compared by a Greaterthan-gate.
We will denote the number of copies needed for every register, not how they are distributed.√

(n− k)!

n!

∑
j1 ̸=... ̸=jk

|j1⟩⊗k |0⟩⊗k
. . . |jk⟩⊗k |0⟩⊗k |ej1 ⊕ · · · ⊕ ejk⟩

(1)−−→

√
(n− k)!

n!

∑
j1 ̸=... ̸=jk

[
|j1⟩⊗k |1j1>j2⟩ . . . |1j1>jk⟩

]
. . .

[
|jk⟩⊗k |1jk>j1⟩ . . .

∣∣1jk>jk−1

〉 ]
|ej1 ⊕ · · · ⊕ ejk⟩ .

Each 1jk>jk′ is an indicator variable that evaluates to one if and only if jk > jk′ . This step
requires O(k2 log(n)2) qubits to perform. Next, we compute and measure the Hamming weight of
the ancilla qubits |1j1>j2⟩ . . . |1j1>jk⟩, using the gate from Table 4. By the Filtering step, all index
registers are distinct, and hence, all measurement results are distinct. The measurement results,
therefore, impose an ordering on the registers.
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(Hammingweight)−−−−−−−−−−−→
√

(n− k)!

n!

∑
j1 ̸=... ̸=jk

[
|j1⟩ |1j1>j2 + · · ·+ 1j1>jk⟩

]
. . .

[
|jk⟩

∣∣1jk>j1 + · · ·+ 1jk>jk−1

〉 ]
|ej1 ⊕ · · · ⊕ ejk⟩

(measure)−−−−−−−→
(
n

k

)−1/2 ∑
j1<···<jk

[
|j1⟩ |0⟩

]
. . .

[
|jk⟩ |k⟩

]
|ej1 ⊕ · · · ⊕ ejk⟩

This step costs O(k2 log(k)) qubits. Assume without loss of generality that the measurement
outcomes impose the ordering j1 < · · · < jk. Otherwise, a permutation of the index registers
achieves the same ordering, using the Permutation gate from Table 1.

Uncomputing the Hamming weights and the Greaterthan-gates gives the state(
n

k

)−1/2 ∑
j1<···<jk

[
|j1⟩ . . . |jk⟩

]
|ej1 ⊕ · · · ⊕ ejk⟩ .

The next Cleaning step will clean the index registers. The Cleaning step cleans the index
registers for the Dicke state in a similar fashion as in the W -state protocol. In the cleaning
process, we have to take the added ordering of the index registers into account. Suppose the l-th
qubit of the system register is a 1. If this is the first 1 in the system register, it belongs to index
register j1, and if it is the m-th 1 it belongs to index register jm. Computing the Hamming weight
of the first l − 1 qubits gives precisely this information. Combined, this shows that if the l-th
qubit is a 1 and the Hamming weight of the first l− 1 qubits equals m, then the l-th qubit should
uncompute the m+ 1-th index register jm+1.

Lemma 4.9. There exists a circuit in LAQCC implementing Cleaning. More precisely implement-
ing the map 1√

(nk)

∑n−1
j1<···<jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩ → 1√
(nk)

∑n−1
j1<···<jk

|0⟩ . . . |0⟩ |ej1 ⊕ · · · ⊕ ejk⟩.

This circuit requires O(n2 log(n)) qubits.

Proof. The first step, as described above, is to aquire the Hamming weight from all the substrings
of the system register. This requires n copies of the system register as well as a log(k) register to
store the hamming weight value, which are created using the fanout gate.(

n

k

)−1/2 ∑
j1<···<jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩ |0⟩
⊗n−1
n |0⟩⊗n

log(n)

(1)−−→

(
n

k

)−1/2 ∑
j1<···<jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩
⊗n |0⟩⊗n

log(n)

(2)−−→

(
n

k

)−1/2 ∑
j1<···<jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩
⊗n

n−1⊗
l=0

∣∣|(ej1 ⊕ · · · ⊕ ejk)[l,n]|
〉
,

where |(ej1 ⊕ · · · ⊕ ejk)[l,n]| denotes the Hamming weight of the substring consisting of qubits l
up until n of the system register. Step (1) copies the system qubits using fan-out gates; Step (2)
computes the Hamming weight of all the qubits 1 up until j − 1 using the Hammingweight-gate
shown in Table 4; Step (3) clean the copies of the system register by applying fan-out. Step(3) is
not shown in the equations but Figure 7 shows graphically how to compute the Hamming weight
in parallel for n = 4 including Step(3). Note that at the end of the calculation, it is convenient to
teleport the Hamming weight registers next to the system register. There are now n new registers
containing the information of the Hamming weight, we will refer to them as the Hamming weight
registers. This step requires O(n2 log(n)) qubits.
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Figure 7: Circuit to implement of the Hamming weight calculation of all qubit strings l to n − 1
in four steps in parallel. The black dots represent system qubits, the pink squares represent log(k)
qubit registers that can count the Hamming weight up until k.

The last step that remains is to clean the k index registers. Cleaning the k index registers
follows similar steps as the Compress method in the W -state protocol, with the added Hamming
weight information taken into account. This step requires k copies of the system registers well
as k copies of the Hamming weight registers. Every index register is paired with one copy of the
system register and a copy of the n Hamming weight registers. Cleaning the j-th register consists
of five steps, similar to the Compress method of the W -state: Step (1) applies Hadamard gates
to bring the index register to phase space, in which CNOT -gates are diagonalized; Step (2) copies
the index register; Step (3) uses the information in the Hamming weight and system register to
apply the phases to the correct index register qubits; Step (4) cleans the index register copies; and,
Step (5) applies Hadamard gates to reset the index register qubits to the |0⟩ state

Figure 8 shows the steps taken to clean a single index register j. The black dots represent the
qubits in the system register and the upper row of blue dots represent the qubits in index register
j. The pink squares represent the ancilla Hamming weight register, where each square represents
a group of log(k) qubits. This step requires O(nk log(k) log(n)) qubits. At the end of the cleanup
the state is as desired:

1√(
n
k

) n−1∑
j1<···<jk

|0⟩ . . . |0⟩ |ej1 ⊕ · · · ⊕ ejk⟩ .

Note that ancilla qubits used in one step can be reused in a later one, as they are cleaned at the
end of every step. We are only interested in the most expensive step in the qubit cost count. The
Cleaning step thus requires O(n2 log(n)) qubits.

H H H H

Z

Z

Z Z

Figure 8: Circuit to clean index register j. The black dots represent qubits in the system register
and the blue dots the index register and its copies. The pink squares represent the ancilla Hamming
weight register and its copies. Each pink square represents a group of log(k) qubits. Each of the
five grids represents a single timeslice in the circuit.

Theorem 4.10. For any n and k = O(
√
n) there exists a LAQCC circuit preparing the Dicke-(n, k)

state, |Dn
k ⟩, using O(n2 log(n)) qubits.
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Proof. The circuit combines the circuits resulting from Lemmas 4.6, 4.7, 4.8 and 4.9. It consists
of four steps:

|0⟩i1 . . . |0⟩ik |0⟩s1
(1)−−→ 1

nk/2

n−1∑
j1,...,jk=0

|j1⟩i1 . . . |jk⟩ik |ej1 ⊕ · · · ⊕ ejk⟩s1

(2)−−→
√

(n− k)!

n!

n−1∑
j1 ̸=... ̸=jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩

(3)−−→ 1√(
n
k

) n−1∑
j1<···<jk

|j1⟩ . . . |jk⟩ |ej1 ⊕ · · · ⊕ ejk⟩

(4)−−→ 1√(
n
k

) n−1∑
j1<···<jk

|0⟩ . . . |0⟩ |ej1 ⊕ · · · ⊕ ejk⟩

Step(1) implements Filling using Lemma 4.6 requiring O(kn log(n)) qubits; Step(2) implements
Filtering using Lemma 4.7 requiring O(kn log(n)) qubits; Step(3) implements Ordering using
Lemma 4.8 requiring O(k2 log(n)2) qubits; Step(4) implements Cleaning using Lemma 4.9 requir-
ing O(n2 log(n)) qubits. After every step ancilla qubits are cleaned, so that they can be reused.
As k = O(

√
n) the largest amount of qubits required for a step is Step(4) requiring O(n2 log(n))

qubits.

Bärtschi and Eidenbenz posed a conjecture on the optimal depth of quantum circuits that
prepare the Dicke-(n, k) state[6]. They give an algorithm for generating Dicke-(n, k) states in
depth O(k log(nk )), given all-to-all connectivity, and conjecture that this scaling is optimal when k
is constant. Our result shows that there is a LAQCC implementation in this regime, when one has
access to intermediate measurements and feed forward. This does not disprove their conjecture.
However the circuits shown here are also accessible in QNC1 by Lemma 3.19, giving “pure” quantum
circuits with depth O(log(n)) for k = O(

√
n) achieving better scaling when k = ω(1).

4.4 Dicke states for all k using log-depth quantum circuits

The previous section gave a constant-depth protocol to prepare the Dicke-(n, k) state for k =
O(

√
n). We developed a different method for creating Dicke-(n, k) states which requires logarithmic

(in n independend of k) quantum depth to prepare Dicke-(n, k), but works for arbitrary k. We
first define what we mean with logarithmic quantum depth:

Notation 4.11. We let LAQCC−LOG refer to the instance LAQCC(QNC0,NC1,O(log(n))), similar
to LAQCC except that we allow for a logarithmic number of alterations between quantum and
classical calculations. This results in a circuit of logarithmic quantum depth.

In this section we show a LAQCC−LOG circuit that creates the Dicke-(n, k) state.
One way of studying the creation of Dicke states is by looking at efficient algorithms that

convert numbers from one representation to another. An example of this is the Uncompress-
Compress method in the W -state protocol, that converts numbers from a binary representation
to a one-hot representation. Dicke states are a generalization of the W -state, hence the one-hot
representation no longer suffices for preparing the state. Instead, we use a construction based on
number conversion between the combinatorial representation and the factoradic representation.
Below we introduce both circuits and present quantum circuits that map between the two. Theo-
rem 4.21 proves that a log-depth quantum circuit with additional log-depth classical computations
can prepare the Dicke-(n, k) state for any k.

4.4.1 Combinatorial number system

An interesting result showed that any integer m ≥ 0 can be written as a sum of k binomial
coefficients [7]. For fixed k, this is even unique as the next lemma shows.
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Lemma 4.12 ([7]). For all integers m ≥ 0 and k ≥ 1, there exists a unique decreasing sequence
of integers ck, ck−1 . . . c1 with cj > cj−1 and c1 ≥ 0 such that

m =

(
ck
k

)
+

(
ck−1

k − 1

)
. . .

(
c1
1

)
=

k∑
i=1

(
ci
i

)
.

This lemma allows for the definition of the combinatorial number representation:

Definition 4.13. Let k ∈ N be a constant. Any integer m ∈ N can be represent by a unique string
of numbers (ck, ck−1 . . . , c1), such that ck > ck−1 · · · > c1 ≥ 0 and ck ≤ m. This string is given
by the unique decreasing sequence of Lemma 4.12. We call this string the index representation
denoted by mindx(k).

The bit string of k ones at indices (ck, . . . , c1) is the m-th bit string with k ones in the lexico-
graphical order. This bit string is called the combinatatorial representation. We denote the m-th
bit string with k ones as mcomb(k).

The W -state protocol used the conversion between the binary representation of a number m
and its combinatorial representation mcomb(1). A generalized number conversion is precisely the
protocol needed to prepare Dicke states.

A sketch of the protocol would be as follows: given positive integers k and n: Create a super-
position state (

n

k

)− 1
2
(nk)−1∑
i=0

|i⟩ |0⟩ ;

Use number conversion to go from label i to icomb(k)

(
n

k

)− 1
2
(nk)−1∑
i=0

|i⟩
∣∣∣icomb(k)

〉
;

Use number conversion from icomb(k) to i to clean up the label register

(
n

k

)− 1
2
(nk)−1∑
i=0

|0⟩
∣∣∣icomb(k)

〉
= |Dn

k ⟩ .

The conversion map from the combinatorial representation to the binary representation is given
by Lemma 4.12. This calculation requires iterative multiplication and addition, both of which are
in TC0, hence this calculation is in TC0.

The converse mapping, from binary to combinatorial representation for given k, can be achieved
by a greedy iterative algorithm: On input m, find the biggest ck such that m ≥

(
ck
k

)
and subtract

this from m: m̃ = m−
(
ck
k

)
. This gives ck and a residual m̃. Repeat this process for m̃: Find the

largest cj such that m̃ ≥
(
cj
j

)
and update residual m̃ = m̃−

(
cj
j

)
, until all cj are found.

This greedy algorithm is inherently linear in k as it requires all previously found {ci}ki=j to find
cj−1. Hence, it is not immediately obvious if and how to achieve this mapping in constant or even
logarithmic depth.

4.4.2 Mapping between factoradic representation and combinatorial number system

A number representation closely related to the combinatorial number representation is the fac-
toradic representation. This number system uses factorials instead of binomials to represent num-
bers.
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Definition 4.14. A sequence y = (yn−1, yn−2, . . . , y0) of integers, such that j ≥ yj ≥ 0 is called a
factoradic, or more explicitly an n-factoradic. The elements of an n-factoradic is called an n-digit.
An n-factoradic y can represent a number m between 0 and n!− 1, in the following way

m =

n∑
j

yj · j!. (5)

For a givenm ∈ {0, . . . , n!−1}, we call the n-factoradic y obeying the equality above, the factoradic
representation of m. Denote Fact(n) as the set of all n-factoradics.

The following lemma shows that Equation 5 is a bijection, showing that the factoradic repre-
sentation is unique.

Lemma 4.15. For k ≥ 0 it holds that:

k∑
i=0

i · i! = (k + 1)!− 1.

Proof. Proof by induction.
BASE STEP: Let k be 0:

0 · 0! = 1!− 1

INDUCTION STEP: Assume the lemma holds for some j, then

j+1∑
i=0

i · i! = (j + 1) · (j + 1)! +

j∑
i=0

i · i = (j + 1) · (j + 1)! + (j + 1)!− 1 = (j + 2)!− 1,

which completes the proof.

This identity allows for using factorials as a base for a number system. The next lemma gives
a log-space algorithm to convert a factoradic representation to its combinatorial representation.

Lemma 4.16. There is a logspace algorithm A that, given k ∈ {0, . . . , n}, and a uniformly random
n-factoradic, outputs a uniformly random n-bit string of Hamming weight k.

Proof. The algorithm A is given k and an n-factoradic y = (yn−1, . . . , y0). It will then output an

n-bit string ycomb(k) = y
comb(k)
n−1 . . . y

comb(k)
0 ∈ {0, 1}n of Hamming weight k, one bit at a time, from

left to right, according to the following rule. Let H>n−j =
∑n−1

i=n−j+1 y
comb(k)
i be the Hamming

weight of the bits produced before we reach bit n− j. Then y
comb(k)
n−j is given by:

(A(y))n−j = y
comb(k)
n−j =

{
1 if yn−j < k −H>n−j

0 otherwise
. (6)

This conversion requires comparing an n-digit with a constant and the Hamming weight of a
bitstring. The only information that A needs to remember, as it goes from bit n − j + 1 to bit
n − j , is the Hamming weight H>n−j of the bits it produced so far, and this can be stored in
logarithmic space.

Now note that the number of factoradic n-digit strings that map to the same combinatorial bit
string is always k!(n − k)!: Let ycomb(k) ∈ {0, 1}n have Hamming weight k. For any bit position

y
comb(k)
n−j , there are n−j+1−(k−H>n−j) possible choices for the n-digit yn−j ∈ {0, . . . , n−j} that

set y
comb(k)
n−j = 0. For the leftmost index n− j such that y

comb(k)
n−j = 0, it holds that H>n−j = j− 1,

and then there are n− k possible n-digits yn−j that set y
comb(k)
n−j = 0. Then, for the second index

n−j such that y
comb(k)
n−j = 0 it holds that H>n−j = j−2, hence there are n−k−1 possible n-digits
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yn−j causing y
comb(k)
n−j = 0. And so forth. This results in (n− k)! different possible choices for the

(n− k)-many n-digits where ycomb(k) = 0.

Similarly, for the leftmost position n − j where y
comb(k)
n−j = 1, there are k possible choices for

the n-digit yn−j that cause y
comb(k)
n−j = 1. The second leftmost position n − j gives k − 1 possible

choices, and so forth, for a total of k! possible settings of the k-many n-digits where ycomb(k) = 0.
Combined, we conclude that, for every n-bit string ycomb(k) ∈ {0, 1}n of Hamming weight k,

there are exactly (the same number of) k!(n−k)! n-factoradics y such that A(y) = ycomb(k). Hence,
a uniformly random n-factoradic is mapped by A to a uniformly random n-bit string of Hamming
weight k, as claimed.

This lemma gives a logspace algorithm to convert a uniformly random n-factoradic to a uni-
formly random n-bit string of Hamming weight k, for any k. It is well known that logspace is
contained in TC1, allowing this calculation to be performed in parallel log-depth when one has
access to threshold gates [25]. As we saw in Section 3.3, we can compute a threshold gate in
LAQCC. Hence, an LAQCC−LOG can perform any TC1 calculation. We conclude:

Corollary 4.17. The following map can be implemented in LAQCC−LOG.

1√
n!

∑
y∈Fact(n)

|y⟩ |0⟩ −→ 1√
n!

∑
y∈Fact(n)

|y⟩ |A(y)⟩ .

In the next lemma, we show that a TC0 circuit can implement the inverse of A.

Lemma 4.18. There exists a TC0 algorithm which, when given an n-bit string ycomb(k) of Ham-
ming weight k, a uniformly-random k-factoradic, and a uniformly-random (n− k)-factoradic, out-
puts a uniformly random n-factoradic y among those such that A(y) = ycomb(k).

Proof. The conversion can be done in parallel, generating an n-digit for every bit in ycomb(k) =
yn−1 . . . y0 ∈ {0, 1}n. Recall that we are given as input a uniformly-random k-factoradicOk−1 . . . O0

and a uniformly-random (n− k)-factoradic Zn−k−1 . . . Z0.
For every bit position n − j, for 1 ≤ j ≤ n, calculate the Hamming weight of the bits from

n− j + 1 to n− 1: H>n−j =
∑n−1

i=j+1 y
comb(k)
i . Recall that iterated addition is in TC0 [53].

If y
comb(k)
n−j = 1, set yn−j = Ok−H>n−j . This gives us a uniform random n-digit between 0 and

k − H>n−j − 1. If y
comb(k)
n−j = 0, set yn−j = k − H>n−j + Zn−k−H>n−j

. Note that this gives us
a uniform random n-digit between k − H>n−j and n − j. By construction, it now follows that
A(y) = ycomb(k). Computing each n-digit in this way requires summation and indexing, both of
which are in AC0 ⊆ TC0 [53].

Remark 4.19. The above algorithm establishes a bijection (ycomb(k), Z,O) ↔ y between triples
(ycomb(k), Z,O) with ycomb(k) ∈ {0, 1}n of Hamming weight k, Z ∈ Fact(n − k) and O ∈ Fact(k)
and n-factoradics y ∈ Fact(n). Let (A(y),Z(y),O(y)) be the image of an n-factoradic y under
this bijection. The previous lemma shows that one can compute y from (ycomb(k), Z,O) in TC0.
It is not hard to see that the map (A(y), y) 7→ (A(y), y,Z(y),O(y)) is also in TC0. Indeed, to
find Z(y) and O(y), we need only invert the two defining equalities yn−j = Ok−H>n−j and yn−j =
k −H>n−j + Zn−k−H>n−j

.

Corollary 4.20. The following map can be implemented in LAQCC.(
n
k

)− 1
2 ∑
ycomb(k)

|0⟩
∣∣∣ycomb(k)

〉
−→ 1√

n!

∑
y∈Fact(n)

|y⟩ |A(y)⟩

where ycomb(k) ranges over all n-bit strings of Hamming weight k.
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Proof. The transformation consists of three steps:(
n

k

)− 1
2 ∑
ycomb(k)

∣∣∣ycomb(k)
〉
|0⟩ |0⟩ |0⟩

(1)−−→
(
n

k

)− 1
2 ∑
ycomb(k)

∣∣∣ycomb(k)
〉n−k−1⊗

j=0

j∑
i=0

|i⟩

k−1⊗
j=0

j∑
i=0

|i⟩

 |0⟩

=
1√
n!

∑
ycomb(k)

∣∣∣ycomb(k)
〉 ∑

Z∈Fact(n−k)

|Z⟩

 ∑
O∈Fact(k)

|O⟩

 |0⟩

(2)−−→ 1√
n!

∑
y∈Fact(n)

|A(y)⟩
∣∣∣Ẑ(y)〉 ∣∣∣Ô(y)

〉
|y⟩

(3)−−→ 1√
n!

∑
y∈Fact(n)

|A(y)⟩ |0⟩ |0⟩ |y⟩

Step (1) prepares a uniform superposition over all n-factoradics using Theorem 4.1. Step (2) is
Lemma 4.18, and Step (3) follows from Remark 4.19. In the above steps we implicitly used that
the inverse of the used LAQCC operations are also LAQCC operations. Even though it is unclear
if this inverse-property holds in general, it does hold for the considered LAQCC operations. The
measurement steps, which might not be reversible, in this algorithm are used to implement fan-out
gates. The inverse of a fan-out gate is the fan-out gate itself and hence is contained in LAQCC.

Theorem 4.21. There exists a LAQCC−LOG-circuit for preparing Dicke-(n, k) states, for any
natural numbers n and k ≤ n, it use O(poly(n)) qubits.

Proof. The circuit combines the circuits resulting from Lemma 4.16 and Lemma 4.18.
It consists of three steps:

|0⟩⊗n log(n) |0⟩⊗n (1)−−→ 1√
n!

n−1⊗
j=0

j∑
i=0

|i⟩

 |0⟩⊗n
=

∑
y∈Fact(n)

|y⟩ |0⟩

(2)−−→ 1√
n!

∑
y∈Fact(n)

|y⟩ |A(y)⟩

(3)−−→
(
n
k

)− 1
2 ∑
y∈Fact(n)

|0⟩ |A(y)⟩ = |Dn
k ⟩ .

Step (1) prepares a uniform superposition over all n-factoradics using Theorem 4.1; Step (2) is by
Corollary 4.17; and, Step (3) reverses the algorithm of Corollary 4.20.

5 Complexity results for LAQCC(Q, C, d)
Up until now we have considered the class LAQCC. In this section, we investigate the state-
preparation complexity of LAQCC(Q, C, d) when we increase the power of the quantum circuits to
polynomial depth, and we allow for unbounded classical computational power.

Notation 5.1. The class LAQCC∗ is the instantiation LAQCC(QPoly(n),ALL,poly(n)): The class
of polynomially many alternating polynomial-sized quantum circuits and arbitrary powerful clas-
sical computations, together with feed-forward of the classical information to future quantum
operations. The quantum computations are restricted to all single-qubit gates and the two-qubit
CNOT gate.
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Recall the definition of State-classes:

Definition 3.4. Let Hn be a Hilbert space on n qubits, then define

StateXn,ε = {|ψ⟩ ∈ Hn | ∃X-circuit A : ⟨A |0⟩⊗n
, |ψ⟩⟩ ≥ 1− ε}.

This is the subset of n-qubit states |ψ⟩ such that there exists a circuit corresponding to the class
X that prepares a quantum state that has inner product at least 1− ε with |ψ⟩.

Define StateXε =
⋃

n∈N StateXn,ε.

From which we directly have a definition for the class StateLAQCC∗
ε for any ε > 0.

Remark 5.2. Note that for any non-zero ε, we can restrict ourselves to finite universal gate-sets.
The Solovay-Kitaev theorem [27, 35] says that any multi-qubit unitary can be approximated to
within precision δ by a quantum circuit with size depending on δ. Therefore, with a finite universal
gate-set, any LAQCC∗ circuit with a continuous gate-set can be approximated by an LAQCC∗ circuit
with gates from the finite set.

To upper bound the state preparation complexity of LAQCC∗, we compare it to the class
PostQPoly and its circuit variant.

Definition 3.6. The class PostQPoly consists of all polynomial-sized quantum circuits with one
extra qubit, where the outcome state is considered conditional on the extra qubit being in the one
state. If the extra qubit is in the zero state, the output state may be anything.

The class StatePostQPolyn,ε consists of all n-qubit states |ψ⟩ for which a polynomial-sized
quantum circuit exists that prepares a state that, conditional on the extra qubit being one, has
inner product at least 1− ε with |ψ⟩.

Next, we prove StateLAQCC∗
ε ⊆ StatePostQPolyε. Section 3.5 describes how any LAQCC circuit

decomposes in alternating unitaries, measurements and classical calculation layers. A similar
decomposition follows for LAQCC∗ circuits: Any LAQCC∗ can be written as

Π
poly(n)
i=0 MiUi(yi)Ci(xi) |0⟩⊗poly(n)

, (7)

where each xi ∈ {0, 1}∗ denotes the measurement outcome of the i-th measurement layer and
yi ∈ {0, 1}∗ the output bitstring of the i-th classical calculation layer. Note, all xi and yi have length
at most polynomial in n. The Ui’s denote unitary operations that represent a polynomial-deep
quantum circuit consisting of single qubit gates and the two-qubit CNOT gate. The Mi’s denote a
measurement of a subset of the qubits, and the Ci’s represent unbounded classical computations,
with input xi.

Theorem 5.3. It holds that StateLAQCC∗
ε ⊆ StatePostQPolyε.

Proof. Fix ε > 0 and a positive integer n and let |ψ⟩ ∈ StateLAQCC∗
ε. By definition, there exists

an LAQCC∗ circuit A = Π
poly(n)
i=0 MiUi(yi)Ci(xi), which prepares a state |ϕ⟩ with inner product at

least 1− ε with |ψ⟩.
Then consider the following PostQPoly-circuit: Let B = Π

poly(n)
i=0 Equalxi

(xi)Ui(yi) |0⟩⊗poly(n)
,

where the yi are hardwired. The Equalxi
gate replaces the measurement layer Mi, by checking if

the subset of qubits that would be measured are in |xi⟩ computational basis state. It stores the
output in an ancilla qubit. As a last step, apply an ANDpoly(n)-gate on the ancilla qubits, which
hold the outputs of the Equalxi gates, and store the result in an ancilla qubit. Conditional on this
last ancilla qubit being one, the circuit prepares the state |ϕ⟩.

Figure 9 gives a schematic overview of the proof and the translation of an LAQCC∗ circuit in a
PostQPoly-circuit.

An interesting direction for future work is to extend the inclusion proved above to a true
separation or an oracular separation. One approach is to use a similar oracle as used in [3] to
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Figure 9: Schematic idea of transforming an LAQCC∗ circuit for generating |ψ⟩ into a PostQPoly
circuit.

separate QMA and QCMA with respect to an oracle and use a counting argument to argue that
StateLAQCC∗

ε
O ̸= StatePostQPolyOε , for some oracle O and ε = 1 − 1

poly(n) . The LAQCC model

allows for a constant number, more than one, of rounds of measurements and corrections. This
was required for our three new state generation protocols. However other models considered only
one round of measurements and corrections, for instance in the paper [39]. One may wonder if
there is a hierarchy of model power allowing one or multiple measurements, and if there is a way
to reduce the number of measurements rounds. A starting effort towards classifying types of states
based on such a hierarchy can be found in [49]. It would be interesting to see a more extensive
complexity theoretic analysis comparing models with different number of allowed rounds.
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[24] Peter Høyer and Robert Špalek. Quantum fan-out is powerful. Theory of Computing, 1(5):81–
103, 2005.

31



[25] David S. Johnson. A catalog of complexity classes. In Algorithms and Complexity, pages
67–161. Elsevier, 1990.

[26] Richard Jozsa. An introduction to measurement based quantum computation. NATO Science
Series, III: Computer and Systems Sciences. Quantum Information Processing-From Theory
to Experiment, 199:137–158, 2006.

[27] A Yu Kitaev. Quantum computations: algorithms and error correction. Russian Mathematical
Surveys, 52(6):1191–1249, December 1997.

[28] G. L. Long. Grover algorithm with zero theoretical failure rate. Phys. Rev. A, 64:022307, 7
2001.

[29] Dmitri Maslov and Martin Roetteler. Shorter stabilizer circuits via bruhat decomposition and
quantum circuit transformations. IEEE Transactions on Information Theory, 64(7):4729–
4738, 2018.

[30] Tony Metger and Henry S. Yuen. stateqip = statepspace. ArXiv, abs/2301.07730, 2023.

[31] Cristopher Moore. Quantum circuits: Fanout, parity, and counting. arXiv preprint
arXiv:quant-ph/9903046, 1999.

[32] Yoshifumi Nakata and Mio Murao. Diagonal quantum circuits: Their computational power
and applications. The European Physical Journal Plus, 129(7), jul 2014.

[33] Matthew Neeley, Radoslaw C. Bialczak, M. Lenander, E. Lucero, Matteo Mariantoni, A. D.
O’Connell, D. Sank, H. Wang, M. Weides, J. Wenner, Y. Yin, T. Yamamoto, A. N. Cleland,
and John M. Martinis. Generation of three-qubit entangled states using superconducting
phase qubits. Nature, 467(7315):570–573, September 2010.

[34] Michael A. Nielsen and Isaac L. Chuang. Quantum Computation and Quantum Information.
Cambridge University Press, 2010.

[35] Michael A. Nielsen and Isaac L. Chuang. Quantum Computation and Quantum Information.
Cambridge University Press, June 2012.

[36] Yingkai Ouyang. Permutation-invariant quantum codes. Physical Review A, 90(6):062317,
2014.
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A Useful lemmas

This section gives two lemmas. The first lemma upper bounds the computational power of LAQCC.
The second lemma helps in preparing Dicke states for k ∈ O(

√
n).

Lemma A.1. Let Π = (Πyes,Πno) be a decision problem in NC1. Then there is a uniform log-depth
quantum circuit that decides on Π.

Proof. Let B be the uniform Boolean circuit of logarithmic depth deciding on Π. As Π ∈ NC1,
such a circuit exists.

For fixed input size n, write B as a Boolean tree of depth O(log(n)), with at its leaves the n
input bits xi and as root an output bit. This Boolean tree directly translates in a classical circuit
using layers of AND, OR and NOT gates.
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Each of these gates has a direct quantum equivalent gate, provided that we use ancilla qubits:
First replace all OR gates by AND and NOT gates. Then replace all AND gates by Tofolli gates,
which has three inputs. The third input is a clean ancilla qubit and will store the AND of the
other two inputs. Finally, replace all NOT gates by X-gates.

Lemma A.2. Let n, k ∈ N and k < n
2 then:

n!

nk(n− k)!
> e−

2k2

n

Proof. The result follows by a simple computation

n!

nk(n− k)!
= e

∑k
i=1 log(1− i

n )

> e
∑k

i=1
−i
n−i

> e
∑k

i=1
−i

n−k

> e−
k2

n−k

> e−
2k2

n ,

where we use that log(1 + x) ≥ x
1+x for x > −1.

B Gate implementations

B.1 Equality-gate

Define the Equality gate on two n-qubit computational basis states as

Equality : |x⟩ |y⟩ |0⟩ 7→ |x⟩ |y⟩ |1x=y⟩ .

This gate is implemented in three steps: (1) subtract the first register from the second using a
subtraction circuit; (2) apply Equal0 on the second register and store the result in the third register;
(3) add the first register to the second, undoing the subtraction computation:

|x⟩ |y⟩ |0⟩ −−→
(1)

|x⟩ |y − x⟩ |0⟩

−−→
(2)

|x⟩ |y − x⟩ |1x=y⟩

−−→
(3)

|x⟩ |y⟩ |1x=y⟩

Addition and subtraction both have width O(n2), which, as a result, the Equality-gate also has.

B.2 Greaterthan-gate

Define the Greaterthan gate on two n-qubit computational basis states as

Greaterthan : |x⟩ |y⟩ |0⟩ 7→ |x⟩ |y⟩ |1x>y⟩ .

This gate is implemented in four step: (1) Add an extra clean qubit to the second register and
interpret this as an n+1-qubit register with most significant bit zero; (2) subtract the first register
from the second. The subtraction is modulo 2n+1; (3) apply a CNOT-gate from most significant
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bit of the second register to the third register; (4) add the first register to the second, undoing the
subtraction computation:

|x⟩ |y⟩ |0⟩ −−→
(1)

|x⟩ |0y⟩ |0⟩

−−→
(2)

|x⟩
∣∣y − x mod 2n+1

〉
|0⟩

−−→
(2)

|x⟩
∣∣y − x mod 2n+1

〉
|1x>y⟩

−−→
(3)

|x⟩ |0⟩ |y⟩ |1x>y⟩

This construction works, as after step (2), the most significant bit of the second register is one,
precisely if x is larger than y.

Addition and subtraction both have width O(n2), which, as a result, the Greaterthan-gate also
has.

B.3 Exactt-gate

Define the Exactt gate on an n-qubit computational basis state as

Exactt : |x⟩ |0⟩ 7→ |x⟩
∣∣1|x|=t

〉
.

Here, |x| denotes the Hamming weight of the n-bit string x.
This gate follows by combining the Hammingweight-gate and the Equality-gate: First, compute

the Hamming weight of x in an ancilla register and then apply the Equality gate to check that this
ancilla register equals t.

Another approach is to modify the circuit for OR slightly. In the OR-reduction step, add a gate
RZ(−φt), which adjusts the angle to be zero precisely if |x| = t (see Theorem 4.6 of [24]). Then
apply the circuit for OR and negate the output. The circuit for OR evaluates to zero, precisely if
the input had Hamming weight t.

B.4 Thresholdt-gate

Define the Thresholdt gate on an n-qubit computational basis state as

Thresholdt : |x⟩ |0⟩ 7→ |x⟩
∣∣1|x|≥t

〉
.

Taking the OR over the outputs of Exactj-gates for all j ≥ t, gives the Thresholdt-gate. An
improved implementation with better scaling in t is given in Theorem 2 of [46].

A weighted threshold gate uses weights wi and evaluates to one precisely if
∑

i wixi ≥ t. Assume
without loss of generality that

∑
i wixi evaluates to an integer. Otherwise, we can use the same

ideas, but up to some precision.
Use the same OR-reduction as for the normal threshold gate. Instead of rotations RZ(φ) con-

trolled by xi, we use rotations RZ(wiφ) controlled by xi. This implements the weighted threshold
gate.
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