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ABSTRACT
This study uses a mixed between- and within-subjects test design
to evaluate the influence of interactive formats on the quality of
binaurally rendered 360◦ spatial audio content. Focusing on eco-
logical validity using real-world recordings of 60 s duration, three
independent groups of subjects (𝑁3 = 18) were exposed to three
formats: audio only (A), audio with 2D visuals (A2DV), and audio
with head-mounted display (AHMD) visuals. Within each inter-
active format, two sessions were conducted to evaluate degraded
audio conditions: bit-rate and Ambisonics order. Our results show
a statistically significant effect (𝑝 < .05) of format only on spa-
tial audio quality ratings for Ambisonics order. Exploration data
analysis shows that format A yields little variability in exploration,
while formats A2DV and AHMD yield broader viewing distribu-
tion of 360◦ content. The results imply audio quality factors can be
optimized depending on the interactive format.
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1 INTRODUCTION
Interactive media experiences allow users to consume the same
content in multiple different ways upon each viewing. For 360◦
video content combined with spatial audio, users can choose to
look in any direction at any time and hear audio that reflects their
head/camera movements. In many cases, this interactive content
can be consumed in multiple ways, either simply via headphones
(e.g., spatial audio podcasts, music, live performance broadcasts),
over a display (desktop or portable devices), or inside virtual real-
ity (VR) using head-mounted displays (HMDs). When consuming
content across these interactive formats, various levels of sensory
integration can occur between our auditory and visual systems and
vestibular stimulation (i.e., gravity- and motion-receptors). In turn,
cross-modality effects occur, which may impact our perception and
cognition of sensory input streams [5, 54, 73, 85]. Consequently,
our experience and formations of judgments (quality, spatial, or
otherwise) may change.

Extensive research has been done regarding quality criteria and
methods for uni-modal audio or video evaluations [13, 50, 56, 70, 81].
With the interest in VR systems increasing, the number of studies on
multi-modal quality and cross-modal influences has been growing
over the previous decade, leading to more insight into aspects such
as presence and plausibility [9, 17, 25, 33, 36, 53]. However, many
studies directed toward audiovisual cross-modality impairments
do not consider the interactive format (e.g., HMDs or 2D displays)
and the additional sensory information these mediums bring as
an independent variable. Moreover, few studies are available that
evaluate audio quality in multi-modal settings using ecologically
valid stimuli or experimental conditions. Many of the methods and
behavioral constraints are typical for a laboratory context which
aims to minimize confounding factors or assist in discerning quality
differences. However, evaluating test stimuli such as pink noise or
anechoic sources in this setting, with the ability to compare between
quality conditions or restricted movements, for example, will de-
tract from a more naturalistic immersive experience. Indeed, a large
appeal of spatial audio is to assist in creating immersion, encourage
exploration within interactive experiences [48, 60], guide visual
attention, and facilitate cognitive scene analysis. Consequently, au-
dio quality evaluations with free exploration, with stimuli more
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representative of real-world environments, using methods more
focused on a single presentation of conditions, may yield results
more applicable to natural experiences.

In this study, we investigate subjective audio quality within three
multi-modal interactive formats. By employing binaurally rendered
head-tracked spatial audio with: no video, interactive video via
2D display, and interactive video via HMD, influences from cross-
modality effects and interaction types on subjective audio quality
judgments and exploration behavior can be identified. The auditory
conditions used are induced by audio bit-rate compression and
Ambisonics spatial resolution, both highly relevant for spatial audio
delivery in immersive experiences [24]. The method of evaluation
is the single stimulus absolute category rating (ACR) [32]. To focus
this study, the following hypothesis statements are drawn:

• H1: There is a significant interaction effect of interactive
format and bit-rate on overall audio quality.

• H2: There is a significant interaction effect of interactive
format and Ambisonics order on spatial audio quality.

• H3: Ecologically valid content can be used to determine
quality differences in presented conditions.

• H4: Interactive format has a significant effect on subjects’
exploration behavior for both degradation types.

The remainder of this article is structured as follows. Section 2
visits relevant literature regarding cross-modality interaction, fo-
cusing on audio-visual integration for multimedia content. Addi-
tionally, a basic description of immersive audio is given, including
appropriate quality studies related to Ambisonics, bit-rate, and local-
ization. Section 3 describes the evaluation paradigm used, method,
and independent variables, followed by an outline of the evalua-
tion procedure in Section 4. Section 5 then presents the results of
the subjective evaluation and exploration data. These results are
discussed in Section 6, with a focus on the presented hypotheses.
Finally, the article ends with a conclusion in Section 7.

2 BACKGROUND
2.1 Cross-Modality Effects
2.1.1 Sensory Integration. Sensory integration is the process that
combines our independent sensory streams into a single unified
percept, distinct from the cognition of the individual channels [76].
The integration of spatial-temporally coherent audio and visual
input can enhance neurological response to the stimuli. However,
sufficiently synchronously distinct audio and visual input will not
be optimally integrated with one another and thus not meet the
neurological specifications for enhancement [75]. In the latter case,
attention may be directed or dominated towards the more potent
stimulus depending on factors such as context, task, memory, emo-
tional affect, or experience [2, 74]. Sensory integration can also give
rise to phenomena where the dominance of a particular sensory
input compensates for an otherwise spatially, temporally, or se-
mantically incongruent secondary modality. Common audio-visual
examples are the ventriloquist effect [1] or McGurk effect [73].
For interactive audio-visual media experiences, there is a great in-
terest in researching cross-modality effects to better understand
perceptual thresholds and quality criteria.

2.1.2 Evaluation of Cross-Modality in Multimedia. In 1999, Rimell
and Hollier published a novel architecture towards a multi-sensory
perceptual model [64]. Using a 5-point ITU scale [32] they evaluated
audio with a range of bit-rates, and video quality degraded via white
noise and ‘edge busyness’. Their results demonstrated that quality
ratings for single modalities are influenced by the perceived quality
of another, and the degree to which this is present is dependent on
the content type. This is supported by Storms and Zyda [77], who
investigated the cross-modal interactions of pixel resolution and
Gaussian white noise level in the visual domain, against sampling
frequency and Gaussian white noise level in the auditory domain.
Regarding future work, the authors highlight the need to investi-
gate other quality parameters and to augment the experiment to
VR where new perceptual phenomena may be observed. Given its
importance within multimedia experiences, bit-rate has been in-
volved as an audio quality parameter in many more cross-modality
evaluations [22, 42, 43, 49, 59, 87]. Many of these evaluations aim
to determine the impact of audio-visual degradations on overall
audiovisual quality using subjective and/or objective methods. Fur-
ther audio degradations in cross-modal studies include background
noise, clipping, echo, packet-loss, and chopping in transmission set-
tings [20, 23, 44, 46]. However, there is little research addressing
the medium of interaction with immersive spatial audio content
as a third factor. For interactive multimedia experiences, address-
ing the mode of interaction and their inherent modalities (e.g.,
audio, visual, and vestibular systems) may yield further insight into
cross-modality effects and their perceptual impact when evaluating
aspects of spatial audio quality. Moreover, when spatial audio is
employed in quality evaluation cross-modality research [73], it is
seldom in an interactive setting, or to evaluate the impact of the
interaction type. Given that spatial audio is a supporting pillar in
creating immersion for interactive content, it seems pertinent to
address the impact vestibular stimulation and sensory integration
may have on quality judgments of various audio degradations.

2.2 Audio for Interactive Virtual Environments
2.2.1 Authoring Immersive Audio. The three main workflows avail-
able for authoring audio for immersive experiences are channel-
based, object-based, and scene-based [31, 58, 69, 88]. In object-based
audio, sources are treated as individual entities that are rendered at
a specific location, agnostic to the reproduction format. This is op-
posed to channel-based content that is designed and authored to be
reproduced over a specific reproduction setup [26]. For VR, object-
based audio can include multiple stages within a source-receiver
rendering pipeline to realize properties such as early reflections, oc-
clusion, diffraction, reverberation, directivity, etc [63, 79, 82]. Such
implementation provides access to many parameters within the
acoustic auralization during run-time. Consequently, the object-
based approach lends itself to highly non-linear content [78] and a
complementary counterpart to computer-generated imagery. Scene-
based audio combines elements of both channel- and object-based,
where the number of audio signals is fixed (as with channel-based
content), but has no direct relationship to the reproduction format
(as with object-based audio) [57]. Ambisonics audio, a scene-based
approach, can be used to describe the 3D sound field. In doing so,
all aspects, such as reverberation, reflections, directivity, etc., are
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inherently recorded. When paired with 360◦ video, Ambisonics is
an attractive solution for providing spatial audio for streaming and
video platforms such as Facebook, YouTube, and even web-browser-
based solutions [61]. The content can be experienced over multiple
devices such as phones, monitors, or head-mounted displays where
the Ambisonics signals can be binaurally rendered to headphones
and rotated to reflect subjects’ head/camera movements [72].

2.2.2 Ambisonics Foundation. Ambisonics is a description of the
spherical sound field pressure as a function of time using a set
of three-dimensional orthogonal basis functions, referred to as
spherical harmonics [28, 90]. Figure 1 depicts the spherical harmonic
directivity patterns. For audio-specific implementations, the AmbiX
format was proposed to standardize aspects such as normalization
and channel ordering [51], and is commonly used in Ambisonics
databases (e.g., [16, 66]). As shown in Figure 1, with an increasing
Ambisonics order 𝑛, the number of spherical harmonic directivity
patterns used to decompose the sound field will increase, resulting
in a greater spatial resolution [21]. The addition of this spatial
information comes at the cost of increased requirements for storage
and transmission [52]. For an Ambisonics order of 𝑛 = 0, the scene
will have a single omnidirectional signal containing zero spatial
information. For 𝑛 = 1, referred to as 1𝑠𝑡-order Ambisonics (FOA),
the Ambisonics will result in four channels that are essentially
comprised of the initial omnidirectional signal plus three orthogonal
figure-8 polar patterns. Ambisonics signals of order 𝑛 ≥ 2 are
referred to as higher-order Ambisonics (HOA). Although the de-
facto opinion of FOA is that it is generally insufficient to accurately
localize direct sounds [19], it is not clear as to what order yields
a sufficiently high perceptual spatial quality, particularly in the
context of any multi-modal and/or interactive scenario.

2.2.3 Ambisonics Evaluation. Several studies have been conducted
regarding localization accuracy, compression, and quality of Am-
bisonics audio. Narbutt et al. [52] evaluated the perceptual quality
of compressed FOA and 3𝑟𝑑-order Ambisonics signals at a variety
of bit-rates using the OPUS 1.2 codec [84]. The evaluation method
chosen was a multiple-stimulus with hidden reference and anchor
(MUSHRA) [30] which utilizes an open reference of the known high-
est quality, with selected short (7 - 15 s) critical listening items. The
quality criteria were listening quality, i.e., the perceived quality of a
condition compared to the reference; and localization accuracy i.e.,
the localization of sound sources compared to the reference. Their
results highlight the increased localization accuracy of HAO over
FOA conditions, in addition to the impact of encoding scheme used
for channel compression on listening quality. Moreover, quality
ratings also differ with regard to content type, a known phenome-
non within perceptual quality evaluations [37]. Results obtained
by Rudzki et al. [67] show that bit-rate had minimal impact on
localization accuracy which was dictated largely by Ambisonics
order. However, bit-rate did have a significant impact on timbral
quality which, as timbre significantly influences the overall audio
quality, would support findings from [52]. Strictly focusing on bit-
rate, Sen et al. [71] and Peters et al. [57] highlight the improved
encoding quality of HOA using the MPEG-H codec compared to
other approaches. To combat high bandwidth consumption due
to the channel size of HOA content, the MPEG-H codec [26] was
developed through competitive standardization efforts to include

an efficient compression scheme for HOA signals. Instead of com-
pressing individual channels, the Ambisonics signal is spatially
decomposed into salient and background signals, which are then
compressed in several transport channels. Consequently, the salient
sources retain a higher proportion of bits than less spatially relevant
background signals (see [29] for a detailed description). Perceptual
evaluations using the MUSHRA method [30] and a mixture of 3𝑟𝑑 ,
4𝑡ℎ, and 6𝑡ℎ order Ambisonics show that even at lower bit-rates,
the MPEG-H encoder-decoder pipeline still performs in the "good"
range on a MUSHRA scale.

Regarding the Ambisonics order, numerous studies have been
conducted using specific localization tests either via the method of
adjustment [11, 67, 80], or acoustic/physical pointing [6, 10, 28, 62].
All these studies show improved localization accuracy of HOA over
FOA. Thresh et al. [80] compared not only the localization of FOA
and HOA (3𝑟𝑑 and 5𝑡ℎ order) conditions but also between a real
loudspeaker array and virtually rendered binaural sources over
headphones. Their results show that for both groups the largest
improvement of localization accuracy was from 1𝑠𝑡 to 3𝑟𝑑 order
Ambisonics, with marginal improvement from 3𝑟𝑑 to 5𝑡ℎ order.
However, such differences were only observable once outliers had
been removed for source positions which are more challenging
to localize. During the listening test, subjects were instructed to
maintain a forward-facing position, and thus, no head movements
could be used to help determine source locations. As even small
head movements can be used to significantly reduce localization
confusion [3], it is unclear if the same results would be observed
given free exploration. The same observations of reduced localiza-
tion error between 1𝑠𝑡 , 3𝑟𝑑 and 5𝑡ℎ order Ambisonics were also
reached by Rudzki et al. [67]. Considering more potential cross-
modality and situational effects discussed in Section 2.1, Huisman
et al. [28] evaluated Ambisonics source localization with differing
visual information. Comparing the results of Ambisonics orders
from blindfolded subjects, the most pronounced localization error
was found using FOA, particularly at increased azimuth angles, con-
sistent with results from [80]. Furthermore, their results aggregated
over HOA conditions indicate that localization error is decreased
with the addition of real or virtual visuals.

Lastly, many of the studies above utilize noise or non-reverberant
single instrument recordings for localization evaluations [6, 10, 28,
62, 67, 80]. However, there is a growing interest in utilizing stim-
uli that departs from clinical laboratory settings. This ecologically
valid content provides an opportunity to understand quality aspects
in more acoustically complex environments more representative of
real-life-like settings [86]. In the context of this study, understand-
ing if ecologically valid content can be used to evaluate certain
audio quality aspects (i.e., bit-rate and dimensions of spatial qual-
ity) will lend further support to experiments that are targeted at
evaluating technology for interactive, immersive experiences.

3 METHOD
To evaluate the proposed hypothesesH1 andH2, a mixed between-
and within-subject test design is used. To provide applicability to
real-life interactive content experiences and to understand if quality
differences can be discerned in using less clinical program material,
a focus on using ecologically valid stimuli is employed to evaluate
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Figure 1: First 25 spherical harmonic directivity patterns in AmbiX channel ordering, of orders 𝑛 ≤ 4, and index𝑚 denoting the
degree for each order limited by −𝑛 ≤ 𝑚 ≤ 𝑛.

H3 (described in Section 3.1). The between-subject aspect presents
different interactive formats to three different subject groups (de-
scribed in Section 3.2). Within each of the three subject groups, two
test sessions were conducted that targeted two aspects related to the
perception of immersive audio for VR, using Ambisonics (described
in Section 3.3). Both test sessions were conducted using a single
stimulus absolute category rating (ACR) method [32]. While using
this method, subjects sequentially rate stimuli based on their own
merit, meaning that all judgments are made in isolation against the
subject’s internal reference within the restraints of the evaluation
criteria. Previous research has demonstrated that the ACR method
can be used for audio codec evaluations in comparison to the more
commonly employed MUSHRA method [15]. The main motivation
here is to yield results comparable to real-life content consumption
without the ability to discriminate between all quality conditions at
once. Finally, to evaluate H4, real-time exploration data of subjects
were recorded for comparison across the interactive formats.

To conduct the experiments, a test framework has been designed
to allow the automation, control, interaction, and real-time playback
of Ambisonics audio and visual media. The framework is built with a
server-client-based architecture using MaxMSP1 and the Unity3D2

game engine. As the server, MaxMSP handles the test configuration
(including method, questionnaire, results management, and media
files) in addition to hosting virtual studio technology (VSTs) for
real-time audio rendering. As the client, the Unity3D game engine is
programmed to handle all VR mechanics, user interfaces, and video
playback, as well as parsing all interactive real-time information to
the server. Communication between the server and client is done
via Open Sound Control packets over a User Datagram Protocol
connection. Real-time information relevant to audio rendering is
triggered via the client’s physics engine at an update rate of 50 Hz
(20 ms). For this study, both the client and server operated on

1www.cycling74.com
2www.unity3d.com

the same local machine. Test configuration was done by loading a
JSON file into the server with all audio VSTs, rendering parameters,
relative paths to all audio and video test stimuli, and auxiliary
test constraints. The server would then calculate all unique test
items based on the audio-visual content and ACR method, which
would then be sequentially sent to the client for evaluation at run-
time. Test sequences are fully randomized across both the scene
recording and the degradation spatial audio conditions. Once the
server has recognized a connected client, all subsequent actions
can be automated and triggered via the subjects inside the virtual
test environment, meaning no additional involvement is required
by the test administrator.

3.1 Stimuli
After an internal review of potential stimuli, five audiovisual scenes
were selected from a public database [66] and employed for both
quality evaluation sessions. The database contains 360◦ video record-
ings at 8K resolution and 4𝑡ℎ-order Ambisonics audio content in
AmbiX format for reproduction with a high degree of audiovi-
sual fidelity. While other audiovisual databases are available (e.g.,
[12, 55, 68]) few are publicly available that offer high-resolution
spatial audio and visual fidelity, recorded in real-life recordings.
Studies using non-ecologically valid stimuli may not provide re-
alistic results of real environments [2, 86]. Consequently, scenes
from the selected audiovisual database offer an opportunity to yield
results more representative of content that is likely to be consumed,
addressing our Hypothesis H3. Moreover, complementary aspects
of the ‘Immersive Methodolology’ [45, 59] are adopted in this study
to include stimuli sequences ≈ 60 s in duration, which is typically
longer than most auditory evaluation stimuli available in other
databases. With the selected database, subjects are given time to
digest the context of the content and provides a more realistic
media experience. Specifcally, the five recordings selected were
BuskingUnderpass, ForestWalk, ParkFountains, Skateboarding, and
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Train. The selected scenes were based on the criteria of providing a
variety of sources for both audio and visual domains, in addition to
audio-visually coupled sources. These sources then include static
and dynamic movements, possess both continuous and transient
audio signals, range in auditory source extent, and vary in content
type (e.g., urban, speech, music, ambient, and nature sounds).

3.2 Interactive Formats
To evaluate the influence of various modalities and interaction
types, three interactive formats are employed, illustrated in Figure 2.
Format A is binaurally rendered audio. The audio is rendered to
reflect the subject’s head movements in real-time using an HTC
Vive tracker mounted to the headphones. As such, this format A
is a combination of vestibular and auditory sensory cues. Format
A2DV refers to binaurally rendered audiowith the addition of video
information provided via a 2D display. Control of the viewing angle
(camera) is done via amouse with a click+hold+drag gesture, similar
to many 360◦ video players. Consequently, the binaural audio is
disconnected from a subject’s real vestibular cues. Upon releasing
the mouse button, the camera stops moving in the 360◦ scene, does
not continue to turn, and does not react to any mouse movements.
The monitor used for the video presentation was a 27-inch EIZO
EV2795-BK with 4K resolution. A second monitor was provided
with an interface for controlling the test and providing quality
ratings. Finally, the AHMD format provides the 360◦ video content
via an HMD in addition to the binaurally rendered audio over
headphones. In doing so, this combines both vestibular, auditory,
and visual modalities. The HMD used for this study was the Valve
Index, allowing a 120◦ field of view and refresh rate of 90 Hz and a
combined resolution of both eyes of 2880×1600. To provide subjects
with a means of giving a quality rating and operating the test, a
small virtual interface was programmed into the host video player.
The interface could be shown/hidden at any time by subjects so as
not to hinder their view, as well as being placed anywhere inside
the scene at a distance of 1.5 m. When showing the interface, a
laser pointer would appear that allowed subjects to interact with
buttons (Play/Next) and the rating slider.

For all three interactive formats, the real-time binaural Ambison-
ics audio was rendered using the SPARTA AmbiBin VST [47] and
fed head-tracking data at a rate of 50 Hz (20 ms). A generic head-
related transfer function was used to binaurally render the audio
for all subjects at a sampling rate of 48 kHz. The audio presenta-
tion was done using Beyerdynamic DT 770 Pro closed headphones
connected via an RME Babyface audio interface.

3.3 Audio Conditions
To evaluate audio quality for each interactive format, we selected
two audio degradations; bit-rate and Ambisonics order. As discussed
in Section 2.2, many previous studies focusing on cross-modality in-
fluences include bit-rate as an audio degradation. Artifacts induced
by bit-rate reduction are a known quality factor, and bit-rate itself
is an important resource in many media experiences. Ambisonics
order is chosen due to its prevalence in multiple research studies
and is the main factor contributing to the spatial quality. The results
of both degradation sets can provide insights into real applicable

issues for 360◦ audiovisual content. To create the Ambisonics sig-
nals of various bit-rate, the MPEG-H encoder-decoder pipeline was
used.

For a detailed explanation see [29]. Previous studies investigating
bit-rate reduction of HOA signals have used Ambisonics codes such
as OPUS to compress individual channels of the Ambisonics signal.
In this study, the MPEG-H codec was selected due to its deployment
and adoption within the industry and its status as an international
standard within the broadcast sector. To the author’s knowledge,
this is the first study to use the MPEG-H HOA codec in an inter-
active evaluation with immersive content using an ACR method.
To select the appropriate bit-rate conditions, several internal pre-
liminary listening sessions were conducted by listening experts.
The bit-rates selection should possess a range of conditions from
easily perceptible audio compression artifacts to near-reference like
quality. In doing so, we can observe any interaction effect present
via the interactive format on the differing bit-rate conditions. The
five bit-rate conditions subsequently chosen for the main test were
1156 (uncompressed), 36, 30, and 24 kb/s, with an anchor signal
compressed at 24 kb/s and low-pass filtered at 3.5 kHz. Such an-
chor signals are often low-pass filtered in audio quality evaluations
involving codec-induced artifacts. The only deviation made in this
study is that the low-pass filter was conducted on an already com-
pressed signal. A final round of internal checks was done by selected
expert listeners to ensure the degraded anchor signal would not
skew the scale usage due to ceiling effects, i.e., the anchor being so
bad that all other conditions are compressed at the upper end of
the rating scale [89].

For the conditions varying in spatial quality, Ambisonics au-
dio was employed that varied in the order 𝑛 (see Figure 1). Five
conditions were selected that included HOA 4𝑡ℎ, 3𝑟𝑑 , and 2𝑛𝑑-
order Ambisonics, FOA 1𝑠𝑡-order Ambisonics, and an additional
omnidirectional anchor signal (𝑛 = 0). Figure 3 shows the spatial
resolution across 1𝑠𝑡 to 4𝑡ℎ-order Ambisonics and the resulting
increased spatial accuracy. Moreover, decreased spatial resolutions
not only provide less localization accuracy in the perceptual domain
but also induce less prominent auditory changes with respect to
head movements.

4 EVALUATION PROCEDURE
The evaluation procedure was comprised of three phases; admin-
istrative, training, and evaluation phase. For each subject, two
test sessions were conducted on separate days for the (within-
subject) bit-rate and Ambisonics order evaluations. All subjects
who registered to participate were pseudo-randomized in one of
the three (between-subject) interactive format groups. Additionally,
the degradation type for subjects’ first and second sessions was
also pseudo-randomized.

For the administrative phase, all subjects completed a data pro-
tection form, a payment information form, and a short demographic
survey. For the demographics; subject ID, gender (male, female, and
non-binary), age, and listening experience were noted. The listening
experience was divided into naïve and expert. After completing all
forms, subjects were provided written information regarding the
test, the test instructions (specific to each interactive format), and a
non-exhaustive list of quality attributes. Consistent with previous
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Figure 2: Interactive formats A, A2DV, and AHMD for between-subject groups depicting the stimuli-dependent sensory streams
and modality integration.

research [52], two different evaluation ‘questions’ were given to
the subjects depending on the degradation. For the bit-rate degrada-
tion test, subjects were instructed to rate overall audio quality. For
the Ambisonics order degradation test, subjects were instructed to
judge spatial audio quality. The quality attributes were taken from
the SAQI database [39] and provided to help subjects formulate
a single quality score based on potential artifacts. These included
selected attributes under: Timbre, Geometry, Time-behavior, Dynam-
ics, Artifacts, and General. At this stage, all written instructions
were verbally clarified by the test administrator, along with any
questions. Importantly, as an ACR single stimulus method uses no
explicit reference, it was emphasized to all subjects that quality
judgments should be based on comparison to their own internal ref-
erence, expectations, and prior experiences. Furthermore, subjects
were informed that they may explore/interact with the content in
any way that helps reach their goal of coming to a quality judgment
(i.e., no behavioral restrictions were imposed).

Subjects then moved on to the training phase, where they con-
ducted a small round of all degradations for a single scene. The
purpose of the training phase is to ensure that all subjects under-
stand on what basis they are providing quality judgments, how to
operate the test, to set expectations for the range of qualities to
be evaluated, and to check they can hear a difference in quality
for (at minimum) the intended anchor signal. Different training
scenes were used for the different degradation sessions. For the
bit-rate degradation, an additional Cheerleading scene, and for the
Ambisonics order degradation, a Badminton scene (both taken from
the selected database [66]). None of the training scenes were used
in the main evaluation. Subjects conducted the training as if it were
the main test; evaluating an item, providing a rating, and moving
on to the next item. For interactive groups A and A2DV, subjects
were seated on a 360◦ swivel stool at a desk. For the AHMD group,
subjects were sat on the same stool but centered in the middle of
the lab. The same general starting direction (0±30◦ azimuth, 0±10◦
elevation) for each test item was administered for all subjects and
all interactive groups. At any time, the test administrator helped
with issues relating to operating the test mechanics or interfaces.
All subjects reported that they could hear an audible difference in
quality for (at least) one item.

Once subjects were comfortable with the test question, format,
and mechanics, they moved on to the evaluation phase, where they
evaluated all 25 items (5𝑠𝑐𝑒𝑛𝑒𝑠 × 5𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 ). The test administrator
remained at an observation position at the rear of the lab and stayed

to observe any health and safety issues for the AHMD group until
the end of the test. Subjects were then thanked and escorted out
of the lab. Payment for participation was 12 EUR/h. Overall, the
study included 54 participants, broken into groups of 18 for the
three interactive formats. For each format, the following number
of naïve and expert (N:E) listeners took part, in addition to the
gender distribution of male, female, and non-binary (M:F:NB). For
format A, listener expertise was split 12𝑁 :6𝐸 over genders 12𝑀 :6𝐹 .
For format A2DV, listening experience was 10𝑁 :8𝐸 , comprised
of 12𝑀 :6𝐹 . For AHMD, listening experience was 10𝑁 :8𝐸 , with a
gender split of 13𝑀 :5𝐹 . The average age across participants for
the complete study was 37.2 (𝑆𝐷 = 13.824). No subjects reported
motion sickness during the study, and all subjects reported normal
hearing and had normal or corrected-to-normal vision.

5 RESULTS
5.1 Quality Ratings
The results for both evaluation sessions are shown in Figure 4 us-
ing mean values and 95% bootstrapped confidence intervals (CIs).
To analyze the results, we performed a three-way mixed repeated
measures analysis of variance (ANOVA) on the dependent variable
Rating on independent variables Scene and Condition for mixed
between groups of interactive Format. Normality distribution of
residuals was inspected and found satisfactory for ratings acquired
in both sessions. For the bit-rate session, the residual’s standard
error measured over all independent variables was 1.45, and 1.41
for the Ambisonics order session. Main effects are reported signif-
icant at values 𝑝 < .05. Mauchly’s test of sphericity was used to
assess the assumption of equal variance across conditions. When vi-
olated, significance values after Greenhouse-Geisser (𝜀) correction
are reported. Greenhouse-Geisser correction is chosen over Huyhn-
Feldt as values for Mauchly’s (𝑤 ) statistic return values below .75
[18]. Table 1 lists the results from the ANOVA and effect sizes for
both bit-rate and Ambisonics order sessions. For both sessions, two
significant main effects of Scene and Condition are observed,
in addition to a significant interaction between Scene × Condi-
tion. Additionally, for the Ambisonics order session, an additional
interaction effect was found between Format × Condition.

To evaluate significant interactions, multiple Tukey’s HSD post-
hoc t-tests were conducted for the different degradation tests. For
the bit-rate test session, no significant interaction was present due
to the independent variable Format on either the Scene and/or
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Table 1: Table of ANOVA results detailing main effects, interaction effects, and generalized effect sizes for the bit-rate (left)
and Ambisonics order (right) between-group test sessions. Significance is noted via asterisks notation (*) for given 𝑝-values at
𝑝 < .05.

Evaluation Session Bit-rate Ambisonics Order

Effect F-value 𝑝-value Effect size F-value 𝑝-value Effect size

Format 𝐹 (2,51) = .347 𝑝 = .071 𝜂2
𝐺

= .004 𝐹 (2,51) = 2.896 𝑝 = .064 𝜂2
𝐺

= .019
Scene 𝐹 (4,204) = 33.395 𝑝 < .001* 𝜂2

𝐺
= .075 𝐹 (4,204) = 5.563 𝑝 < .001* 𝜂2

𝐺
= .018

Condition 𝐹 (4,204) = 214.698 𝑝 < .001* 𝜂2
𝐺

= .477 𝐹 (4,204) = 246.915 𝑝 < .001* 𝜂2
𝐺

= .542
Format × Scene 𝐹 (8,204) = 1.096 𝑝 = .367 𝜂2

𝐺
= .005 𝐹 (8,204) = 1.045 𝑝 = .401 𝜂2

𝐺
= .007

Format × Condition 𝐹 (8,204) = 0.578 𝑝 = .367 𝜂2
𝐺

= .006 𝐹 (8,204) = 2.442 𝑝 = .037* 𝜂2
𝐺

= .023
Scene × Condition 𝐹 (16,816) = 20.654 𝑝 < .001* 𝜂2

𝐺
= .126 𝐹 (16,816) = 2.949 𝑝 < .001* 𝜂2

𝐺
= .024

Format × Scene × Condition 𝐹 (32,816) = 1.249 𝑝 < .207 𝜂2
𝐺

= .017 𝐹 (32,816) = 1.395 𝑝 = .105 𝜂2
𝐺

= .022

Condition. Therefore, results across the three formats were pooled
together to perform post-hoc comparisons of the interaction of
Condition within each scene. As indicated by the results from
the ANOVA, the number of significantly differently rated condi-
tions varied across scenes (BuskingUnderpass = 6, ForestWalk = 9,
ParkFountains = 6, Skateboarding = 7, Train = 9). Only the scenes
ForestWalk and Train yielded significant differences between higher-
quality conditions 36 vs. 1156 kb/s (𝑝 = .002 and 𝑝 = .012, respec-
tively). For lower-quality bit-rates, only the Skateboarding scene
yielded a significant difference between conditions 𝐿𝑃 vs. 24 kb/s
(𝑝 = .033).

For the Ambisonics order test, no significant interaction was
present between Format × Scene × Condition. Consequently,
the same post-hoc analysis was conducted to observe the effect
of Scene on the number of significantly different conditions. As
indicated by the smaller generalized effect size 𝜂2

𝐺
in Table 1, the

interaction effect of Scene ×Condition is not as strong as with bit-
rate, resulting in a more consistent number of significant differences
across scenes (BuskingUnderpass = 3, ForestWalk = 7, ParkFountains
= 7, Skateboarding = 7, and Train = 7). In contrast to other scenes,
the BuskingUnderpass scene yielded no significant differences in
comparisons between 1𝑂𝐴 vs. 2𝑂𝐴, 3𝑂𝐴, and 4𝑂𝐴 (i.e., first-order
vs. all higher-order Ambisonics).

Unlike the bit-rate evaluation, a significant effect was indicated
by the ANOVA analysis for Format × Condition for the Ambison-
ics order degradation. Therefore, three further separate post-hoc
analyses were conducted on results pooled over all scenes for the
individual formats. For format A, post-hoc analysis shows 7/10
comparisons to be significantly different between conditions 0𝑂𝐴
vs. all Ambisonics conditions, and 1𝑂𝐴 (first-order Ambisonics) vs.
2𝑂𝐴, 3𝑂𝐴, and 4𝑂𝐴 (higher-order Ambisonics). For format A2DV,
post-hoc analysis shows the same significantly different pairs as
format A. For the AHMD format, post-hoc analysis reveals 8/10
significantly different comparisons of conditions, the same seven as
with previous formats with the addition of 4𝑂𝐴 vs. 2𝑂𝐴 (𝑝 < .001).

5.2 Behavioral Data
To observe any effect the interactive format may have on viewing
behavior, we analyze subjects’ head rotations (gained from the
recorded tracking data of respective equipment) in addition to
the time taken to complete the test session. Figure 5 shows the

normalized density distribution of rotational yaw movements over
the potential 360◦ viewing/listening azimuth angle of the content.
Figure 5a (top) shows results for the bit-rate degradation session,
and 5b (bottom) for the Ambisonics order degradation session. For
both degradation sessions, the distribution of viewing angle over
time differs between both the interactive format and scene content
resulting in various uni-/bi-/multi-modal shapes. The distribution
data is characterized by mean (𝑀) and standard deviations (𝑆𝐷) in
Table 2 over all conditions. Additionally, Figure 5 presents absolute
values for cumulative yaw rotation and total test time. For the bit-
rate session, the mean time taken for subjects to complete each
scene for the three formats was; A = 46.1 s, A2DV = 48.5 s, and
AHMD = 47.9 s. For the Ambisonics order session, average test
times were; A = 47.8 s, A2DV = 50.1 s, and AHMD = 46.1 s.

6 DISCUSSION
6.1 Quality Ratings and Interactive Format
Based on the analysis in Section 5, the interactive Format had no
significant effect on quality ratings for bit-rateConditions. As seen
in Figure 4, mean quality ratings are highly consistent for all three
interactive formats. This suggests that even with the inclusion of
visual information and head movements, subjects evaluate artifacts
induced by bit-rate reduction in a similar manner. The cause for
this is likely due to the decoupling of the visual input and vestibular
cues with the inherent artifacts induced by bit-rate reduction. These
compression artifacts are frequency band limitations and temporal
smearing [14, 40, 41] that are not strictly sensory-coupled with any
visual or vestibular input. Hence, subjects may be able to disconnect
their auditory processing without any potential biases. As the three
formats also differ in cross-modal interactions, it is reasonable to
suggest no cross-modal effect was present (or significant enough)
to mask or influence quality judgments. Consequently, we reject
our hypothesis H1.

On the other hand, a significant interaction was observed be-
tween the quality of Ambisonics order Conditions and interactive
Format. Therefore, we do not reject HypothesisH2. In this case,
the auditory degradation is directly coupled with visual information
and mouse-induced camera movements. For example, the visual
appearance of a fountain has audiovisual attributes such as position
and distance (i.e., spatial location), in addition to attributes such as
physical size and auditory blur (see Figure 3). Therefore, depending
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Table 2: Mean (𝑀) and standard deviation (𝑆𝐷) in degrees of viewing angle over time, pooled over conditions.

Evaluation Session Bit-rate Ambisonics Order

Format A A2DV HMD A A2DV HMD

Scene 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑀 𝑆𝐷 𝑀 𝑆𝐷

BuskingUnderpass 20.13 28.26 27.02 64.53 -7.82 77.52 14.49 57.2 25.96 73.75 8.0 91.95
ForestWalk 25.24 26.53 -39.03 87.9 -62.33 87.15 20.9 54.39 -35.83 94.75 -45.35 96.93

ParkFountains 19.08 31.3 18.45 89.6 -11.45 95.93 15.45 60.05 22.59 92.72 5.37 98.35
Skateboarding 25.57 30.15 -36.04 93.44 -50.8 90.15 22.5 53.38 -36.64 101.78 -48.98 94.89

Train 23.98 25.59 -25.86 96.6 -43.93 90.83 19.41 52.87 -25.49 103.14 -40.64 89.89

on the interaction type or visual stimulus, various degrees of per-
ceptual incongruency may be present that influences our sensitivity
to spatial differences, thus impacting quality judgments. Post-hoc
analysis performed in Section 5 describes a significant difference
between conditions 2𝑂𝐴 vs. 4𝑂𝐴 for the AHMD group, in compar-
ison to interactive formats A and A2DV. Looking at Figure 4, the
quality ratings aggregated over scenes also suggest that formats A
and A2DV yield similar responses, whereas the quality ratings for
decreasing Ambisonics order presented in group AHMD appear
to fall more consistently across the scenes. Considering format A
is binaural audio with vestibular stimulation and no visuals, and
format A2DV is binaural audio with visuals but no direct vestibu-
lar stimulation coherent with visual or auditory streams, it seems
only the combination and integration of all three sensory inputs
that are completely synchronized with the evaluation content in
format AHMD had a significant effect on quality judgments. Pre-
vious research describes that adding additional sensory channels
aids in detecting artifacts in sensory-coupled stimuli [27]. How-
ever, the results here indicate that the integration of audio and
visual modalities, when driven by subjects’ own body movements,
culminate in more critical judgments of spatial audio quality for
lower Ambisonics orders. Complementary to this, cognitive aspects
related to formats A and A2DV may also decrease sensitivity to
spatial quality due to the lack of a visual reference (A) or additional
non-immersive visuals, unrelated vestibular stimulation, and mouse
controls (A2DV).

6.2 Quality Ratings with Ecologically Valid
Stimuli

Another component of this study was the evaluation of bit-rate
and Ambisonics orders using stimuli with a higher ecological valid-
ity to determine if quality differences could be perceived. Results
from the ANOVA (Table 1) reveal a significant interaction effect
between Scene ×Condition. Ratings within each scene show over-
all trends of declining quality with respect to bit-rate but provide
either different levels of absolute quality or a finer granularity of
quality ratings between high and low-quality conditions depending
on the scene content. For example, the BuskingUnderpass scene,
which features a saxophone player in a highly reverberant space,
spans ≈ 35 points between mean scale values 35 and 60, yielding
six significantly different conditions. In contrast, the ForestWalk
scene, which features noise-like water, speech, and background
music, spans ≈ 70 points between mean scale values 15 and 85,
yielding nine significantly different pairs. In general, the overall

scores shown in Figure 4 (aggregated over Scene) show a distortion
curve of higher-quality conditions comparable to previous studies
using the MPEG-H codec and MUSHRAmethod [71]. However, due
to the lack of an explicit reference in the ACR method, the curve is
shifted lower on the quality scale, as demonstrated in [15].

For the Ambisonics order evaluation, significant interaction was
also shown between Scene × Condition, although with a reduced
generalized effect size than that seen in the bit-rate evaluation.
The ratings within each scene in Figure 4 imply that this reduced
effect size is due to the conditions being rated more consistently
within scenes for all interactive formats, which is also supported by
post-hoc analysis, yielding a more consistent number of significant
differences.

To decipher any relationship between individual acoustic scene
properties and quality ratings for both the bit-rate and Ambisonics
order evaluations is beyond the scope of this study. However, for
the bit-rate evaluation, it is reasonable to suspect that differences
are induced by the spectral and temporal structure (i.e., transient
or steady-state signals) within the content. It is also interesting to
note that this influence on content type has a stronger effect on bit-
rate quality than Ambisonics order spatial quality. Transient signal
properties and frequency content also play a role in localization [7],
and one might therefore suspect equal amounts of variation across
scenes compared to the bit-rate evaluation, which was not the
case. Moreover, the specific questions of overall audio quality and
spatial audio quality will (intentionally) alter subjects’ internal
criteria of assessment, thus altering the priority of certain quality
features within the stimuli. Nevertheless, despite the cause, the
results and discussion highlight that the employed content can
be used to determine differences in bit-rate and Ambisonics order.
The significant interaction between Condition × Format for the
Ambisonics order also suggests that for such real-life-like content,
a higher spatial quality may be needed, which is not specifically
dependent on the differences between scene content. Therefore, we
see sufficient support not to reject our hypothesis H3. This finding
supports the use of ecologically valid stimuli for subjective studies
in immersive experiences while still being able to evaluate specific
quality attributes critically.

6.3 Immersive Experience Expectations
Although there is support for our hypothesisH2, the reasonwhy the
interactive format yields significant interaction with Ambisonics
order requires further investigation. Instead of the varying spatial
resolutions, an alternative justification for the significance may be
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Figure 3: Stereographic projection of directional integrated
sound power level of FountainPark item, showing the in-
creasing spatial resolution and reduced blur of Ambisonics
orders from 𝑛 =1 to 4. Dark shaded areas indicate higher
sound power level.

that the interactive format AHMD altered subjects’ inner reference

and expectation as to what “Excellent” and “Poor” spatial audio qual-
ity is, as presented on the ACR scale, compared to formats A and
A2DV. Our inner reference and perception of the world are built
on expectations gained from our previous experiences [8, 34, 35]. It
is not unreasonable to hear audiovisual sources around us without
seeing them, as much as it is to experience spatial audio without
directly being driven by our own head movements. However, our
most trained reference model is from everyday life with audiovi-
sual sensory input driven by our body movements. Consequently, a
distinction could be made between subjects’ inner reference model
being shared across interactive formats and the sensitivity to differ-
ent spatial resolutions changing, or sensitivity of spatial resolution
persisting and the scale being stretched due to changes in expecta-
tion, optimal modality integration, or other contextual factors [83].
The two possibilities are also not mutually exclusive, and both an
ability to detect lower spatial quality and an altered inner reference
may occur.

For every test, subjects undertook a training phase where the
range of quality was presented to calibrate subjects’ interpretation
and expectations of higher and lower quality. However, in accor-
dance with [32], subjects were not explicitly told that the worst
and best quality conditions necessarily correspond to the lowest
and highest ends of the scale. Visual inspection of Figure 4 suggests
that a saturation point is reached at around “Good”, for the highest
quality conditions in both degradation tests and for all interactive
formats. Indeed, the 1156 kb/s and 4OA items exactly represent
the same stimuli for both tests and provide remarkably similar sub-
jective ratings. Previous studies have highlighted the difference
between ACR and MUSHRA methods, particularly regarding the
higher end of the scale [4, 15], where higher-quality ACR ratings
also reached a saturation point of ≈ 80-points. However, having
a consistent saturation point across all formats suggests their in-
terpretation of the highest-quality stimuli remains similar. The
ACR evaluation method (as with MUSHRA) also exists under a
broader category of evaluation methods known as direct scaling.
Here, subjects are asked to directly prescribe a number that reflects
their perceived magnitude of a sensation or attribute. Such scaling
methods can be prone to several biases [89], particularly when
presented without an explicit high-quality reference condition for
comparison [65].

The ACR method differs frommost direct scaling methods due to
the sequential single stimulus presentation. Consequently, subjects’
opinions on higher and lower-quality conditions may change as
they are progressively exposed to more content. For example, sub-
jects may have reservations about using the upper end of the scale
for test items initially presented to leave headroom for items of a
potentially higher quality later in the test, even if the presented item
is of the highest quality. Therefore, quality saturation may occur
simply due to a proportion of high-quality items being rated lower
because they appear too early, and higher later on because subjects
have a better grasp of high quality. To check for leading stimulus
effects, ratings for the first 10 items were collected and inspected to
see the ratio of ratings above and below 70-points. Using 10 items
allows the possibility of subjects to have heard at least two of the
different conditions, and a benchmark of 70-points appears to be
the quality saturation level. For instances where the highest-quality
condition 4OA and 1156 kb/s were presented within the first 10
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Figure 4: For each session (top = bit-rate, bottom = Ambisonics order), MOS and bootstrapped 95% CIs for each scene are shown
(from left to right) across the first five plots. The last plot shows the mean MOS values and 95% bootstrapped CI values for
data culminated across all scenes. Ratings for each condition are presented on the x-axis, and are grouped in three for each
interactive format (A, A2DV, and AHMD).

items, 52% and 59% were above 70-points respectively. As such, we
can infer that subjects had no reservations about using the scale’s
upper quartile for the highest-quality condition when presented
early in the test, and not simply in the latter half of the test after
exposure to more stimuli. Therefore, a reasonable argument may
be made that hypothesis H2 cannot be rejected, and the sensitivity
to spatial resolutions is impacted via the interactive format, and
not scale usage or inner reference expectations.

6.4 Modality Driven Behavior
The results presented in Table 2 and Figure 5 show that the inter-
active format has a notable effect on subjects’ behavior and explo-
ration patterns. The density distributions depicted in Figures 5a
and 5b reveal that for interactive format A, subjects’ Yaw move-
ments are highly focused towards the original seating position with
very little exploration, resulting in a uni-modal distribution. For the
bit-rate evaluation, this is supported by a consistent mean angle of
≈ 20◦ and standard deviation of ≈ 27◦ across all presented scenes.
For the Ambisonics order session, the mean values are slightly
more varied and occupy a larger standard deviation of ≈ 56◦, im-
plying that greater attempts to explore the spatial audio were made
under the context of this evaluation question. For the interactive

formats A2DV and AHMD where visual information is presented,
exploration behavior becomes far more scene specific. Through
visual inspection of the behavior patterns for both degradation
types in Figure 5, it can be concluded that subjects’ exploration
is not only more spread but also has dominant viewing angles,
which differs from the original viewing direction. While previous
research demonstrates the role of auditory cues in guiding viewing
attention [12, 38], our results here also demonstrate the changes in
exploration behavior given the introduction of visuals in immersive
content.

Comparing the exploration of format A2DV across the bit-rate
and Ambisonics order sessions shows that mean viewing angles
are remarkably similar. This is supported through the comparable
density distributions depicted in both tests (pink A2DV distribution
in Figures 5a and 5b.) As with format A, standard deviation values
per scene are slightly larger again for all scenes in the spatial audio
evaluation than in the bit-rate evaluation. However, there is some
evidence suggesting the inclusion of self-driven head motions in
addition to visuals in the AHMD format has a further influence
on exploration behavior. Considering both A2DV and AHMD
formats include visuals and spatial audio, it might be reasonable to
assume they share the same viewing patterns. However, variations
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(a) Behavioral data captured from the bit-rate test session for the three interactive formats.
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(b) Behavioral data captured from the Ambisonics order test session for the three interactive formats.
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Figure 5: Behavioral data captured from the bit-rate (top) and Ambisonics order (bottom) test sessions. Data across all plots
are split into three interactive formats, which are represented via three colors. For both test sessions, three sets of data are
provided; a scene × format × conditionmatrix showing density distributions of subjects’ yaw (y-axis) head rotation data, absolute
cumulative yaw rotation aggregated over all scenes for each condition, and time taken spent aggregated over all scenes for each
condition.

in mean viewing angle have noticeable differences. For example, the
BuskingUnderpass scene, A2DV vs. AHMD ≈ Δ34◦ in the bit-rate
session, and A2DV vs. AHMD ≈ Δ17◦ in the Ambisonics order.
Although quite similar in standard deviation, the distributions of

the two different formats (pink vs. blue) within different evaluation
sessions also show some different multi-modal shapes. The absolute
cumulative Yaw rotation and evaluation time shown on the right in
Figures 5a and 5b highlight that for most conditions, both theA2DV
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and AHMD interactive formats yield roughly the same amount of
total movement and test time. Therefore, the differences described
in density distributions can only be due to differences in exploration,
and not simply total movement or test time. When considering
hypothesisH4, we find support for the statement based on the clear
distinction between interactive formats A vs. A2DV and AHMD.
However, given the discussion above, it is also reasonable not to
reject the hypothesis based on the differences between formats
A2DV vs. AHMD.

7 CONCLUSION
This study evaluated two spatial audio quality aspects relevant to
interactive immersive experiences using Ambisonics technology
in a mixed between- and within-subjects experimental design. To
observe any cross-modality influences on quality judgments, the
evaluation was conducted using three different interactive formats:
360◦ head-tracked spatial audio only (A), mouse/camera controlled
spatial audio with 360◦ 2D visuals (A2DV), and head-tracked spa-
tial audio with 360◦ visuals over a head-mounted display (AHMD).
Quality assessment was split into two sessions, overall audio qual-
ity with conditions degraded through Ambisonics bit-rate using
the MPEG-H codec, and spatial audio quality with conditions de-
graded via Ambisonics order. An emphasis on ecological validity is
established by employing real-life-like stimuli of a longer duration
(≈ 60 s) and evaluated using the single stimulus ACR method.

Firstly, our results show that the interactive format had a sig-
nificant effect on quality ratings for Ambisonics order but not for
bit-rate. Specifically, the ratings for AHMD format imply a percep-
tual benefit of 4𝑡ℎ-order Ambisonics over 2𝑛𝑑-order, in contrast to
formats A and A2DV, where no increase in quality was perceived
beyond 2𝑛𝑑-order. This suggests that the optimal sensory integra-
tion of audio, visual, and vestibular modalities in theAHMD format
provided subjects with a higher degree of sensitivity to differences
between higher-order Ambisonics conditions; and that different
cognitive factors as a result of non-stimuli dependent information
in formatsA andAHMDmay reduce our sensitivity to detect lower
spatial resolutions. Secondly, our results demonstrate that ecolog-
ically valid stimuli can be used to yield significant differences in
audio quality conditions within interactive experiences. Moreover,
further evidence is provided to show that such stimuli can be used in
conjunction with the ACR single stimulus method and unrestricted
head movements. Both observations support the position that over-
all and spatial audio quality can be evaluated with stimuli, methods,
and behavioral conditions more comparable to real-life. Thirdly,
our behavioral analysis shows that the interactive format has a con-
siderable impact on exploration behavior. While the introduction
of the visual modality has the greatest impact on exploration, dif-
ferences between formats A2DV and AHMD can also be observed,
suggesting viewing behavior can also be influenced if audiovisual
sensory streams are coupled with vestibular stimulation. Overall,
our results demonstrate that trade-offs between certain parame-
ters and perceptual quality can be dependent on the interactive
format and that to maintain quality levels, format-dependent audio
rendering may be needed. Furthermore, the changes in behavior
across interactive formats suggest the potential for format-specific
optimization based on exploration patterns likely to be observed.
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