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Abstract

Due to the energy transition, lots of research has been conducted
within the last decade on the topics of energy management systems or
local energy trading approaches, often on the day-ahead or intraday level.
A large majority of these approaches focuses on 15 or 60-minute time
intervals for their operation, however, the question of how the planned
solutions are realized within these time intervals is often left unanswered.
Within this work, we aim to close this gap and propose a real-time bal-
ancing and control approach for a set of microgrids, which implements the
day-ahead solutions. The approach is based on a three-step framework,
in which the first step consists of ensuring the feasibility of devices within
the microgrids. The second step focuses on the grid constraints of the con-
necting medium voltage grid using the DC power flow formulation due to
the running time requirements of a real-time approach. The last step is to
propagate the solution into the individual microgrids, where the allocated
power needs to be distributed among the devices and households. Within
a case study, we show that the proposed real-time control approach works
as intended and is comparable to an optimal offline algorithm under some
mild assumptions.
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1 Introduction

In the last decades, the energy transition has gotten more and more attention,
and the integration of renewable energy sources, such as wind power or photo-
voltaic (PV) systems, has increased drastically (see e.g., ) Along with this
increase of renewable energy, mainly in the form of electricity, various aspects
of everyday life, such as heating or mobility, are now being electrified. This
change poses a huge challenge to current electricity systems, and within the last
decade, a lot of research has been carried out to tackle these challenges.



One promising approach getting much attention is the concept of a microgrid,
consisting of a set of households connected to the same part of the electricity
grid (e.g., a neighborhood) (|21]). Within a microgrid, a joint (but possibly
decentralized) energy management system (EMS) controls various household
devices and loads to achieve some microgrid objective, which can be to mini-
mize the total cost of the microgrid or to maximize the usage of locally produced
(PV) electricity (see [§], [11], [44] for recent surveys). Many of the microgrid
approaches consider the operation on a day-ahead and intraday level, whereby,
the considered time horizon is split up into equidistant time slots, often of length
between 15 minutes and 1 hour. These approaches view the problem from an
energy perspective, thereby paying no attention to the power distribution within
a time slot. While this is a reasonable assumption for the (long-term) day-ahead
operation and corresponding markets, in the real-time operation of the physical
grid, demand, and generation are not equally spread within each time slot, and
large fluctuations may appear. These fluctuations may lead to short-term mis-
matches between the planned energy or power exchange and the actual loads
and generation, which may cause power quality problems (4], [7]). Therefore,
a more detailed view on the power profiles within the individual time slots is
needed. This short to real-time perspective asks to consider the power aspects
of the problem to be able to integrate grid constraints.

In comparison to the mostly optimization-based EMS approaches for the
day-ahead and intraday operation, real-time approaches are often based on (sim-
ple) rule-based control mechanisms to cope with the computational restrictions
of real-time control. Furthermore, one of the main reasons for power quality
issues in microgrids is a surplus of PV generation during times of low demand.
There are two core research directions to tackle such issues. The first is to sim-
ply curtail the PV generation, while the second uses batteries to store some of
the generation and thereby reduce the grid feed-in of electricity. Common ap-
proaches regarding the curtailment of (PV) generation are droop-control ([42],
[17], [16], [32]) or the volt-watt scheme (]|9]). An important and challenging
aspect of PV curtailment within microgrids is the fairness of the curtailment
among different households (see e.g., [22], |[43]). When using batteries to re-
duce the feed-in, it is not sufficient to focus only on the current situation and
corresponding actions, as capacity and possible future problems and decisions
already need to be considered. To still be able to compute solutions efficiently,
Lyapunov optimization is often used as an online control approach for batteries
to reduce peaks in demand or PV feed-in ([36], |37], [23], |1]). Other approaches
use model predictive control or reinforcement learning to incorporate additional
aspects, such as ancillary services or voltage constraints into real-time control
schemes ([31], [10], [35]). Furthermore, in [40], a mixture between load curtail-
ment and battery usage is proposed and in [13] a real-time peer-to-peer energy
market is considered, which is solved using a novel OC-ADMM method.

Another interesting way to deal with real-time control of batteries and loads
without having to consider the uncertainty of future time slots is to combine



(long-term) energy management approaches with real-time control. This idea
has only recently seen more attention (see e.g., [27], [5], (6], [15], [14], [3], [24]).
The main principle among these approaches is to use the day-ahead energy
operation to guide the real-time control. To ensure feasibility, the day-ahead
operation is often based on solution techniques, such as chance-constrained ([5])
or multi-stage stochastic optimization (|15], [14]) to account for the uncertainty
in PV or demand forecasts. As already mentioned, the considered time slots usu-
ally encompass 15 to 60 minutes and the most common objective is to minimize
the long-term costs of the considered system. The real-time component of the
approaches then tries to realize the planned solution within a single (day-ahead)
time slot. Using the targets, provided by the day-ahead solution, even very sim-
ple control approaches can achieve good results. These real-time approaches
can range from simple rules ([27], [5], |15], [14]) or look-up-tables ([3]) to more
sophisticated mathematical optimization models ([6], [24]). The objective of
the real-time component usually focuses on minimizing the deviations from the
planned day-ahead schedule. Another common aspect of the considered litera-
ture is that they focus on a few devices, such as a PV system, a battery, and
possibly an additional (household) load. Only [27] and [24] model and control
multiple (distributed) devices within the setting of a microgrid. Due to the
focus on day-ahead EMSs and real-time control of only a single household or
small energy system, the constraints of the underlying grid, which are usually an
important aspect of real-time control, are mainly ignored. Only [24] considers
power flow computations in both, day-ahead and real-time. Summarizing, there
is a gap in the current literature on the combination of distributed EMSs and
real-time control or balancing between microgrids, whereby also grid limitations
are taken into account.

This work therefore aims to combine day-ahead energy operation with real-
time power control to ensure feasibility of the power solution not only w.r.t.
grid and device constraints, but also w.r.t. the already made decisions within
the day-ahead energy layer. Hereby, we use the solution of the day-ahead stage
to guide the real-time control actions. The considered setting consists of a set
of connected, but independent microgrids and spans a single time slot of the
day-ahead operation problem. We treat each microgrid as an active participant
of the real-time control algorithm, which next to the implementation of the day-
ahead plan also contributes to the feasibility of grid constraints of the connecting
medium voltage (MV) distribution grid. The relatively simple (radial) structure
of the low voltage (LV) grids connecting the households within a microgrid is
left to the corresponding microgrids to handle. The proposed approach focuses
on the real-time power control problem, whereby the main objective is to realize
the planned day-ahead solution. This can be split into two aspects: The first
objective is to minimize the deviations in the real-time power exchange with
the market from the planned power exchange level. The second objective is to
ensure that each device reaches its planned state (of charge) at the end of the
time slot. To achieve these objectives, each microgrid may use the flexibility of
its local devices, such as batteries or PV systems, and may also trade real-time



surplus of electricity with neighboring microgrids. The key contributions of this
paper are:

e We propose a general three-step framework, which allows to build and
implement a real-time control approach, which uses the day-ahead energy
solution as guidance for its decisions and which allows microgrids to trade
and thereby support each other in achieving their planned power exchange
with the market.

e We formulate many of the individual components of the framework as well-
known combinatorial optimization problems, for which efficient algorithms
exist. Thereby, we can achieve fast running times, which mainly depend
on the size of the considered MV grid and the maximum number of devices
per microgrid.

e We test and analyze the proposed real-time control approach on several
cases within MV electricity grids and show that its objective value is
comparable to an optimal offline solution, while still running sufficiently
fast for a real-time implementation.

The paper is structured as follows: In Section [2| the considered setting and
main motivation are presented. In Section [3] the mathematical formulation of
flexibility for various devices is first introduced, before presenting an aggregated
microgrid and system model. In Section 4] the three-step framework, including
the different components is proposed together with possible extensions and al-
ternatives for the individual parts. In Section [5] the proposed real-time control
approach is tested and analyzed. The work is concluded with a short summary
and discussion in Section

2 Setting

In the following, we introduce the considered setting of both, the day-ahead as
well as the real-time layer. Hereby, the main focus lies on the real-time setting.

2.1 Day-Ahead Energy Operation

We consider a day-ahead energy management or trading problem where the en-
ergy usage of various households and their devices within a microgrid is coordi-
nated and planned for the next day. The corresponding approach has to ensure
that the demand for each household is satisfied for that day. Hereby, device
constraints, such as e.g., charging and discharging limits or capacity constraints
of batteries or EVs, have to be respected. In most cases, the main objective
of a corresponding EMS is to maximize the financial profit (or minimize costs)
for the whole microgrid. In some cases, other or additional objectives, such as
e.g., minimizing the corresponding greenhouse gas emissions or minimizing the
comfort loss of households, are also considered. As the name already indicates,



the day-ahead EMS runs one day before the actual realization, and the consid-
ered time horizon usually spans the whole day, although there are also cases, in
which a larger time horizon is considered. For the operation, the time horizon is
split up into non-overlapping time slots (in general of length 15 to 60 minutes).
For each such time slot, an energy schedule has to specify how much energy
each device either consumes or produces during that time slot. In addition, for
each time slot, the amount of produced and bought energy has to be equal to
the amount of consumed and sold energy. Hence, a solution of the day-ahead
EMS consists of a set of energy profiles, which defines the planned energy usage
of each device for each time slot, while always maintaining the balance between
demand and supply.

However, due to the time distance between decision-making and realization,
deviations from the planned (household) demand or (PV) production occur. In
addition, some (necessary) simplifications are included in the model due to the
discrete time slot structure. These simplifications may cause problems in the
real-time implementation of the day-ahead solution. If for instance, the forecast
for the PV generation and the household demand for a certain time slot are
equal, then from the day-ahead perspective, the solution to use the PV genera-
tion to satisfy the household demand is a feasible solution. When zooming into
this specific time slot, however, in general, neither the household demand nor
the PV generation are equally spread among the 15 minutes, and (large) dif-
ferences and mismatches in their power profiles may appear. These differences
may pose serious problems to the electricity system, as the system based on the
day-ahead solution assumes that it has no energy exchange with the household.
Taking such short-term fluctuations already in the day-ahead stage into account
requires a finer time granularity, which results in two major problems. The first
one concerns the complexity and size of the resulting optimization model, which
may not be computationally tractable any longer. The second problem concerns
the required data. It is well known that demand and production for larger time
windows are much easier to predict and that the resulting values are more ac-
curate, as short-term fluctuations within the time window may cancel out each
other. On the other hand, the required time granularity has to be short enough
to capture the occurring fluctuations in household demand and PV generation.
However, it is hard or even impossible to predict these values accurately over a
longer time horizon. Based on this, it is not feasible to alter the day-ahead EMS
approach to also be able to capture the short-term fluctuations of demand and
production. Therefore, we propose to add a real-time control approach, which
deals with the short-term power differences in production and consumption in
an online way.

In the remainder of this work, we assume that a day-ahead solution is already
given and therefore we treat the actual EMS as a black box. In addition, we
assume that the EMS is robust against the uncertainty of the PV generation
by using techniques such as, e.g., (adaptive) robust optimization or stochastic
programming. We derive and explain this requirement in more detail in Section



2.2 Real-Time Power Control

In the real-time domain, the microgrid has to realize its planned day-ahead
schedule taking into account the realizations of PV generation and the house-
hold base load. Hereby, the focus is on a single day-ahead time slot of e.g., 15
minutes. For the real-time control, this interval is split up into even smaller time
slots, denoted by time slices, of length At. We denote the set of time slices by T .
For each of these time slices, demand needs to be equal to supply, whereby the
actual realizations of PV and household load are revealed only at the beginning
of their corresponding time slice. Therefore, the real-time control algorithm has
to work in an online fashion, only considering (and knowing information about)
the current time slice, as well as past decisions. The made decisions for the
current time slice are then realized and the algorithm proceeds with the next
time slice. As the goal is to realize the day-ahead solution as closely as possible,
we use the planned schedule to guide the online real-time control algorithm in
the right direction. In the following, we first introduce the required informa-
tion from the day-ahead solution, as well as external parameters for this process:

e Planned market decisions: # denotes the planned aggregated amount
of energy bought or sold at the day-ahead and intraday markets for the
considered time slot.

e Planned Battery decisions: EB* denotes the planned energy within bat-
tery k at the end of the time slot, and ESB * denotes the initial energy
within battery k£ at the start of the considered time slot. Furthermore, n
denotes the charging and discharging efficiency of the battery and LB*¢
(LB-*P) the charging (discharging) power limit.

e Planned EV decisions: EFV" denotes the planned energy within EV A
at the end of the time slot, and Eéa ViR denotes the initial energy within
EV h at the start of the considered time slot. Furthermore,  denotes the
charging and discharging efficiency of the EV and L¥V:hC (LEV:RD) the
charging (discharging) power limit.

e Actual household demand: PH% denotes the (aggregated) household load
power profile of a microgrid during the considered time slot, and PHL
denotes the expected load of time slice ¢, which is only revealed just before
time slice t.

e Actual PV generation: PPV denotes the (aggregated) PV generation
power profile of a microgrid during the considered time slot, and PV
denotes the realized PV generation of time slice ¢, which is only revealed
just before its corresponding time slice ¢.



In this work, we aim to precisely follow the planned schedule of the batteries
and EVs on the time slot level. Hence, the microgrid has to ensure that the
actual energy within the batteries and EVs at the end of the time slot is equal
to the planned amount EB-*, respectively EEV:". However, as the aggregated
realized PV generation, as well as household load, may differ from the predicted
amount based on which the day-ahead solution was calculated, we do not re-
quire that the actual energy exchange of the microgrid with the markets is equal
to the planned energy exchange. Nevertheless, we try to minimize the sum of
squared differences between the realized power exchange profile with the mar-
ket and the planned power exchange level. Given the constant planned power
exchange level, this results in a power exchange profile as flat as possible, which
thereby also minimizes short-term fluctuations in power delivery or feed-in.

To achieve the specified objectives, the microgrid can use the flexibility of
its devices, in particular of the batteries and EVs, as well as the option of PV
curtailment. If this flexibility is not sufficient to keep the profile of the market
exchange constant throughout the whole time slot, there are two options. The
first one is to trade power with neighboring microgrids, which may have flexi-
bility left. Thereby, the goal is to keep the power exchange with the market at
the planned level. If the flexibility of other microgrids is still not sufficient, the
power exchange with the markets may be increased (or decreased) to ensure a
balance between demand and supply at the cost of fluctuations in the power
exchange with the markets.

Both, the trading with other microgrids as well as the adaption of the ex-
change with the market, impacts the underlying electricity grid. Therefore, we
have to ensure that the grid limitations are respected by the updated electricity
trading. We do so by means of power flow computations, which are based on
information on the underlying electricity grid. For the sake of simplicity, we
assume that the connecting MV grid has a single connection to the main grid,
and thereby to the electricity markets.

3 Mathematical Modeling

Based on the above-introduced setting and goal of the real-time control ap-
proach, we first focus on the modeling of a single microgrid. We present an
approach to project the flexibility of devices for the whole 15-minute time slot
onto the current time slice ¢ while ensuring feasibility w.r.t. the day-ahead
targets of the devices. We then proceed with an aggregation of all flexibility
within a microgrid and present the microgrid model for a single time slice. The
second focus of this section is on a model on the system level, which merges
multiple microgrids. For this, we combine the individual microgrid models and
add constraints modeling the peer-to-peer trading as well as the power flow
constraints.



3.1 Microgrid Model

In the following, we focus on the mathematical modeling of devices and the
objective of a microgrid ¢ for a single time slice £. Due to the very short time
length of a time slice, denoted by At (e.g., 1-60 seconds), we model the variables,
constraints, and the objective using power as the main unit. We thereby deviate
from the energy modeling perspective of the day-ahead and intraday operation
problem.

3.1.1 Device Flexibility

In this section, we present a way to model the use of flexibility of devices for
a single time slice, while ensuring feasibility of the day-ahead solution. We use
the battery flexibility as the main example for devices, that connect multiple
time slices with each other. Furthermore, we shortly specify how the flexibility
can be modeled for the remaining considered devices.

Based on the standard multi-time slice formulation of a battery, we derive
upper and lower bounds on the device flexibility for a single time slice. For the
sake of simplicity, we omit the indices denoting microgrid ¢ and battery k. The
standard multi-time slice constraints for the operation of a battery are

¢ ¢
1
0<EF+nY alCAt—-> aPPAt<Cc? vieT, (1)
s=1 s=1
0< nath’C <LBC wvte T, (2)
1
0< —aPP <LBP wvieT, (3)
n
T 1 T )
Eé3+anSB’CAt—foSB’DAt:EB, (4)
s=1 s=1

where 22 (25'P) corresponds to the external charging (discharging) power

during time slice . Constraint ensures that for all time slices, the energy
within the battery is between 0 and its capacity CZ. Constraints and
impose given (internal) bounds on the charging and discharging power, while
constraint ensures that the energy within the battery at the end of the time
slot is equal to the planned energy E5.

To reformulate these constraints into a single-time slice model for time slice
t, we first reformulate constraints and . Let EP denote the energy within
the battery just before time slice ¢. Constraint for time slice ¢ then simplifies
to

1
0<EP +naP At - 5@3’[’& < CB. (5)

Constraints and (3)) already consider only variables for time slice t. The only
remaining issue for the single-time slice model is to guarantee that the planned



energy EB is achieved at the end of the time slot. One simple approach is to
backlog how much energy has to be within the battery at the end of time slice
¢ to still be able to achieve the required energy EZ by the end of the time slot.
Hence, for the charging and discharging decision of time slice ¢, we have the
following restriction on the energy within the battery at the end of the time
slice:

- 1 -
EP (T —t)LPCAt < EP +nazPCAt— =aPP At < EP +(T—t)LPP At. (6)
U

We can now differentiate between charging and discharging and thereby receive
the following bounds:

1

“(EBJAt—EP At — (T —t)LPC) < 2PC < Z(EPAt— EPAt+ (T —t)LPP),
n

(7)

—n(EP JAt—EP JAt+(T—t)LPP) < 2PP < —n(EP |At—EF | At—(T—t)LP©).

(8)

In case the lower bound of either constraint or is strictly positive,

we are forced to charge, respectively discharge to still be able to achieve the

planned energy at the end of the time slot. In case both lower bounds are

negative, together with constraints (2)), (3) and (5)) we simply can use a single
battery variable 27 with the following bounds:

1
Ui

1B = pmax{—EB/At,-LPP ((E® — EB)/At — (T — t)L?:9)}, (9)

uP = %min{(CB — EP)/At, L (Ef — EP)/At+ (T —t)LPP)}. (10)

The EV flexibility can be treated the same way as the battery flexibility since
the considered time horizon is just a single day-ahead time slot for the real-time
approach, and therefore, each EV is considered to be either available and can
be charged and discharged, or is not available, which renders the flexibility to
0.

The PV generation and the load-supply balance constraints can be modeled
in a straightforward manner, as these only contain variables of the current time
slice t, leading to the following device flexibility constraint for time slice ¢:

0<alV < PPV, (11)
for the PV generation, and
e +afV = > 2l - > @Y =PI, (12)
keENB heNev

for the supply-demand-balance constraint of the microgrid for time slice t.
Hereby, Np (Ngy ) represents the set of batteries (EVs) within the considered
microgrid.



3.1.2 Aggregation of Flexibility

The flexibility model of a microgrid for time slice ¢ can be further simplified by
combining the flexibility of all devices within the microgrid into a single variable

D
xy:
xP = pHL _ PV Z ek 4 Z zfVh, (13)
kENB heNEv
The corresponding upper and lower bounds of the resulting single device variable
are then
uf = PIE+ > ufh e N v (14)
keNB heNEy
and
e e A D DN D S (15)
keENB heNEv
where uf’k and ufv’h, respectively lf’k and ltEV’h7 correspond to the upper

and ((10). Note, that the (aggregated) household load of a microgrid, P, can
be seen as a variable with lower and upper bounds of P/Z. This aggregation
of individual device flexibility leads to the following constraint

(lowealimits of the device flexibility of battery & and EV h as derived in @
10)

1P <P <ul. (16)

The above aggregation is also an advantage regarding the privacy of data
and information of individual devices and households within the microgrid. Due
to the aggregation, no detailed, individual device information can be accessed
by involved parties outside the microgrid.

3.1.3 Single-Time Slice Microgrid Model

As explained in Section[2] the objective of the microgrid is to achieve a flat power
exchange profile with the market. Hence we introduce the market exchange
variable m% for microgrid ¢ and time slice t. Due to the focus on a single time
slice at each iteration, we introduce a parameter X; for each microgrid, which
represents the desired power exchange level with the markets. To achieve a
flat profile, we initially set the value to the average power required throughout
the whole time slot to satisfy the planned energy exchange with the market.
To reach this value X;, microgrid ¢ may use its internal (device) flexibility,
as derived in Section [3.1.2] However, the flexibility may not be sufficient to
achieve the desired exchange level. In such a case, microgrid ¢ may also directly
trade with neighboring microgrids j and thereby use the peer-to-peer trading
component. Let MG denote the set of all microgrids, and let xf ff denote the
power traded from microgrid ¢ to microgrid j (¢,j € MG), whereby positive
values represent an import of power from j to i and negative values an export.
Combining all three aspects, we have the following single-time slice microgrid

10



model for microgrid 7 and time slice ¢:

min(x% - Xl)2 (17)
s.t. lD , < uZ ‘s (18)
jEMG

3.2 System Model

Within the overall system model, we consider a set of individual microgrids that
are connected by an electricity grid structure. To model this overall system,
we need to add further constraints to align the peer-to-peer decisions between
microgrids and to model the power flow computations for the grid connecting
the microgrids.

3.2.1 Peer-to-Peer Trading

Within the single microgrid model, the peer-to-peer trading variables z7{ have
already been introduced and used within the demand-supply balance constraint.
However, in the system model, connecting the models of various microgrids with
each other, we need to ensure that the power microgrid 7 sends to microgrid j
is consistent with what microgrid j receives from microgrid 7. Therefore, we

introduce the following constraint
a2+ a7 =0 Vi,jeMg. (20)

3.2.2 Power Flow

Let the underlying MV grid connecting the given microgrids consist of a set
of buses, denoted by N, and a set of lines £L C N x N, connecting the buses.
We assume, that each microgrid can be linked to a bus in the electricity grid,
implying that MG C A. Let L denote the thermal limit of the line (4, j) € £
and let z; ; denote its reactance. Both, L™ and z; ; are parameters, specifying
characteristics of the lines of the electr1c1ty grid and are assumed to be known.

Based on decades of research on power flow computations, various power flow
formulations have been developed and analyzed in detail (see e.g., [46], [26]).
Due to the strict time requirements of a real-time control approach, as well as
the possibility to derive an analytical solution approach, we focus on the DC
power flow formulation. In addition, this formulation can be applied to a wide
range of grid topologies, which fits well with the considered MV grid, which can
range from radial to ring or meshed structures. The DC power flow formulation
is an approximation of the AC power flow equations, [2], and is derived based
on three main assumptions and simplifications:

1. The resistance of the lines is negligible.

11



2. The bus voltage magnitudes are approximately 1.

3. The voltage angle difference ¢;; for lines (i,j) are small and thereby
cos (0;,;) = 1 and sin (6; ;) ~ 0;,;.

These assumptions simplify the original (AC) power flow equations significantly
by removing some variables and constraints, leading to a set of linear con-
straints, which can be solved efficiently. However, it should be noted that due
to the simplification, only the thermal capacities of the network are considered
and voltage constraints are ignored.

Within this system model, we have to ensure that the power flows within
the network, resulting from the trading decisions of the microgrids, respect the
given network constraints. For this, the resulting power flows within the grid
have to be determined.

piLJ- denotes the real power flow in the line (i, 7) € £ and let 6; be the voltage
angle at bus i. These are the two variables in the model and they are strongly
connected to the power generation and consumption in the buses of the grid.
The basic DC power flow equations are:

(0 —0,) Vii.j)eL. (21)

L _
bij=_——
Ti,j

Next to these power flow laws, flow balance constraints link the power flow over
lines to the generation and consumption at the buses:

P = Z piL,j Vie N. (22)
(i,5)€L

W.lo.g., we define P = 0 for all buses, which are neither a microgrid nor the
market (i.e. for all i € N\ MG). To limit the power flow over a line (i, j) to its
thermal limits, we add the following constraint:

max L max N
—LP < piy <L (i, j) € L. (23)

3.2.3 Single-Time Slice System Model

Based on the presented microgrid model as well as the power flow constraints
and the peer-to-peer constraints, the overall system model for a single time slice
t is given by:

12



min Z % X;)? (24)

iEMG

st 1P, <aly <ul, Vie MG, (25)
at + Z a0 =2l Vie Mg, (26)

JEMG
ziit + fff =0 Vi, jeMg, (27)
Phie= (0~ 8) V(i) €L, (28)

%,J
xft = Z pﬁjﬂ: Vi e N, (29)

(1,7)€L
- Lzlfx < piljj,t < L?,ljax v(i,j) € L. (30)

In the next section, we present an efficient algorithm to solve this optimization
problem.

4 Real-Time Control Algorithm

In the following, we first give a high-level view of the algorithm, before explaining
the individual steps in detail afterwards. After the explanation, we provide an
outlook on possible extensions or alternatives to solve this problem.

4.1 Three-Step Framework

The high-level idea of the real-time control algorithm can be split up into three
main steps:

1. The first main step is to create a device-feasible solution. We first assign
to each microgrid its ’ideal’ power exchange with the market, hereby not
taking into account whether this solution is feasible w.r.t. the device flex-
ibility or not. Afterward, each microgrid communicates either its upward
and downward flexibility or its surplus or demand in case the ideal power
exchange cannot be realized with its flexibility. If at least one microgrid
is device infeasible, the peer-to-peer trading option between microgrids
and the option to increase or decrease the power exchange with the mar-
ket is enabled. To determine corresponding trades between microgrids, a
min-cost flow problem is formulated, which can be solved efficiently.

2. Based on the resulting device-feasible solution, the second step is to en-
sure that the solution is also grid feasible. Using power flow equations, we
compute the power flow on the lines of the electricity grid. If any thermal
line limit is exceeded, a repair algorithm enables additional trades be-
tween microgrids and the market to achieve a grid-feasible solution, which

13



maintains the feasibility w.r.t. the device flexibility. The repair algorithm
is based on power transmission distribution factors (PTDFs), which are
a reformulation of the classical DC power flow equations and .
The problem is then formulated as a simple quadratic problem (QP) with
linear constraints, which can also be solved efficiently.

3. The resulting solution is both, grid and device feasible, and is then com-
municated to each microgrid in the third step. Each microgrid can then
choose its own way to allocate its corresponding power among the available
devices.

Algorithm [1] depicts the real-time control algorithm over a given time slot,
split into a set T of time slices. The control algorithm is based on the three-step
framework, which is deployed for every time slice t € 7.

fort €T do
1. create initial solution xf‘/{ = X, for each microgrid i;
if z4 ¢ [1F,,uP)] for some i € MG then
Enable P2P trading with other microgrids and the markets by
solving Min-Cost Flow Problem;
end
2. Calculate power flow;
if Line limits are exceeded then
‘ Repair solution by solving Repair Problem:;
end
3. Update parameters;
end

Algorithm 1: Three-Step Real-Time Control

In the following, we explain each step in detail.

4.2 Device Feasibility

The main goal of the first step is to create a solution for the current time slice ¢,
which does not violate any device constraints. The secondary objective is to keep
the power exchange with the market as close as possible to the given value X;
for each microgrid. Therefore, the algorithm creates a first solution by assigning
each microgrid its ideal power exchange X;. If this power exchange is feasible for
each microgrid, the algorithm continues with the second step, namely checking
the grid constraints. However, if for some microgrid 4, x% =X; ¢ [lz%,uf?t],
then we enable the peer-to-peer trading between microgrids and the market to
reach a device feasible solution.

4.2.1 Min-Cost Flow Problem

Given the initial solution for each microgrid, we solve a min-cost flow problem
to reach device feasibility. The resulting flow can then be translated into peer-
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Figure 1: Sketch of the graph consisting of the microgrid sets S, D, F and m.
The solid arcs represent connections which are always part of the graph, while
the dotted ones depend on the case.

to-peer trades between microgrids (and the market). We first split up the set
of microgrids into three sets, which form the basis of the graph, on which the
min-cost flow problem is solved.

Let D = {i € MG : X; < lft} be the set of microgrids, for which the
ideal power is not sufficient to satisfy their minimal demand, let S = {i €
MG : X; > uft} be the set of microgrids, where the maximal device flexibility
is not sufficient to consume the ideal power, and let F = MG\ {D U S} de-
note the set of remaining microgrids, which are device feasible. Additionally,
define z(D) = Y,cp 1P — X; to be the total demand, which still needs to be
provided and z(S) = Y, .5 X; —u? to be the total surplus from microgrids in S.

The main idea is to use the microgrids in S as sources of flow, the microgrid
in D as sinks, and microgrids in F and the market as both, sources or sinks,
depending on the current needs. There are three different situations regarding
the total demand or surplus of the whole set of microgrids. If z(S) — z(D) > 0,
we have a surplus of power and need to distribute the remaining part among
the microgrids in F or the market, which then act as sinks. If 2(S) — z(D) < 0,
then the microgrids in & U D are not able to satisfy their total consumption
and we need to distribute power from microgrids in F to microgrids in D or
buy additional power from the market. If 2(S) — (D) = 0, we can restrict the
peer-to-peer trading scheme to microgrids in D and S.

Depending on the concrete case, the graph is slightly modified to allow classi-
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cal min-cost flow algorithms to solve the problem efficiently. These modifications
contain the introduction of a single main source and sink to model the flexibility
of microgrids in F and the market, as well as costs on the arcs connecting the
various microgrids with each other. These arc costs are defined in such a way,
that trades between microgrids in S and D are preferred over any other trade.
Furthermore, trades with microgrids in F are still preferred over trades with
the market m to ensure that in the resulting solution, the flexibility within the
microgrids is first used up before increasing or decreasing the power exchange
with the market.

The resulting solution of the min-cost flow problem specifies the trading be-
tween the various microgrids. In detail, the flow over an arc (i,j) can be seen
as the power traded from microgrid ¢ to microgrid j. Based on this solution,
we can compute the power consumed or produced by each microgrid for time
slice t, which then can directly be used as input for the power flow computation.

4.3 Grid Feasibility

Based on the solution of the previous step, we check whether the planned so-
lution is also feasible w.r.t. the grid constraints. The algorithm is based on
well-established power flow equations to compute the power flow on the lines
of the grids. If these turn out to be infeasible, a repair algorithm adjusts the
planned solution to reach grid feasibility.

4.3.1 Power Flow Computation

Due to the computational requirement, we make use of DC power flow equations
(as already introduced in Section to calculate the resulting power flow pF for
each line [ € £ of the considered electricity grid. If for no line the corresponding
thermal limit L;"%" is exceeded, we can implement the microgrid solution and
proceed with step three (see Section . If some line limits are violated, we
need to adjust the device-feasible solution using a repair algorithm to achieve a
grid-feasible solution.

4.3.2 Repair Algorithm

The main variables for the repair problem are additional trades between mi-
crogrids (¢ and j), denoted by Ax;;. In a first step, we need to determine
the remaining device flexibility of each microgrid, which can be used for the
additional trades. For microgrid ¢ and time slice ¢,

! _ 1D ~D
L =13 — Lyt

is the lower limit of flexibility, and



is the upper limit of flexibility for additional trades, whereby ﬁft corresponds
to the solution of the previous step. This leads to the following constraint for
the repair problem:

<) Az <u Vie MGU{m}. (31)
JEMG

Hereby, index m denotes the market, for which we assume infinite upper and
lower bounds. To ensure that the power traded from microgrid ¢ to microgrid j
equals the negative of what j receives from ¢, we add the constraint

AZIJZ‘J + A.Ij,i =0 Vi,jeMgGuU {m} (32)

Depending on the physical properties and the structure of the underlying elec-
tricity grid, the power flow between two microgrids does not necessarily take
a single path but may spread among various paths, connecting the two micro-
grids, see [18]. To efficiently compute the impact of a trade on the power flow
throughout the grid, we use power transmission distribution factors (PTDF),
[25]. These values approximate the change in power flow over a line given a
change in power generation and consumption in certain nodes in the grid. The
PTDF is closely related to the DC power flow equations and is independent of
the actual power generation and demand of the microgrids. It only depends on
the physical properties and the structure of the underlying electricity grid, and
can thereby be computed upfront. Let cpﬁ’j denote the PTDF for line [ and a
trade between microgrids ¢ and j. Then the additional trades Ax; ; change the
power flow on line [ by:

ApF =05 Z gaé’jA;Ei’j vie L. (33)
1,jEMG
Note that the factor of 0.5 stems from the sum, where we count every trade

twice (once from 4 to j and once from j to ¢). To ensure feasibility w.r.t. the
line limits, we have to fulfill

—L® < pl 4+ ApF < L™ Vie L. (34)

Constraints (31]) and define the set of feasible trades between microgrids,
constraint models the consequence of the additional trades, and constraint
further restricts the trades to ones, that result in a grid-feasible solution.
Note that constraints and may also be merged into one set of con-
straints, in which AplL is not directly modeled.

The main objective of the repair problem is to ensure a grid-feasible solution,
which is given by constraint . Hence, other, secondary, objectives may be
added to decide which of the feasible solutions to choose. Within this work, we
chose to reduce large additional trades as much as possible, which leads to the
following objective:

min Z (ai’jAl‘i,j)Q7 (35)
i,jEMG
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where a; ; > 0 is an additional parameter that may indicate an ordering in pref-
erence over the additional trades, such as e.g., trades with the main grid being
discouraged by a large a-value.

The resulting optimization problem is a quadratic optimization problem with
linear constraints. Due to the positive a-values in the objective, the resulting
matrix is positive definite. Coupled with the linear constraints, this problem can
be solved efficiently with modern solvers. The resulting solution is composed of
additional trades, which together with the device-feasible solution now build up
the final solution, which is feasible w.r.t. device and grid constraints.

4.4 Parameter Updates

The updated solution of the repair algorithm respects all grid and device limits
and can now be translated into control actions for the various devices within
each microgrid. The achieved market and peer-to-peer solution specifies how
much power has to be distributed among the households and devices of each mi-
crogrid. In the following, we present one possible way to distribute this among
the devices of microgrid 1.

Let P be the power assigned to microgrid 4 in the device and grid feasible
solution for the current time slice. In a first step, each household within the mi-
crogrid receives its (inflexible) household load. We then subtract the sum of the
household loads P from the power assigned to the microgrid to determine the
remaining power to be distributed among the remaining flexible microgrid and
household assets. Let 7P = P — PHL denote this remaining power. There are
many ways how to distribute this remaining power among the flexible devices.
In our case, we want to minimize PV curtailment and distribute the resulting
power equally among all batteries and EVs subject to the device constraints.
Therefore the problem can be seen as a resource allocation problem, for which
efficient algorithms, such as the cave-filling algorithm, [29], exist. The resulting
solution is then used to distribute the power among the microgrid and household
devices and to compute the new amount of energy in the various storage devices.

Another parameter, which may need to be updated is X, indicating the
desired power to be bought (or sold) from the market. The main goal is to
keep the power profile as flat as possible for each microgrid, while also trying
to stay as close as possible to the day-ahead energy solution. Hence, we start
with X; = (#M/|T|)At, which corresponds to the power level of an equally
spread day-ahead solution. Throughout the real-time control, deviations in
market exchange from this desired level X; may appear, and the value has to
be adapted. The main idea in updating X; is to equally spread the remaining
amount of energy to exchange with the market among the remaining time slots.
Let X %71 denote the total amount of energy exchanged with the market up to
and including time slice t — 1. Then, for time slice ¢, define the desired power
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level to be iy "
Ty — Xi,t—l

X, — b Tt
YT —t+1
Based on this distribution of power among the devices and the new tar-

get level X, the flexibility of the next time slice ¢t + 1 can be computed and
implemented.

At. (36)

4.5 Extensions and Alternatives

The introduced components of the three-step framework can be seen as the
base approach, which may be further modified to better align the solutions with
individual preferences or other requirements. In the following, we briefly present
some possible extensions and alternative formulations.

4.5.1 Device Feasibility

While the initialization of the ideal power exchange with the market does not
allow for many alternatives, the min-cost flow problem can easily be modified.
In particular, the cost structure of the graph can be used to represent a number
of different secondary objectives and preferences. However, it should be noted
that the cost structure should still be in line with the hierarchical approach of
trading, i.e. the cost of arcs connecting nodes in S and D should be lower than
the cost of arcs incident to nodes in F and m. In addition, the costs of arcs
incident to m should be the highest among all. Given these restrictions, possible
extensions could encompass:

e Use the cost of arcs between microgrids to express some mutual preference
between the microgrids. This could be due to similarity or the geographical
distance between neighborhoods.

e Use the cost of arcs to express the willingness of a microgrid to participate
in peer-to-peer trades and to use its flexibility. This may be of particular
interest for microgrids in F. Microgrids that are willing to trade their
flexibility to help other microgrids may associate a very small additional
cost with their incident arcs, while microgrids that prefer to keep their
flexibility for future time slices may impose a larger additional weight.

e Use the cost of arcs to connect the min-cost flow problem with the un-
derlying electricity grid. Each trade between microgrids has an impact on
the outcome of the power flow computations by increasing and decreasing
the demand at two points in the electricity grid. Assuming that these two
points are close by in the grid, the affected part of the grid is rather small,
leading to a higher probability of the flow still being feasible. Therefore,
another idea is to use the costs of the arcs connecting the microgrids with
each other to represent some distance measure on the underlying elec-
tricity grid. Thereby, trades within the same branch of the grid may be
preferred.

19



Next to the cost structure of the arcs, the graph itself may also be used to
represent limitations of the peer-to-peer trading scheme. Within the currently
presented graph, all microgrids are connected to each other. An interesting idea
is to restrict the arcs to better incorporate the underlying grid or communication
structure.

4.5.2 Power Flow Computation

Instead of using the DC power flow computation, which only approximates the
physical properties of the underlying electricity grid, more accurate AC power
flow computations could be used for the first computation. In recent years,
new numerical solution techniques have been developed, which considerably
speed up the AC power flow computation [12]. Therefore, even AC power flow
computations may be employed to verify if line limits are respected.

4.5.3 Parameter Updates

Regarding the distribution of power among the various devices of a single mi-
crogrid, the proposed solution maximizes the PV usage and tries to allocate the
remaining power equally among all batteries and EVs. However, there are other
ways to distribute the power among the devices:

e A first approach is to use the target values of batteries and EVs as a
reference for the distribution of the remaining power, instead of using the
flexibility of the devices. Based on these values, the goal of the allocation
could be to minimize the maximal deviation over all devices.

e A second approach focuses again on the flexibility of the devices. As
mentioned in Section |3] the flexibility of the batteries and EVs depends
on various aspects, whereby the initial energy at the beginning of the time
slice is one of them. Therefore, the decision of how much power to use
for the device in a time slice may have an impact on the flexibility of
the device in the following time slice. Hence, we distribute the remaining
power in such a way that the flexibility of the devices for the next time
slice is maximized.

Finally, a very interesting decision is the update of the power exchange level
X;. As the main goal is to minimize fluctuations in the power exchange with
the market, this value often does not change. However, using this parameter to
decide how much to trade with the market at a certain time slice also allows
the microgrids to participate in balancing markets. Thereby, microgrids could
support the TSO with (local) imbalance regulations. Given an external signal,
the update of parameter X; may be fixed to a specific value for a certain time
window (a couple of seconds to minutes). Depending on the deviation from the
originally desired power exchange level and the duration, the target values for
the batteries and EVs may need to be adjusted to ensure a feasible solution.
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5 Numerical Study

In this section, we test and evaluate the proposed real-time control approach
and analyze and discuss the numerical results achieved for multiple underlying
grid structures. We first introduce and explain the used data in Section [5.1]
before testing the above-presented algorithm in detail in Section We also
compare the results to two other algorithms. The first one represents the case
of a naive real-time control, whereby each device charges or discharges with its
intended power level, and any surplus of PV is simply fed into the grid. The
second algorithm represents the opposite and is an offline algorithm, that ex-
tends the system model — by considering all time slices at once and has
access to the (aggregated) PV and household load data of each microgrid for
the whole time horizon. Thereby, it serves as a lower bound on the possible
objective values of the real-time control approach.

The algorithms are implemented in Python 3.9, and Gurobi 10.0 is used to
solve the mathematical optimization models on a standard laptop with an Intel
Core 15-8250U CPU and 8 GB RAM.

5.1 Data

The required data to test the proposed real-time algorithm can be split up into
three parts: The electricity grid data, the microgrid data for the day-ahead
operation problem, and the microgrid data for the real-time algorithm. Hereby,
the electricity grid data directly determines the number and the sizes of the
considered microgrids. Each microgrid is defined by a set of (aggregated) PV
generation and household load profiles, as well as a communal battery and EVs.

5.1.1 Electricity Grid Data

To test and analyze the presented real-time control approach, we use some of
the smaller Matpower grid examples, presented in [45]. Within these grids, the
number of microgrids ranges from 3 to 41, while the total aggregated load is
between 0.315 and 1.25 MW per grid. Note, that in the original grid data, each
grid had multiple buses producing electricity. Due to the structure of our real-
time approach, we assume that only one of these buses serves as the connection
to the grid. To also be able to test the real-time balancing algorithm for a larger
number of microgrids and a higher load, we use the MV power distribution sys-
tem as presented in [38]. This grid has a radial structure, which fits well with
the assumption of having one connection to the electricity markets. The grid
consists of 124 buses, and 123 branches, whereas not every bus is associated
with a load. In total, there are 54 buses with a non-zero load, which correspond
to the microgrids, and the aggregated load equals 6.407 MW. Further detailed
information on this grid can be found in [38]. Table [1] provides an overview of
the tested grids, including a summary of their microgrid configuration.
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Name ‘ buses ‘ branches ‘ MGs ‘ size MGs ‘ households ‘ > load

casey 9 9 3 100 - 138 349 0.315 MW
casels 14 20 11 3-104 283 0.259 MW
cased7 o7 80 41 1-418 1312 1.25 MW
caseNW | 124 123 54 16 - 506 7091 6.407 MW

Table 1: Overview of tested grids, including the MG configuration

5.1.2 Microgrid Data
Day-Ahead

As mentioned, each microgrid is associated with a specific bus in the electricity
grid. In particular, the number of households within a microgrid directly relates
to the load associated with the corresponding bus. We assume a peak average
power consumption of 0.9 kW per household and 15-minute time slot. This
results in microgrids consisting of 1 to 506 households for the various MV grids.

The households in a microgrid can be characterized by their (inflexible)
demand profiles, their EVs with corresponding arrival and departure times and
demands, as well as their PV systems. The demand profile for the households is
based on the average Dutch power profile for a whole year (|30]), while the EVs
are modeled after the VW ID.4 model with internal charging and discharging
limits of 11 kW, charging and discharging efficiencies of 0.95 and a capacity of
58 kWh. In addition to the individual households, the microgrid also has access
to a communal battery with a total capacity of 42 kWh and (internal) charging
and discharging limits of 15 kW and charging and discharging efficiencies of
0.95.

Real-Time

The mentioned power profiles of the household loads as well as the PV generation
are based on 15-minute time slots and represent the energy usage or generation
during a time slot. In the real-time algorithm, on the other hand, we need a finer
time granularity to know how the energy usage or generation spreads within the
15-minute time slots. For the PV generation, we use the data set published in
[34], which offers a granularity of 1 second. Furthermore, in [41], 74 synthetic
household demand profiles for a year with 1-second granularity are presented.
For a single 15-minute time slot, we normalize these profiles and then scale them
with the energy demand or generation of the time slot, for which we test the
real-time algorithm.

5.2 Results and Analysis

In the following, we present and analyze the results achieved by the real-time
control algorithm in detail and compare them to the solutions of the naive con-
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Figure 2: Power exchange with the market over time for microgrids 1, 2 and 3
for the three different approaches for electricity grid case9 and At = 15 sec.

trol approach as well as the optimal offline model. We start with a comparison
of the results of the three approaches and highlight the advantages and disad-
vantages of the real-time approach. We then proceed with an analysis of how the
three approaches can deal with uncertainty, before focusing on the computation
times of the real-time approach.

5.2.1 Comparison to Benchmark Algorithms

In the following, we present some first results for the individual microgrids of
MV grid case9 (see Table |1)) for the three different algorithms (see Figure |2)).
Next to the market exchange within the different time slices (15 seconds) of the
overall time horizon of 15 minutes, the aggregated peer-to-peer trading between
the microgrids for each time slice is given (see figure |3)).

Comparing the market exchanges of the microgrids of the naive control with
the optimal offline results highlights the need for a real-time control approach
to minimize power fluctuations on an MV grid level (see Figure . The fluc-
tuations in the power profile of the naive control approach are caused by the
short-term fluctuations and mismatch between the PV generation and the house-
hold loads. The offline model with its perfect knowledge on the other hand can
react to these fluctuations by a clever scheduling of charging and discharging of
batteries and EVs, which leads to a perfectly flat profile. The real-time control
algorithm also aims to minimize these fluctuations and it achieves this goal for
all but the last time slice, as can be seen in Figure

Similarly to the optimal offline model, the real-time algorithm also makes use
of storage devices, such as the communal battery and the EVs. Hereby, it aims
to supply power in time slices, where the PV generation and the ideal market
exchange are not sufficient to cover the household demand and to store power in
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Figure 3: Aggregated power exchange between microgrids over time for micro-
grids 1, 2 and 3 for the three different approaches for electricity grid case9 and
At = 15 sec.

times when there is too much supply. However, these additional charging and
discharging decisions cause a loss of energy due to the charging and discharging
(in-)efliciencies, which was not accounted for in the day-ahead solution. To still
ensure the demand-supply balance throughout the whole time slot, more energy
than planned has to be bought for these approaches. The main difference be-
tween the real-time control and the offline model approach lies in the way the
energy lost due to the inefficiency of batteries and EVs is bought. While the of-
fline model can use its knowledge of the whole time horizon to evenly distribute
the additional power among all time slices, the real-time control approach only
realizes its shortcoming at the last time slice, leading to a sudden power peak,
see Figure This also explains the slight differences between the flat power
profiles of the real-time approach and the optimal offline model.

However, a simple increase of the parameter X; to account for the energy
loss may already counter this problem. It should also be noted, that the naive
control approach does not suffer from this imbalance due to additional charging
and discharging. However, as it simply feeds any PV surplus into the grid, it
directly suffers from a highly fluctuating power exchange profile, which is also
not desirable from a market point of view.

When focusing on the peer-to-peer exchange between microgrids, we notice
that in this case, only the optimal offline model makes use of the option (see
Figure [3)). In general, the real-time control approach only makes use of the
peer-to-peer trading option when the device flexibility is not sufficient for some
microgrids. The offline model, on the other hand, prefers to use peer-to-peer
trading, as this minimizes the additional usage of storage devices, and thereby
the unaccounted losses.
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Figure 4: Aggregated power exchange with the market over time for the three
different approaches for electricity grid case9 and At = 15 sec and various levels
of PV realization.

5.2.2 Impact of Uncertainty in PV and Household Forecasts

A similar problem to the unaccounted loss of energy may occur when consid-
ering the effect of uncertainty on the algorithms. In the following, we analyze
the impact of uncertainty on the real-time control algorithm in detail. We dif-
ferentiate between two types of uncertainty: The day-ahead uncertainty, which
is represented by the uncertain total amount of energy needed by households or
generated by PV systems for a specific time slot, and the real-time uncertainty,
which reflects how the household loads or PV generation are spread within a
time slot.

Starting with the day-ahead uncertainty, we focus mainly on the uncertain
PV generation. In a small area, as represented by our considered MV grids,
there is a high correlation between the realizations of PV generation. In con-
trast, we assume that the household load uncertainty is independent for each
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household. Therefore, even for the smallest grid with about 300 households (see
Table , we see that the individual uncertainty cancels out to a high degree.
Hence, the prediction of the aggregated household load within a grid is quite
accurate and we do not focus on this uncertainty during the analysis.

In Figure [a] it can be seen that the problem of the unaccounted loss of
energy appears even if the day-ahead prediction of the PV uncertainty is per-
fect. However, the problem gets even worse, when there is an overestimation
of the PV generation in the day-ahead operation phase. In that case, demand
and supply are already out of balance over the whole time slot even without
considering the unaccounted losses due to the additional usage of storage de-
vices. The main problem with the current real-time control algorithm is that
it only realizes this overestimation of the PV generation just before the last
time slice. It then suddenly has to react to this information, leading to a large
peak in consumption, which may even be grid-infeasible (see Figure . An
underestimation of the PV generation, on the other hand, can easily be dealt
with. Even a small underestimation of the PV generation leads to a situation,
in which the real-time control approach can use this additional generation to
balance out the unaccounted energy loss (see Figure [4]), and thereby once again
obtain an optimal solution. This also holds true for large underestimations, as
can be seen in Figure

Summarizing, the results of the real-time approach strongly depend on the
quality of the PV forecasts in the day-ahead stage, however this is mainly one-
sided. The algorithm encounters difficulties in finding a feasible solution when
faced with an overestimation of the PV generation over the whole time slot,
however, it can easily deal with an underestimation of the PV generation. This
observation emphasizes the need to account for uncertainty in the day-ahead
operation problem. A suitable candidate is (adaptive) robust optimization with
its focus on feasibility independent of the uncertainty realization, which thereby
often results in an underestimation of the actual PV generation.

The second type of uncertainty, namely the real-time uncertainty, is already
taken care of by the design of the real-time control algorithm. Due to the online
nature of the algorithm, it makes decisions based only on the information from
the past or the current time slice. Hence, it is independent of any forecast of
future generation or demand. In Figure[4] the results for two different real-time
uncertainty realizations are given. Scenario 1 corresponds to a realization, in
which the PV generation has a peak in the beginning, while the aggregated
household load has its peak towards the end of the time slot. This is a scenario,
in which the oversupply of power in the early time slices can be used to charge
batteries and EVs and use that stored energy at later time slices to cover for
the higher demand. Scenario 2 is the opposite, it starts with a peak in demand
and ends with a peak in PV generation. Theoretically, this should be a more
complex setting for any approach, however, if the initial state of charge of EVs
and batteries is sufficient, the approach is able to cover the early demand peak.
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Hence, the real-time approach is able to deal with real-time uncertainty to a
large extent.

5.2.3 Running Time and Scalability

Given the real-time nature of the proposed algorithm, its running time is of high
importance to ensure that decisions can be made in time. To test and analyze
the running time of the algorithm, we first theoretically analyze the running
time of each individual component, presented in Section @ The second part is
composed of a numerical simulation, which supports the theoretical conclusions
and shows the potential of the algorithm for a real-world implementation.

Following Algorithm [I) we have up to five computation steps per time slice:

e Computation of device bounds: Computing the device bounds only re-
quires a few arithmetic calculations, which can be done efficiently. In
addition, these calculations can be made in parallel for each microgrid
and device, leading to a very fast computation. Note, that for the re-
sults presented in Table 2] and Figures [f] and [6] only the computations for
the microgrids are run in parallel, while the computations for the devices
within each microgrid are still run in sequence.

e Min-cost flow problem: The min-cost flow problem only depends on the
number of microgrids and is independent of the number of households and
thereby the size of the microgrids. Even in large MV grids, the number
of microgrids is usually relatively small. Therefore, this problem can be
solved efficiently, using either an LP solver or well-known strongly poly-
nomial algorithms (see e.g., [39], [33]).

e Calculation of power flow: Given the focus on DC power flow equations,
the calculation can be reduced to a simple matrix-vector multiplication.
The size of the matrix (respectively the vector) depends on the number
of lines and buses in the electricity grid. It is possible to further speed
up the computation by ignoring the buses, which are not connected to
microgrids.

e Repair algorithm: In its current form, the repair algorithm is modeled as
an LP with a quadratic objective function. Given suitably chosen weights
in the objective function, it is well known that such problems can be solved
in weakly polynomial time, [20]. Once again, the size of the resulting
mathematical model only depends on the number of microgrids as well as
the number of lines within the grid and thereby should be rather small
compared to the number of devices or households.

e Parameter update: The parameter update, as presented in Section[f.4] can
be done in parallel for each microgrid. Within each microgrid, the cave-
filling problem can be solved in linear time on the number of devices [2§].
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case9 casely cased7 caseNW

At | RTC OA RTC OA RTC OA RTC OA
60 | 0.082 | 1.122 | 0.077 | 1.925 | 0.239 | 71.180 | 0.483 | 525.601
30 | 0.157 | 2.457 | 0.142 | 4.091 | 0.473 | 144.532 | 1.068 | 1099.56
15 | 0.330 | 6.528 | 0.309 | 9.037 | 0.968 | 298.101 | 2.002 | 2158.19
10 | 0.498 | 11.020 | 0.437 | 15.153 | 1.458 | 473.66 | 3.372 | 3492.01
5 | 0.996 | 38.708 | 0.925 | 46.152 | 3.036 - 6.395 -

1 |5.310 - 5.046 - 16.723 - 33.012 -

Table 2: Total running time (in sec.) for the real-time control (RTC) approach
and the offline approach (OA) for various time slice lengths (in sec.) and elec-
tricity grids. Entries with - did not terminate due to a shortage of memory.
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Figure 5: Average running time per iteration (in sec.) of the real-time control
approach for the four different electricity grids.

The computation of the parameter X; is a simple numerical calculation
following equation .

Table [2] and Figures [f] and [6] show the running times of the real-time control
approach for various time slice lengths and grids. Hereby, Table [2] compares
the total running times of the real-time control algorithm and the offline model
approach, while Figure [5| focuses on the average running time per time slice
of only the real-time control algorithm. Figure [6] shows for a time slice length
At of one second some additional statistics on the running time per time slice
beyond the average value.

Comparing the real-time control algorithm with the offline model, we notice
that the real-time control algorithm scales much better with the number of time
slices, respectively the time slice length (see Table . Figure [5| supports this
conclusion in that the running time per time slice is nearly constant for all grids.
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Figure 6: Boxplot statistics on the running time per time slice for various grid
types for a time slice length of 1 second.

The running time of the offline model on the other hand does not follow such a
clear linear trend for smaller time slices and instances with a very large number
of time slices often cannot be solved due to a shortage of memory. In addition,
even instances that are solvable need 14 to 1000 times more computation time
compared to the real-time control approach.

In general, the running time of the real-time control algorithm per time slice
mainly depends on the number of microgrids and the corresponding number
of households per microgrid, but is nearly independent of the time slice length
(see Figure |p). This insight supports the theoretical analysis of the individual
components, in which the running time of the components depends on either the
number of microgrids, the number of devices per microgrid, or the size of the
underlying electricity grid. However, the running time of an individual time slice
may also be affected by which components are used. As shown in Algorithm
not every component is always used. Both, the min-cost flow problem as well as
the repair algorithm are only run if either the device flexibility of microgrids is
not sufficient or the resulting solution violates branch limits. These cases mostly
do not show up, leading to very low computation times in the vast majority of
iterations (see Figure @, although outliers may appear. Nevertheless, even
these outliers are small enough for the algorithm to be employed in a real-time
setting. It should be noted that the overhead due to communication has not
been considered and must be added to the running times in case of a real-world
implementation.

6 Discussion and Conclusion

This work aims to design a grid-aware real-time control algorithm, which uses
the decisions made at the day-ahead market to guide its real-time actions. We
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created a three-step framework, which allows a set of microgrids to jointly con-
trol their balancing actions to maintain a flat power exchange profile with the
electricity market. The framework is built up of multiple separate components,
which can be set up according to individual preferences or computational re-
quirements. Due to an aggregation step at the microgrid level, privacy-relevant
information and data are not shared outside the microgrid, which may increase
the acceptance for real-world employment. A case study on multiple MV grids
shows promising results w.r.t. the running time and the objective of the al-
gorithm. A comparison to an optimal offline model revealed that given some
light assumptions, the real-time control approach obtained an optimal solution
in most cases.

The comparison to the naive control strategy, in which all devices simply
act according to their planned power levels, also highlights the importance of
having a real-time control approach to implement the day-ahead solution in
a predictable manner. In particular, it is not desirable from a market per-
spective to not have any control within the 15-minute time slots. Due to the
increased share of non-renewable energy sources as well as the increased load
due to EVs or heat pumps, the mismatch between demand and supply leads to
highly fluctuating power profiles, which may also synchronize within a region.
This situation calls for a control approach, which can deal with the imbalance in
demand and supply in real-time. Our proposed algorithm solves this imbalance
on three different layers. In the first layer, each microgrid uses the flexibility
of its own devices to ensure a balance. If this local mechanism is not suffi-
cient, the second layer enables microgrids to trade with each other. Thereby,
neighboring microgrids can help each other with their remaining flexibility on a
regional level. In the third level, microgrids can increase or decrease their power
exchange with the market to temporarily deal with the remaining demand or
supply. This hierarchical structure increases the self-consumption of renewable
energy generation within microgrids and promotes the trading between neigh-
boring microgrids. The advantages of these incentives are the reduced usage of
the electricity grid and the connection of producers and consumers on a local
level.

The analysis also revealed another interesting aspect in the interplay between
day-ahead operation and real-time control approaches, which is often neglected
or ignored. Implementing the planned (average) power exchange level with the
market throughout the whole time slot often requires the usage of storage devices
such as batteries beyond the planned day-ahead usage. Assuming imperfect bat-
teries, losses due to the additional charging and discharging, may disrupt the
planned demand-supply balance. There are two levels, where this issue can be
addressed. In the real-time layer, the additional demand (to cover the losses)
may be realized by increasing the target power exchange level slightly. However,
this may directly lead to an imbalance in the markets, in case every microgrid
requires more power than planned. The second option is to account for the
losses due to real-time balancing already in the day-ahead operation problem.
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This avoids the problem of increasing the actual load of every microgrid during
the real-time control and decreases the deviation in the demand-supply balance.

Based on the achieved results and interesting insights, various interesting
research directions arise. In a first step, a more detailed study on the interplay
between day-ahead operation and real-time control approaches is necessary to
explore and evaluate the different options to deal with the additional battery
usage and its accompanying energy losses. In Section a short overview of
possible extensions and alternatives to the proposed components is provided. A
further study of their performance in the three-step framework could produce
interesting and valuable insights beyond our analysis. A last research direc-
tion may focus on the implemented components of the framework. Due to the
real-time aspect of this algorithm, the running time of each component is of
high importance, and tailor-made algorithms may further speed up the overall
computation time.
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