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A B S T R A C T

A new X-ray computed tomography technique for the purpose of imaging fluidized beds is presented. It
consists of an experimental set-up with three stationary X-ray source and flat panel detector pairs, a geometric
calibration and data processing workflow, and an image reconstruction algorithm. The technique enables
sparse-angular tomographic reconstruction in large 3D regions of fluidized beds at framerates up to 200 Hz,
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Computed Tomography
Dynamic imaging
Iterative image reconstruction

and therefore images bubbles along their whole trajectories through the volume. It allows for a unique analysis
of bubble dynamics in fluidized beds, including bubble velocities, bubble transformations, i.e., time evolution
of the bubble distributions in space, and bubble–bubble interactions. In this article, we first analyze the main
limitation of the technique, the sparse angular resolution, through numerical simulations. We then test the
experimental set-up through imaging a series of phantoms. Lastly, we demonstrate results from a Geldart B
bubbling fluidized bed.
1. Introduction

In gas–solid fluidized beds, a mixture of gas and solid particles
attains fluid-like characteristics. Fluidized beds are widely applied in
chemical, pharmaceutical, and mineral industries, and laboratory-scale
set-ups are used to investigate and validate fluidized beds in production
applications. Gas is typically added from the bottom of a column or
tank, and the solids, i.e., suspended particles, achieve different mixing
regimes depending on particle size and gas velocity [1]. In bubbling
regimes, a gas–solid fluidized bed has a homogeneous dense phase,
and gas travels in dispersed voids, i.e., bubbles, upwards through the
bed. Contrary to gas bubbles in liquids, these bubbles have gradual
interfaces and may consist partially of solids. In a strict mathematical
sense, a bubble’s shape should therefore not be understood as a precise
function that determines a surface to separate the two phases, but
must instead be interpreted as a measure of a continuous gas–solid
distribution in space. Terminology for bubbles in gas–solid fluidized
beds is nevertheless commonly used in the same sense as for gas
bubbles in liquids (e.g., spherical, ellipsoidal, wobbly, or skirted) [2].

Experimental imaging of the gas–solid distribution of bubbling beds
traditionally aims to find quantities such as sizes and shapes of bub-
bles, as well as the bubbles’ solid contents. These are of paramount
importance, e.g., to explain the catalytic behavior, or to describe the
conversion of reactants. Since the solids mixture is opaque to visible
light, several alternatives to optical imaging have been developed in the
past decades [3]. Intrusive techniques, such as optical probes, use point
measurements to arrive at local gas holdup, cord length and bubble
velocity [4–6]. Non-intrusive techniques, such as electrical capacitance
tomography (ECT) [7], and X-ray computed tomography (CT) [8,9],
resolve the spatial distribution of the solids in a 2D slice or 3D volume.
Radiation-based particle tracking techniques [10] use a tracer particle
inside the vessel, e.g., a particle emitting 𝛾-rays (Radioactive Parti-
cle Tracking, RPT) or positrons (Positron Emission Particle Tracking,
PEPT). Of a more recent interest is also the study of the dynamic
behavior of bubbles and solids. This, however, requires a technique for
a fully spatio-temporally resolved gas–solid distribution. Bubble motion
has a strong effect on the convection of particles, and, therefore, plays
an important role in mass transport and advection of heat.

At Delft University of Technology, a set-up consisting of a triplet
of conebeam sources (X-ray tubes) and 32-by-2 double-line detectors
was introduced in 2010 [11]. The three sources and detectors were
placed in an equilateral triangular geometry. This enabled tomographic
reconstruction of bubbles in the horizontal plane of a 24 cm diameter
column. Thanks to the double-line detectors, which operated at an
effective frequency of 250 Hz, bubble velocities could be inferred.
This subsequently allowed pseudo-3D bubble reconstruction through
stacking the temporal evolution of the 2D slice [12]. Recently, the
detectors have been upgraded to 1548-by-1524 pixel flat panels, and
have enabled X-ray radiographic experiments to measure gas holdup
in fluidized beds, cavitation, and bubble columns [13–15]. As our new
detectors have the ability to capture the complete 3D volume in every
frame, we are a step closer towards tomographic reconstructions that
are both fully-3D and time-resolved.

In this work, we introduce and evaluate our new experimental
method for tomographic reconstruction. This consists of (i) the station-
ary set-up, with three sources and detectors, (ii) a geometric calibration
procedure and data processing method, and (iii) the Simultaneous Itera-
tive Reconstruction Technique (SIRT) [16]. We examine its limitations,
2

and present its capabilities. Since there exists a large amount of related
techniques on tomography of multiphase flows, including fluidized
beds, we start by giving a brief overview of work related to ours in
Section 2; a detailed review, with the capabilities, limitations, pros and
cons of different techniques can be found in [17]. In Section 3, we intro-
duce the set-up and calibration procedure. In Section 4, we describe a
data processing method that is necessary to directly obtain tomographic
reconstructions from the gas–solid distribution, and explain how SIRT
is used to calculate the corresponding bubble fractions. In Section 5,
we study reconstruction artifacts with numerical simulations, perform
phantom experiments, and demonstrate its application in the acquisi-
tion of time-resolved reconstructions from Geldart B bubbling fluidized
beds. In Section 6, we conclude with a reflection on the possibilities
and limitations of the new technique.

2. Related work

X-ray set-ups for imaging dynamic processes are common in en-
gineering, chemical and medical sciences [17]. Single-source systems
allow acquisition with a fast-rotating component, and may use a 4D
(i.e., 3D + time) motion-corrected or sparse-angular technique for
reconstruction. When measurements must be acquired in a shorter
time than what is achievable by a gantry, often referred to as ultrafast
imaging, multi-source multi-detector systems are considered [18,19].
Example applications are combustion processes, multiphase pipe flows,
and cardiography, and set-ups range from a dual source and detector
pair on a gantry [20] to 29 pairs on a stationary circular track [21].

In early work, X-ray and 𝛾-ray CT [22] have enabled time-averaged
gas distributions of fluidized beds. Currently, multi-source X-ray set-
ups on the basis of line detectors are an established technique [11,18].
Radiation-based particle tracking techniques, among which RPT (also
known as CARPT, Computer Automated RPT) and PEPT are the most
common, are also established techniques [23]. In early work, e.g., on
RPT [24], and PEPT [25], they were used to obtain time-averaged
velocity distributions. In recent work, e.g., [26] used a RPT set-up
with three 𝛾-radiation detectors and a novel geometry-based particle-
position reconstruction algorithm to track a particle in 3D with a
spatial resolution of 1 mm and a sampling frequency of 10 Hz. An
extension of RPT to multiple particles (Multiple RPT, MRPT) is part
of ongoing developments, with [27] presenting a set-up that has the
ability to track simultaneously up to eight different radioactive sources
simultaneously, and has successfully been demonstrated for two parti-
cles [27,28]. A review on recent advances in PEPT can be found in [29],
and its application to granular media and fluidized beds can be found
in [30]. Since PEPT and RPT use at most a few particles, they are
not considered dynamic (4D) field techniques, i.e., they provide time-
averaged (velocity) fields in statistically-steady situations, rather than
dense time-resolved (velocity) fields. However, thanks to the tracking
of particles, they can determine the velocity with higher accuracy than
CT, which has to rely on the reconstruction of the velocity using image-
velocimetry algorithms. The complementarity between RPT and CT,
by using both in the same system, has been explored by [31,32]; this
yielded a better understanding of the interplay between the velocity
and gas distribution.

In recent decades, several experimental methods have been devel-
oped to image dynamics in fully-3D [33], although for some techniques
this limited the temporal resolution. Slow-moving solids, for instance,
can be analyzed in 3D using X-ray radiography together with velocime-
try imaging, such as the regularly-used Particle Image Velocimetry
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algorithm [34], or the more recently proposed X-ray projection-based
algorithms [35]. The following three set-ups illustrate the develop-
ments of fully-3D time-resolved imaging techniques to study fluidized
beds: (i) an electron beam X-ray CT scanner at Helmholtz-Zentrum
Dresden-Rossendorf, applied to a cross-sectional volume of 10 mm
thickness in a vertical pipe of 40 mm diameter, achieving a 1 mm
resolution at 500 Hz [36]; (ii) an MRI set-up at ETH Zurich, using
a 3T whole-body human MRI medical scanner, applied to a 200 mm
diameter, 300 mm height, cylindrical fluidized bed, achieving a 5 mm
resolution (3–10 mm, depending on the direction) at 150 Hz [37,38];
and (iii) an electrical capacitance volume tomography (ECVT) set-
up for circulating fluidized beds, at Ohio State University, using 12
electrodes for a 50 mm diameter column in a region of 100 mm
height [39], and later using 24 electrodes for a 90 mm diameter column
and region of 180 mm height [40]. The ECVT set-up reconstructed a
20×20×20 volume with an anisotropic voxel size of about 5 mm, that
depended on the electrode configuration and measurement region, at a
temporal resolution of 80–125 Hz.

X-ray is a useful modality for imaging large scale multiphase flows,
although it requires an environment for working with ionizing radia-
tion [41,42]. Magnetic Resonance Imaging (MRI) is a costly alternative,
and can image particles that contain MR-sensitive nuclei in small
volumes [43]; it delivers good contrast and recently achieved good
temporal resolution [44], for both the gas distribution and the particle
velocity fields. Electrical resistance and capacity tomographic modali-
ties, ERT and ECT/ECVT are inexpensive soft-field techniques that are
able to reach a very high temporal resolution, as has been demonstrated
in the early work [45]; however, increasing their low spatial resolu-
tion is difficult due to the limitations imposed by the placement of
additional electrode pairs [7,33,43], and the unfavorable properties of
the underlying mathematical image reconstruction problem [46]. The
reader is referred to [33] for an overview and comparison of modalities.

In comparison with the existing 4D techniques, the main advantage
of our set-up is that it enables imaging large scale flows at all heights
simultaneously, with a high vertical resolution and at a high framerate.
It allows following individual bubbles along their entire paths upwards
through a fluidized bed; therefore the analysis of the bubble dynamics
is not limited to a statistical perspective, although, compared to MRI,
particle velocity fields cannot be obtained in a straightforward manner.

While the readout bottleneck of CMOS detectors limits the attain-
able framerates, the most prominent limitation of our set-up is the
effective resolution in the horizontal plane, which is surpassed by
the previously mentioned electron-beam and MRI set-ups. Its potential
resolution is 1548-by-1548 voxels, since the number of pixels in a
detector row is 𝑛 = 1548. However, the associated reconstruction
problem is exceptionally difficult to solve: all 𝑛2 voxels in the 𝑛-by-𝑛
horizontal plane must be resolved from only ∼3𝑛 values associated with
their X-ray projections on the detectors. While the spatial localization
of measured X-rays is very precise, compared to the ERT/ECVT and
MRI modalities, the quality of our set-up depends on the ability of the
reconstruction algorithm to explain the measurement data. This ability
is tested experimentally in the forthcoming sections, and we reflect on
the development of new reconstruction algorithms in the conclusion.

3. Material and methods

3.1. Experimental set-up

Our set-up, aimed at tomographic reconstruction, consists of three
continuous X-ray sources and three CMOS detectors, arranged in an
equilateral triangle (see Fig. 1). Fig. 2 shows a photograph of the set-
up with a polymethyl methacrylate (PMMA) cylinder in the center. A
rotation table is used for calibration, and air is supplied at the bottom
of the cylinder through a bundle of needles. The sources and detectors
can be repositioned to accommodate the experiment. Detectors are
synchronized using an external trigger. With the detectors configured
3

Fig. 1. Top view schematic of the X-ray set-up (not to scale).

Table 1
Hardware specifications (top part) and configuration for the experiments in this work
(bottom part).

X-ray source Yxlon Y.TU 160-D06
X-ray source voltage Max. 150 kVp
X-ray detector Teledyne Dalsa Xineos 3131
Detector framerate 22 to 200 Hz
Detector resolution 1548×1524 pixels, 0.2 mm/pixel
Detector surface area 307×302 mm

X-ray source voltage 120 kVp
X-ray anode current 1.5 mA
Detector ROI 1548×550 pixels
Detector framerate 65 Hz
Object–source 935, 947, 937 mm
Object–detector 273, 268, 294 mm
Column material Polymethyl methacrylate
Column diameter 50 mm inner, 60 mm outer
Particle material Polystyrene
Particle size 560 μ m (Geldart type B)
Minimum fluidization 15 cm/s

to operate in a region of interest (ROI), i.e., by disabling a segment of
the detector rows, framerates up to 200 Hz at 1548×100 pixels can be
achieved. Before preprocessing (Section 4.1), we subtracted darkfield
images, i.e., measurement frames with the sources off, and performed
dead-pixel corrections on our measurements [47]. Dead pixels are
defected pixels that are (partially) non-responsive to X-ray radiation,
and appear along certain detector rows and columns in our data. They
are filled in by an unweighted average over their direct non-defected
neighbors.

For the experiments in Section 5, we placed the detectors relatively
close to the column, and image about 20 cm of bed height. We cropped
to 1548×550 pixels, which resulted in a framerate of about 65 Hz, or,
equivalently, an exposure time of 15 ms. The PMMA cylinder contained
spherical polystyrene particles with a diameter of 560 μm (Geldart B
type) [11]. The minimum fluidization velocity of this material has
experimentally been determined to be 15 cm/s. Set-up specifications
and further details are summarized in Table 1.

3.2. Calibration

For an accurate tomographic reconstruction (cf. Section 4.2), a
precise and coherent prescription of the geometry is essential. The
geometry consists of all positions of sources and detectors, as well as
the orientation of each detector plane, in a single coordinate system.
Per source–detector pair, this can be encoded in nine parameters: two
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Fig. 2. Photograph of the X-ray set-up with filled PMMA cylinder. Red arrows point
to detectors, the yellow arrow to a polystyrene phantom (Section 5.2), and the blue
arrow to the gas inlet. Sources are not in view.

3D positions and three rotation angles. For brevity, we denote all
geometry parameters together with the tuple 𝜓 ∈ R3⋅9. The object–
source and object–detector distances, listed in Table 1, reflect the
outcome of a careful manual measurement. They denote the distances
between the column center and X-ray source, and column center and
detector midpoint. To further increase the accuracy of 𝜓 , we developed
a workflow and methodology for a data-driven calibration procedure
that allows for the simultaneous calibration of multiple sources and
detectors. Compared to a manual measurement, this is both fast and
flexible, and can accommodate both intentional and unexpected modifi-
cations to the set-up. In our experience, having an accessible calibration
procedure significantly improves the quality of reconstructions.

The calibration is started by placing a marker object in the view of
the three detectors. The marker object is sized similarly to a fluidized
bed column, and contains a set of metal markers . The unknown
coordinates of the markers are denoted by {𝑚𝑖 ∈ R3}𝑖∈ . Using the
rotation table, the marker object is then imaged from a small number of
angles 𝑛𝛼 . For three detectors, each marker 𝑖 ∈  is projected 3𝑛𝛼 times,
and thus yields a projection vector 𝑝𝑖 ∈ R2⋅3𝑛𝛼 . The vector is obtained by
manually annotating the positions of the markers in the measurements.

To solve for 𝜓 , a nonlinear least-squares optimization objective,
Eq. (1), is set up. Here, the mapping 𝑃𝜓 ∶𝑚𝑖 ↦ 𝑝𝑖 encodes the geometric
point-projection for multiple rotation-table positions. The Levenberg–
Marquardt optimizer (see, e.g., [48]) is then used to solve the objective
for all markers and 𝜓 simultaneously:

argmin{𝑚𝑖}𝑖∈ ,𝜓
∑

𝑖∈

‖

‖

‖

𝑃𝜓 (𝑚𝑖) − 𝑝𝑖
‖

‖

‖

2

2
. (1)

Note that, for this procedure to work, it is not necessary to know
the marker coordinates ahead of time. Since three or more rotation
angles provide an abundance of projections, the marker positions {𝑚𝑖 ∈
R3}𝑖∈ may be optimized jointly with the sought parameters 𝜓 . This
conveniently allows the construction of marker objects for different
column dimensions or detector regions of interest. Appendix B contains
further details.
4

4. Theory

4.1. Measurement principle

Tomographic algorithms require an initial preprocessing of the
measurement data to achieve a linear relation between data and re-
construction. In X-ray imaging, the measurement is described by Beer–
Lambert’s law. Assuming a monochromatic pencil beam [41], i.e., a
narrow and collimated X-ray source, Beer–Lambert’s law describes the
relation between the radiation intensity 𝐼0 at the source, and its decay
through an object with attenuation 𝜇 along a ray 𝑙 as

𝐼 = 𝐼0 exp
(

−∫𝑙
𝜇(𝜂)d𝜂

)

, (2)

where 𝜂 denotes the position along the ray, 𝜇(𝜂) the attenuation coeffi-
cient at 𝜂, and 𝐼 the remaining intensity measured at the detector pixel.
We will denote X-ray intensities with detector counts. This is the number
observed at the detector pixel, and is proportional to the number of
measured photons. Assuming the attenuation of air is negligible, then
measurements taken in air under the same experimental conditions
form a flatfield, and can be used to obtain 𝐼0. With 𝐼0, the projection
can be computed, which is defined as

log
(

𝐼0
𝐼

)

= ∫𝑙
𝜇(𝜂)d𝜂. (3)

Note that the projection is linearly related to 𝜇(𝜂), which describes all
attenuating objects along a ray 𝑙. The aim of a tomographic algorithm
is typically to infer 𝜇, using Eq. (3) for many detector pixels and
additionally formulated assumptions on 𝜇(𝜂). For a continuous medium,
without sharp variations in its composition, 𝜇 can be assumed as a
continuous function of space and time. However, in a fluidized bed,
there are sharp variations at the interface between the particles and
the gas, and, also there can exist local sharp variations along a ray,
depending on the local distribution of the particles. Therefore, 𝜇 should
be seen as a local-averaged quantity, averaged over a small volume and
short exposure time, associated with the space and time resolution of
the measurements.

In our case, the imaging object consists of a PMMA cylinder, and a
bubbling fluidized bed — a mixture of suspended solids and gas. The
quantity of interest is not 𝜇 but the distribution of particles and gas.
Similarly to 𝜇, this can be expressed in terms of a local-averaged gas
fraction 𝛼, i.e., the local percentage of the volume that is occupied by
the gas-phase (see, e.g., [49,50] for a formal definition). Note that 𝛼
can vary between a minimum value, greater than zero, corresponding
to the densest packing of particles, and a maximum value of one,
corresponding to a pure gas. Alternatively, 𝛼 can be normalized by
defining a bubble fraction, 𝑏, with 𝑏 = 0 corresponding to the average
gas fraction in the solids (homogeneous dense phase) and 𝑏 = 1
corresponding to the gas fraction in the bubbles (pure gas). I.e., 𝑏 is
defined as

𝑏 =
𝛼 − �̄�solids
1 − �̄�solids

, (4)

where �̄�solids denotes the average gas fraction in the solids. Assuming
that the attenuation in air is negligible, the relation between 𝑏 and 𝜇 is
given by

𝑏 = 1 −
𝜇

�̄�solids
, (5)

where �̄�solids denotes the average attenuation in the solids.

Referencing method. A referencing method is a technique to remove
certain features, e.g., the PMMA cylinder, from a projection (Eq. (3)).
When 𝜇ref denotes the attenuation of the unwanted features in the
object, the desired projection should be from 𝜇 − 𝜇 . Substitution in
ref
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Fig. 3. Raw measurements in a 550×160 pixel detector region, showing (a) two
spherical phantoms (diameters equal to 10 mm and 23 mm), (b) a full column reference
(not fluidized), and (c) an empty column. The red and dashed rows are used to display
noise statistics in Fig. 11.

Eq. (3) gives

∫𝑙

[

𝜇(𝜂) − 𝜇ref(𝜂)
]

d𝜂 = ∫𝑙
𝜇(𝜂)d𝜂 − ∫𝑙

𝜇ref(𝜂)d𝜂

= log
(

𝐼0∕𝐼
)

− log
(

𝐼0∕𝐼ref
)

= log
(

𝐼ref
𝐼

)

.

(6)

This shows that the flatfield, 𝐼0 in Eq. (3), can be replaced by a refer-
ence measurement 𝐼ref, and that this removes the unwanted features.
In Eq. (6), Beer–Lambert’s law was applied twice, and 𝐼0 dropped out
of the equations under the assumption that 𝐼 and 𝐼ref were obtained in
similar experimental conditions.

Projections of the bubble fraction. Using the referencing method, we now
derive a linear relation between 𝑏 and projections of 𝑏, which we denote
with 𝑦. A tomographic algorithm working with 𝑦 therefore reconstructs
the bubble fraction. Let 𝐼full be a reference of the PMMA cylinder filled
entirely with solids, i.e., 𝑏 = 0 everywhere in the column, and let 𝐼
denote a measurement frame of an inhomogeneous bubbling fluidized
bed. Then

𝑦 = − 1
�̄�solids

log
(

𝐼full
𝐼

)

= − 1
�̄�solids ∫𝑙

[

𝜇(𝜂) − 𝜇full(𝜂)
]

d𝜂

= − 1
�̄�solids ∫𝑙

[

(1 − 𝑏(𝜂)) �̄�solids − �̄�solids
]

d𝜂

= ∫𝑙
𝑏(𝜂)d𝜂.

(7)

Since referencing removes the contributions of the PMMA cylinder, we
have omitted it from the equation. Fig. 3 displays an example of 𝐼
and 𝐼full, and panel (a) of Fig. 9 shows the corresponding outcome, 𝑦.
In the following, we explain how �̄�solids and 𝐼full can be obtained
experimentally.
5

Average attenuation in the solids. Let 𝓁int be the intersection of a ray 𝓁
with the interior of a homogeneously filled PMMA cylinder. Then
1

|𝑙int| ∫𝑙int

𝜇solids(𝜂)d𝜂 (8)

describes the average attenuation along 𝓁int, and is, therefore, an
estimate of �̄�solids. In our set-up, we use the measurements of 𝐼full, with
a measurement of the empty PMMA cylinder, 𝐼empty, acquired in the
same experimental conditions (see Fig. 3). Applying the referencing
procedure gives

log
( 𝐼empty

𝐼full

)

= ∫𝑙

[

𝜇full(𝜂) − 𝜇empty(𝜂)
]

d𝜂

= ∫𝑙int

𝜇solids(𝜂)d𝜂 ≈ |𝑙int| ⋅ �̄�solids.
(9)

By taking the ray through the center of the column, for which |𝑙int| is
known, we obtain an estimate of �̄�solids.

Full column references for fluidized beds
Eq. (7) requires a reference 𝐼full, i.e., a cylinder with a bed that

attenuated with �̄�solids. Traditionally, the reference 𝐼full is obtained with
a packed bed, without any gas injection. However, this approach can
introduce noise due to local sharp variations in the medium caused by
the packing structure of the particles (see, e.g., [11]). An alternative
is to use a homogeneously fluidized bed, where the motion of the
particles reduces the noise, since the signal intensity is averaged over
the exposure time. Moreover, using a fluidized bed leads to a more
accurate determination of �̄�solids, because its value decreases due to the
expansion of the bed, as shown in Fig. 4. The histogram of 0 cm/s, a
packed bed, depends only on the mean attenuation and noise, whereas
fluidized beds have a shifted distribution due to the expansion of bed.

Measuring 𝐼full in a fluidized bed is not straightforward, as the
measurement during fluidization could contain bubbles. One possible
strategy is to measure the column at a gas velocity right before the
formation of bubbles. While this expands the bed somewhat, it can only
be used for lower gas velocities, and can be challenging to achieve in
practice. For our dynamic experiments in Section 5.3, we have therefore
applied a heuristic approach, which uses the whole time series of pro-
jections 𝐼𝑡 from an experiment to estimate 𝐼full. The heuristic retrieves
𝐼full by using a pixelwise mode of the data. To see this, note that a direct
average or median value over all projection images does not yield an
image of a full column, as bubbles increase the average X-ray intensity.
Yet, when considering a single pixel of the detector, most values show
a background (i.e., an X-ray that has passed through the bed without
bubbles), and perturbations due to bubbles occur only in a relatively
small number of frames. The pixelwise mode corresponds to the most
commonly observed value, and therefore to the background 𝐼full. It can
be extracted by building a histogram of observed pixel values, and
selecting the bin with the highest count, i.e., the largest mode of the
distribution of 𝐼𝑡. We show this in Fig. 4, where the mode is computed
using the maximum of an interpolating polynomial of degree 20 in the
central detector pixel. Before reconstruction, we compute 𝐼full for all
pixels and detectors. Estimating 𝐼full in this way is particularly useful
when the bed expands significantly during fluidization, for instance
with Geldart A type particles. Another advantage is that it does not
involve acquisition of data using a secondary experiment, and therefore
eliminates a possible error source. The disadvantage of such heuristic
is that a reliable statistic requires a large number of time samples.

4.2. X-ray tomographic reconstruction

The goal of X-ray computed tomography (CT) is to infer the interior
of an object from a series of X-ray radiographic projection measure-
ments, taken from different angles [42]. Mathematically, we assemble
all single-line measurements described by Eq. (7) into a single linear
equation

𝐴𝑥 = 𝑦. (10)
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Fig. 4. Detector count statistics for 1000–1200 measurements of a central pixel, for
different superficial gas velocities of a fluidized bed. Vertical lines indicate the modes.

From here on, 𝑦 is a vector containing all pixels from the three detec-
tors, 𝑥 a vector denoting the reconstruction of 𝑏, and 𝐴 a linear oper-
tor that models the line integrals given by the calibrated cone-beam
eometry (Section 3.2).

Algebraic reconstruction techniques are a class of CT algorithms
hat first discretize 𝑥 on a volumetric grid, and subsequently solve
q. (10) algebraically. A method that is commonly used is SIRT [51],
hich reformulates Eq. (10) as a constrained weighted least-squares
inimization problem,
⋆ = argmin𝑥∈𝛬 ‖𝐴𝑥 − 𝑦‖2𝑅 , (11)

where 𝑥⋆ is the least-squares solution to the bubble fraction 𝑏, and 𝛬
includes the constraints 0 ≤ 𝑥 and 𝑥 ≤ 1 and furthermore enforces
𝑥 = 0 in the region outside the column via a mask. The norm ‖ ⋅ ‖𝑅 is
weighted according to a diagonal matrix 𝑅, containing the reciprocals
of row sums of 𝐴. The optimization problem in Eq. (11) is solved iter-
atively using gradient descent, preconditioned with a diagonal matrix
of column sums 𝐶. The algorithm proceeds with update steps
(𝑘+1) = 𝛱𝛬

(

𝑥(𝑘) + 𝐶𝐴𝑇𝑅
(

𝐴𝑥(𝑘) − 𝑦
))

, (12)

where 𝑥(𝑘) denotes the 𝑘th iterate. 𝛱𝛬 denotes the orthogonal projec-
ion onto the constraint set, which effectively clips 𝑥(𝑘+1) to [0, 1], and

sets 𝑥(𝑘+1) to zero in the masked area. To prevent fitting noise, and
because of a model mismatch in Eq. (10), SIRT is usually stopped at a
fixed number of iterations.

Algebraic techniques are often used with sparse-angular or noisy
data [16]. SIRT suits our three-angle set-up, therefore, well. Analytic
techniques, such as the filtered-backprojection (FBP), are faster, but
cannot produce sufficient image quality in such an exceptional sparse-
angular case. SIRT, in addition, serves as a baseline for more involved
techniques with additional regularization and constraints.

The most straightforward way to obtain time-resolved reconstruc-
tions from fluidized beds is to run SIRT independently for each 3-tuple
of projections, yielding a sequence of 3D reconstructions. Using the
GPU-accelerated ASTRA Toolbox [52], reconstruction takes about a
minute per timeframe. Alternatively, methods that reconstruct multi-
ple frames simultaneously can incorporate spatio-temporal constraints,
which can improve the image quality considerably. These constraints,
however, often put more requirements on memory and computation
time [53].

4.3. Visualization

In our results, we show measurements and reconstructions in a
single format (see, for example, Fig. 5). In panel (a), we show a region
of interest in the projections 𝑦, the result of Eq. (7). In panel (b), we
display an iterate 𝑥 of SIRT, Eq. (12), using a 3D density plot where the
opacity is linearly increased from 0% to 20%. A horizontal and vertical
cross-sectional slice of 𝑥 are shown in panel (c). Dashed lines are drawn
6

between each source and the center of its corresponding detector. d
5. Results

Tomographic reconstructions of fluidized beds provide, next to
visual inspection, a better insight in bubble morphology and bubble
dynamics than raw projection images do. While SIRT is commonly used
for reconstruction, the unusually low number of projection angles in
our set-up may cause distinct image artifacts [54]. These artifacts can
usually be linked to parameter choices, the positions of bubbles, or
the presence of noise. In Section 5.1, we investigate three commonly
encountered artifacts through numerical simulations. In Section 5.2, we
perform an experimental validation using spherical phantoms to mimic
the bubbles in a fluidized bed. Section 5.3 presents experimental results
of a Geldart B bubbling fluidized bed.

5.1. Numerical simulations

Numerical set-up
In our simulations, we inspect reconstructions of solitary bubbles,

of multiple bubbles, and of a bubble with noise. We use a simulation
model that closely resembles our experimental set-up geometrically,
but only uses a physical model of the X-ray attenuation, i.e., the same
model that is used for reconstruction (Section 4.2). In particular, we use
the geometry of sources and detectors that is obtained after calibration
of our set-up (Section 3.2). For each simulation, a ground truth is
first constructed as a discretized volume. The projections, 𝑦, are then
generated by the linear forward projection model for the conebeam
geometry, i.e., the operator 𝐴 in Eq. (10). Both 𝐴 and its adjoint, 𝐴𝑇 ,
which are needed for a SIRT update in Eq. (12), discretize the line
integrals of Eq. (7). They are linear X-ray forward projection and back-
projection operators — the nonlinear effects of particle scattering are
not modeled in this approach. They are implemented matrix-free, i.e., as
unctions that compute matrix–vector products 𝐴𝑥 and 𝐴𝑇 𝑦, and use

the hardware acceleration of Graphical Processing Units (GPUs) offered
in the ASTRA Toolbox package [52]. For reconstruction, we discretize
on a (300, 300, 1303) grid, with an isotropic voxel size of 550∕300 ≈
1.83 mm. SIRT is run with a masked area (cf. Eq. (12)) using a dis-
cretized exact cylinder of 50 mm diameter. In our experiments with
real data, we use a larger mask to compensate for a slight tilt of the
column. In all other aspects, the simulation model is equivalent to the
reconstruction model in Section 5.3, and therefore enables experimen-
tation with numerical data without the effects of noise, preprocessing,
or calibration error. In the following, SIRT is run for 2000 iterations,
and we do not apply any post-processing routines. In particular, we
will study the reconstructed bubble fraction 𝐱 without segmenting or
binarizing the bubbles to threshold noise or artifacts [55].

Solitary bubbles
To show artifacts in the simplest circumstances, we start by studying

solitary bubbles, i.e., bubbles for which a projection does not overlap
with any of the other bubbles. In our experiments, this is frequently the
case when no other bubbles travel at the same height. When modeled as
spheres, solitary bubbles may be reconstructed to surprisingly high ac-
curacy. Fig. 5 shows that three projections of a full-gas spherical bubble
are sufficient for an accurate reconstruction; only minor perturbations
are visible at the bubble interface in the directions of projection. Of
notable interest is the horizontal cross-sectional plot, where, despite
the three-angle view, the bubble boundary is almost perfectly round.

We found that only in the case of noiseless data and 𝑏 = 1, SIRT
recovers the bubble to this level of accuracy. In many other situations,
bubbles are reconstructed as irregular convex hexagons, or have a
cupping-like distortion of the bubble fraction. An example is given
in panel (a) of Fig. 6, where 𝑏 = .95 rather than 𝑏 = 1. Fortu-
ately, this does not always pose a problem. The artifact only shows
n the horizontal plane, where limited information is present due to
he sparse-angular resolution. The severity of this artifact furthermore

epends on the bubble fraction, the noise on the projections, and the
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Fig. 5. Reconstruction of a simulated sphere with a diameter 𝐷 = 20 mm and a bubble fraction 𝑏 = 1.0. The visualization format is explained in Section 4.3.
Fig. 6. Reconstruction 𝑥 of a spherical bubble 𝑥⋆ with 𝑏 = 0.95 and diameter
𝐷 = 20 mm. The bubble in panel (b) has a smoothed interface and is less affected
by reconstruction artifacts.

effect of the SIRT constraints, i.e., 0 ≤ 𝑥 ≤ 1 in Eq. (12). In particular,
artifacts are less pronounced when there is some spatial variation in
the bubble fraction. A bubble with a smoothed interface, shown in
panel (b) of Fig. 6, is less affected by hexagon and cupping artifacts.
This shows that the use of additional regularization and constraints has
the potential to significantly improve the quality of the results.

Bubble–bubble reconstruction interference
Reconstructions become more complicated when projections con-

tain overlapping bubbles. A reconstruction of multiple bubbles is dif-
ferent from the addition of reconstructions of solitary bubbles: while
the X-ray model is linear (Eq. (10)), the constraints in Eq. (11) lead
to a non-linear relationship between 𝑦 and 𝑥⋆. Fig. 7 illustrates this
with a simulation in which, on Detector 3, a smaller bubble overlaps
with a larger bubble. Intuitively speaking, SIRT relies on Detector 1
and Detector 2 to separate the bubbles spatially, however, cannot do
that uniquely. In the figure, intensities from the sides of the bigger
bubble are therefore erroneously displaced into small patches, and both
bubbles show hexagon artifacts. The problem is more pronounced with
multiple overlapping bubbles, but the magnitude of the artifacts depend
on the shapes, distances, and bubble fractions.

Geometry of noise artifacts
The last simulation clarifies the origin of a star-shaped streaking ar-

tifact, a phenomenon that was previously observed for our double line
7

detector set-up [11]. We confirm that one cause of this artifact is noise,
through a simulation of additive Gaussian noise on the projections. In
experimental data, other error sources, i.e., mismatches between 𝐴𝑥
and 𝑦 in Eq. (10), could also lead to similar artifacts. Fig. 8 shows the
reconstruction of a spherical bubble, with a diameter 𝐷 = 10 mm, a
bubble fraction 𝑏 = 1.0, in which a zero-mean Gaussian noise with
variance equal to 2.6 ⋅ 10−2 was added to the projections. Panel (a)
shows the average reconstruction, panel (b) the bias, and panel (c) the
variance, using 100 reconstruction samples. The figure shows increased
variance along projection lines and around the bubble, which is again
an effect of non-linear reconstruction: in a linear method, the spatial
distribution of the variance would not depend on 𝑥, and hence a
variance plot would not show a bubble. This does, however, not suggest
using one: a linear method would have higher variance. At the end
of the following section, we quantify the variance of the noise in our
set-up.

5.2. Phantom experiments

We proceed with an experimental validation of our set-up. First
we repeat the bubble–bubble reconstruction of last section, using two
spherical phantoms. We then validate the accuracy of velocity esti-
mations, and compute noise statistics from our measurements. Note
that, since for bubbles in fluidized beds there exists no surface of
discontinuity between the gas and the solid phase, our phantoms simply
mimic bubbles, and must not be seen as a strict benchmark validation.
They can be thought of as real-world counterparts of the simulated solid
spheres.

Static bubble phantoms
Fig. 9 displays a two-ball phantom experiment that repeats the

numerical simulation on bubble artifacts (Fig. 7). Here, two expanded-
polystyrene foam balls are imaged in a 50 mm diameter column,
filled with Geldart B particles (specifications in Table 1), without the
inflow of gas. An example of a phantom is displayed in Fig. 2. The
phantoms are spherical, feature sharp boundaries, and have negligible
X-ray attenuation. They therefore model idealized bubbles in a static
snapshot of a fluidized bed. The column is rotated, using a rotation
table, so that the smaller, 10 mm phantom, overlaps with the larger,
23 mm phantom on Detector 2. Without fluidization, the static packing
structure of the solids adds an additional noise-like pattern to 𝐼 and
𝐼full. We will further discuss this in Section 5.3.

In this experiment, Fig. 9, the larger bubble in the horizontal cross-
sectional plot of 𝑥 displays the hexagon artifact, as well as a slight
decrease in intensity. The spherical shape is still recovered well, thanks
to the high resolution of the detectors in the vertical dimension. In
the 3D plot, a few low-intensity patches are observed between the
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Fig. 7. Reconstruction of two simulated bubbles with diameters 𝐷1 ≈ 1.23 cm and 𝐷2 ≈ 0.83 cm (74 and 50 voxels, respectively), for which the projections overlap on Detector 3.
The visualization format is explained in Section 4.3.
Fig. 8. Reconstruction (a), bias (b) and variance (c), from a simulated spherical bubble,
with a diameter 𝐷 = 10 mm and a bubble fraction 𝑏 = 1.0. Zero-mean Gaussian noise
with a variance of 𝜎2 = 2.6 ⋅ 10−2 has been added to the projections. (b) and (c) are
computed using 100 samples.

two bubbles, although not as pronounced as in the numerical example.
The cross-section cuts in Fig. 9 show the appearance of streaks, which
are associated with the noise. In essence, comparing Figs. 7 and 9,
we see that the reconstruction of the phantom-bubble is a more fuzzy
version of the numerical bubble, and Fig. 9 can be interpreted as a
representative signature of an actual (spherical) bubble.

Bubble diameter estimation
To explore our set-up’s ability to reconstruct spheres, we attempt to

recover the known diameters of the 23 mm and 10 mm phantoms, as
well as two simulated counterparts, using a template-matching proce-
dure. Letting 𝐵 ∈ N𝑁

3
𝑑 denote a binary template of a 3D sphere with

diameter 𝑑, we compute a matching score between the template and a
reconstruction volume 𝑥 with

score = 1
𝑁3
𝑑

𝑁3
𝑑

∑

𝑖=1

(

𝑥𝑖𝐵𝑖 + (1 − 𝑥𝑖)(1 − 𝐵𝑖)
)

. (13)

The first term in the summation matches the sphere, consisting of 1.0-
valued voxels, whereas the second term matches the background, with
0.0 values — this avoids matching a template of a small sphere with a
large bubble. Eq. (13) simplifies to the Dice similarity coefficient when
𝑥 is binarized, and can take values between 0.0 and 1.0. The score is 1.0
in the case of a perfect match with the template. As 0 ≤ 𝑥 ≤ 1, we can
omit binarization, which avoids the subjective choice of a segmentation
threshold parameter, and lets gray values contribute to the score with
a value that is proportional to their distance to the template.

Fig. 13 shows template-matching results for both the phantom and
simulation experiment. A spherical template with diameters ranging
between 1 and 35 mm is translated through the volume. The best score
encountered during this translation is plotted in panel (a) as a function
of diameter. In the noiseless simulation, bubble diameters are recovered
to a high accuracy, which suggests that the impact of hexagon artifacts
8

is limited in this experiment. In the phantom experiment, the 10 mm
phantom is underestimated as 9.1 mm and the 23 mm phantom is over-
estimated as 23.5 mm. Their respective scores of 0.70 and 0.86 reflect a
substantial impact of noise. Panel (b) shows a volume rendering of the
best matching templates together with the reconstructed images of the
phantoms, and panel (c) shows an intersection in the horizontal plane
with the simulations in the lower half. Note that in panel (c) diameters
are plotted smaller than found, as the intersection plane lies in-between
the two phantom centers.

The experiment is an indication that the technique has the potential
to quantify bubble volumes within a reasonable error margin, likely due
to the information that is present in the bubbles’ 3D neighborhoods. To
explore how reliably the shapes of real bubbles can be reconstructed,
phantom experiments with more complex shapes (e.g., concave or
ellipsoid forms) will be designed in a future study.

Moving phantom
Fluidized beds are reconstructed by computing 𝑥𝑡 for a 3-tuple of

projections at each time 𝑡. However, to extract dynamic characteristics
of bubbles, such as the bubble velocity, measurements need to be taken
at prescribed (equidistant) intervals and with synchronized detectors.
This aspect of the set-up is tested end-to-end, by performing a time-
resolved reconstruction of a moving phantom. First, a 25 mm glass
phantom is pulled upwards through an empty column, using a motor-
driven traverse. Then, in each timeframe 𝑡, a position 𝑝𝑡 ∈ R3 of the
phantom is inferred by fitting a 3-dimensional sphere to the reconstruc-
tion 𝑥𝑡. The experiment was repeated for traverse speeds of 62 and
125 mm/s and for three different horizontal starting positions of the
phantom.

Fig. 10 shows the 125 mm/s experiment, with the phantom starting
in the center of the column. The plot confirms an accurate upward
speed of the phantom. Using a least-squares interpolation of 𝑝𝑡, the
phantom was estimated to have a speed of 128 mm/s, an overestima-
tion of 2.4%. This error was consistent for all other starting positions
of the phantom. The results of the 62 mm/s experiment were similar,
now with a overestimation of 1.6% in all starting positions. Since the
error correlates with the traverse speed, but not with the phantom
starting position or travel distance, we expect the error to be due to
an inaccuracy in the experimental equipment.

Measurement noise
The local sharp variations in the medium, associated with the

distribution of the particles, leads to an high noise. In a fluidized bed,
due to the motion of the particles, the averaging of the signal over
the exposure time reduces the noise. However, to capture the fast
dynamics of fluidization, detectors need to operate at short exposure
times. As a consequence, the projection data still contains high levels
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Fig. 9. Reconstruction of two polystyrene phantoms, with diameters 𝐷1 = 23 mm and 𝐷2 = 10 mm, that overlap on the second detector. The reconstruction, panel (b), has been
rotated to match Fig. 7. The detector row marked in blue is used to compute noise statistics in Fig. 11. The visualization format is explained in Section 4.3.
Fig. 10. Least-square interpolation of positions 𝑝𝑡, obtained after presetting the traverse
to 125 mm/s, and the detectors to 65 Hz.

of measurement noise, and our reconstructions degrade accordingly (as
shown in Fig. 8). Measurement noise can be attributed to stochastic
fluctuations due to photon scattering and absorption, as well Poisson-
distributed detector noise [41]. To quantify how well bubbles can be
observed, we compute noise statistics over 1,000 measured frames of
the two static bubble phantoms. We take the pixels in a single detector
line, displayed in red in panel (a) of Fig. 3, and in blue in panel (a) of
Fig. 9.

Fig. 11 plots 𝐼full, 𝐼 , and 𝑦, and their means and standard deviations.
For 𝐼 , i.e., the raw data, detector counts range from 6,500 to 9,000 in
the solids. The corresponding standard deviations vary from about 130
counts, near the inner wall of the PMMA cylinder, to about 110 in the
column center. The standard deviation increases in bubble voids, and
depends on the size of the void. This is expected, as the variance of
counting noise depends on its mean value, which is proportional to the
photon flux, and thus inversely proportional to attenuation.

Panel (b) of Fig. 11 shows the impact of the random fluctuations on
𝐼 and 𝐼full after computing 𝑦 from Eq. (7). The signal-to-noise ratio for
the signal 𝑦𝑖 in a pixel 𝑖 is computed as

SNR𝑖 = 10 log10

(

𝜇2𝑖
𝜎2𝑖

)

, (14)

where 𝜇𝑖 is the mean and 𝜎𝑖 the standard deviation. This yields an
SNR value of 24 dB for the 23 mm phantom, and an SNR of 12 dB
for the 10 mm phantom, both measured at the center of the phantom.
This confirms the intuition that we should be able to image larger
bubbles with a higher confidence. It must be noted that the SNR
values are a set-up dependent indication of image quality. Noise varies
with the detector framerate, source current, column diameter, and set-
up geometry. Furthermore, since bubbles are observed from multiple
9

Fig. 11. Panel (a) shows the line profile of raw measurement data of the marked
detector row in panel (a) and (b) of Fig. 3. The computed noise statistics are shown
in red (std.dev. in strong red, min/max values in light red). Panel (b) shows the same
detector row, now after preprocessing, see the marked row in panel (a) of Fig. 9. Noise
statistics of 𝑦 are in blue.

angles, we expect better signal-to-noise ratios in reconstructed images.
An explicit variance analysis of noisy reconstructions, e.g., as conducted
for a parallel-beam geometry using the filtered-backprojection in [41],
cannot easily be applied to our custom geometry and particular image
reconstruction method.

In our multi-source set-up, one contribution of noise is expected due
to cross-scattering of photons, i.e., photons that originate from the non-
facing sources on the left and right sides of each detector, and have
Compton scattered under an angle of approximately 120◦. To quantify
this error, we measure detector counts with the facing source off, and
with one or two of the non-facing sources on, and subsequently average
over all pixels in 630 frames and all symmetrical source–detector
combinations. The detector counts, listed as 𝑆 and 𝐷 in Table 2, are
the contributions due to scattering and darkfield current (Section 3.1).
Their combined value can reach up to 14% of the measured signal
(i.e., 𝐼 ≈ 6500, see Fig. 11). The scattering of the particulate material
has a relatively small contribution compared to the PMMA column,
and the dynamic variation of photon scattering during fluidization is
therefore expected to be small. In a reconstruction computed with



Powder Technology 434 (2024) 119269A.B.M. Graas et al.
Fig. 12. A solitary bubble that is extracted from frame 475 of the Geldart B fluidized bed reconstruction with a superficial gas velocity of 17 cm/s. The visualization format is
explained in Section 4.3.
Fig. 13. Template-matching of spheres with varying location and diameters to 10 mm (blue) and 23 mm (red) diameter bubbles, in a phantom experiment (dotted line) and a
noiseless simulation (solid line). Panel (a) shows the best matching-score, Eq. (13), obtained for each diameter, panel (b) a 3D plot of best-matching templates overlayed onto the
reconstruction of the phantoms (see Fig. 9), and panel (c) a horizontal cross-section of the reconstructions of noiseless simulations (bottom part) and phantoms (upper part) in
grayscale coloring, onto which the boundaries of the best-matching spheres have been drawn.
Table 2
Photon scattering originating from the X-ray sources not facing a detector, e.g., photons
originating from source 2 and 3 that are scattered into detector 1, cf. Fig. 1. Listed
are detector counts measured when either a single or both of the non-facing sources
are switched on. The values 𝑆 (scattering) and 𝐷 (dark current) are averages over
all detector pixels and all possible source–detector combinations. Rel. denotes the
percentage of 𝐷 + 𝑆 with respect to the minimum signal, taken as 𝐼 ∶= 6500 detector
counts.

One source Two sources

𝐷 𝑆 Rel. 𝐷 𝑆 Rel.

No column 324 135 7% 324 266 9%
Empty column 324 252 9% 324 501 13%
Full column
(not fluidized)

324 302 10% 324 603 14%

scattering and darkfield correction, we noted only subtle changes in
voxel values, between −0.01 and 0.01. This did not lead to a structural
improvement in the background, bubbles, or artifact shapes. Removing
a uniform identical bias from both 𝐼 and 𝐼full in Eq. (3), with 𝐼full < 𝐼 ,
leads only to a slightly stronger contrast between the intensities. Hence,
the result suggests that the stochastic fluctuation of noise has a larger
impact on the quality of reconstruction than the scattering bias. A
future study to mitigate the impact of scattering, using advanced noise
correction techniques [17], is warranted.
10
Fig. 14. Projections 𝑦 of timeframe 485 of the bed fluidized with a superficial gas
velocity of 17 cm/s. The projections have been cropped to a region of interest, showing
rows 400–1200. The column walls are indicated with dashed lines.

5.3. Geldart B bubbling fluidized beds

In the following experiment, the Geldart B bed is brought to the
fluidization regime using a superficial gas velocity of 17 cm/s. This
combination of particle size and gas velocity leads to distinctive bub-
bles, and is therefore suitable as a demonstration of our technique. At
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Fig. 15. Timeframes 482–488 of the bubbling fluidized bed using an superficial gas velocity of 17 cm/s. For this visualization we enhanced the images by postprocessing with a
low-weight (𝜆 = 1∕0.065) total variation filter.
Fig. 16. Still of the 17 cm/s experiment. In the movie, we enhanced the reconstruction
by postprocessing with a low-weight (𝜆 = 1∕0.065) total variation filter.

lower superficial gas velocities, bubbles are smaller, whereas at higher
velocities, the flow transitions into the slugging regime. X-ray projec-
tions are recorded above the gas inlet (see Fig. 14 for a single frame).
SIRT was run with 200 iterations as stopping criterion to prevent fitting
to noise. Detector framerates were set to 65 Hz, i.e., an exposure time of
15 ms. This is the maximum framerate, which depends on the detector
ROI. It can be increased by changing the source–detector distances or
by imaging with a smaller column — although the latter would increase
bubble interactions with the column wall. The supplementary video
(Fig. 16) in Appendix C animates frames 450 to 650, corresponding
to three seconds of the experiment. The interval contains differently
shaped and sized bubbles, as well as a variety of dynamical behaviors.

Fig. 12 shows a solitary bubble extracted from timeframe 475.
Together with Fig. 9, this confirms that (i) the bubbles are reliably
localized and reconstructed, and that (ii) the artifacts (streaks and
hexagon-shapes) are an intrinsic limitation of the sparse-angular re-
construction. In comparison to phantom experiments, hexagon artifacts
are less pronounced in fluidized beds, due to a smoother variation of
𝑏 at the bubble interface (cf. Fig. 6). (Smoothly varying and irregular
interfaces are physical phenomena [56].) A second observation is that
projections in Fig. 12 panel (a) contain less noise than in Fig. 9
panel (a). This is a combined effect of the creation of a full column
11
reference (Section 4.1) and an averaging effect due to the motion of
the solids during the exposure time of a single detector timeframe.

The video, and Fig. 15 with timeframes 482–488, display the dy-
namic behavior of the field 𝑏(𝑥, 𝑦, 𝑧, 𝑡). This enables the quantification
of bubble dynamics [56]. We observe that:

• Small bubbles form at the gas inlet and merge with other bubbles
on their paths upwards through the column. The cores of the
larger bubbles are usually reconstructed with full gas (𝑏 = 1,
yellow), but, as before, bubble interfaces are not sharp (blue–
green).

• The flux of interstitial gas through the solids plays an important
role, leading to: (i) the existence of regions where 𝑏 takes ‘‘inter-
mediate values’’; (ii) the growth and/or shrinkage of bubbles; (iii)
the coalescence and/or breakup of bubbles and; (iv) the non-local
interactions between bubbles.

• While bubbles often appear to be convected in quasi-steady ways
upward, the dynamics are in fact 3-dimensional and intrinsically
unsteady, as they are driven by the flow of gas through the
column. Two examples are visible in Fig. 15. In the middle, a large
bubble emerges, while in the top a smaller bubble disappears,
i.e., disperses in the solids. Both occur in a very short time, and
with little upwards displacement.

Overall, the Geldart B fluidized bed experiment shows the potential
of our technique for imaging complex 3D dynamics. A pseudo-3D
technique, i.e., using a vertical stacking of 2D slices over an interval of
time [57,58], would not have been adequate because of the unsteady
3D dynamics.

6. Conclusion

To measure the gas–solids mixture of fluidized beds, various tech-
niques are used in the literature, each with its own advantages and
limitations. In this article, we have introduced a new technique that
is fully-3D and simultaneously achieves a high temporal resolution.
It consists of a set-up with three stationary X-ray source and flat
panel detector pairs, a data-driven geometry calibration procedure,
and a tailored image reconstruction method. The technique enables
dynamic imaging of large 3D regions, is conceptually simple, and can
easily be modified — for instance to image at a high framerate in
a region of interest. It therefore enables straightforward experimen-
tation with varying column sizes and different bed materials. Future
considerations are an upgrade of the hardware, e.g., an expansion
to five source–detector pairs (although this would be a costly and
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mechanically complex task) and the implementation of an additional
beam hardening correction for imaging larger diameter columns [59].

In comparison to an X-ray source and detector on a gantry, such as
is common in medical CT, our set-up has a high framerate, but requires
a sparse-angle reconstruction for each timeframe. To study this aspect,
we have used SIRT as a baseline in numerical simulations and phantom
experiments, and analyzed the noise-induced artifacts, hexagon-shaped
bubbles, and the degradation of resolving power when multiple bubbles
occur at the same detector height. The artifacts are 3D analogues of
observations in our previous line-detector set-up [11,55], and provide
directions for tailored post-processing approaches and more sophis-
ticated reconstruction algorithms. Since noise was found to have a
substantial effect in the reconstruction, we expect noise-suppressing
priors to improve the image quality considerably. Depending on the
bubbling regime, priors could also incorporate information on the
sparsity of the bubbles, their solid contents, or the nearby timeframes.
This has the potential to reduce artifacts and achieve a more precise
determination of bubble interfaces.

In our results of a Geldart B bubbling fluidized bed, we find clear
correspondences between the time-resolved experiment and conducted
phantom experiments. Compared to our previous line-detector set-up,
we found that the set-up is able to capture the complex 3D evolution
of bubbles in the entire volume. The technique can furthermore be
extended with post-processing and analysis algorithms, such as im-
age segmentation. This enables a better quantitative analysis, such as
average gas hold-up, as well as a better qualitative analysis, such as
coalescence- and break-up processes, of bubbling fluidized beds.
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ppendix A. Software

For reconstruction we have used the ASTRA Toolbox [52]. Our
ython code is available at https://github.com/adriaangraas/fluidized-
ed-ct. For calibration, we have released our software package CaTE on
12

ttps://github.com/adriaangraas/CaTE.
Appendix B. Data-driven calibration

Our marker-based calibration (Section 3.2) allows the inference of
geometry parameters 𝜓 from the projection of markers. The parameters
are encoded using the 3D positions of the sources and detectors, and
the extrinsic Euler angles of the orientations of the detectors planes.
Before our data acquisition, we scanned a fabricated PVC pipe with nine
uniquely identifiable metal markers points. The pipe was positioned on
a rotation table, and after imaging a full rotation, three angles were
selected for annotation. We picked the three angles such that they are
far apart, and such that the markers on the images do not overlap.
This led to 9 projections for each marker, and a total of 81 marker
projections.

The subsequent nonlinear optimization problem (see Eq. (1)) was
solved with the Levenberg–Marquardt [48] implementation in SciPy.
The gradient of 𝑃𝜓 was computed numerically. Since the distances be-
tween markers were not given a-priori, the found geometry parameters
were determined up to a scaling factor. To see this, note that stretching
the geometry (moving sources and detectors closer or farther) leads
to the same projections. The known inner diameter of the PVC pipe
was used to correct the scaling. For this, we first reconstructed the
pipe in high resolution, using a full-angular scan from a rotation table.
An ellipse was subsequently fitted in the horizontal reconstruction
plane to yield the reconstructed diameter of the pipe. The comparison
between the reconstructed diameter and the known diameter was used
to determine the scaling factor.

Appendix C. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.powtec.2023.119269.

References

[1] D. Geldart, Types of gas fluidization, Powder Technol. 7 (5) (1973) 285–292,
URL https://www.sciencedirect.com/science/article/pii/0032591073800373.

[2] R. Clift, J. Grace, M. Weber, Bubbles, drops, and particles, 1978.
[3] J. Van Ommen, R. Mudde, Measuring the gas-solids distribution in fluidized beds

–A review, Int. J. Chem. React. Eng. 6 (2008) 1–29, http://dx.doi.org/10.2202/
1542-6580.1796.

[4] J. Xue, M. Al-Dahhan, M. Dudukovic, Bubble velocity, size, and interfacial
area measurements in a bubble column by four-point optical probe, Fluid
Mech. Transp. Phenomena 54 (2) (2007) 350–363, http://dx.doi.org/10.1002/
aic.11386.

[5] F. Schillinger, T.J. Schildhauer, S. Maurer, E.C. Wagner, R.F. Mudde, J.R. van
Ommen, Generation and evaluation of an artificial optical signal based on X-
ray measurements for bubble characterization in fluidized beds with vertical
internals, Int. J. Multiph. Flow 107 (2018) 16–32.

[6] N. Torres Brauer, B. Serrano Rosales, H. de Lasa, Single-bubble dynamics
in a dense phase fluidized sand bed biomass gasification environment, Ind.
Eng. Chem. Res. 59 (13) (2020) 5601–5614, http://dx.doi.org/10.1021/acs.iecr.
9b05674.

[7] H. Wang, W. Yang, Application of electrical capacitance tomography in circulat-
ing fluidised beds – A review, Appl. Therm. Eng. 176 (2020) 115311, http://dx.
doi.org/10.1016/j.applthermaleng.2020.115311, URL https://www.sciencedirect.
com/science/article/pii/S1359431120305019.

[8] M. Bieberle, F. Barthel, U. Hampel, Ultrafast x-ray computed tomogra-
phy for the analysis of gas– solid fluidized beds, Chem. Eng. J. 189-190
(2012) 356–363, http://dx.doi.org/10.1016/j.cej.2012.02.028, URL https://
www.sciencedirect.com/science/article/pii/S1385894712002239.

[9] Y. Lau, U. Hampel, M. Schubert, Ultrafast x-ray tomographic imaging of
multiphase flow in bubble columns - part 1: Image processing and reconstruction
comparison, Int. J. Multiph. Flow 104 (2018) 258–271, http://dx.doi.org/
10.1016/j.ijmultiphaseflow.2018.02.010, URL https://www.sciencedirect.com/
science/article/pii/S0301932217309023.

[10] S. Roy, Radiotracer and particle tracking methods, modeling and scale-up, AIChE
Journal 63 (1) (2017) 314–326, http://dx.doi.org/10.1002/aic.15559, URL https:
//aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.15559, arXiv:https://aiche.
onlinelibrary.wiley.com/doi/pdf/10.1002/aic.15559.

[11] R.F. Mudde, Time-resolved X-ray tomography of a fluidized bed, Powder Technol.

199 (1) (2010) 55–59.

https://github.com/adriaangraas/fluidized-bed-ct
https://github.com/adriaangraas/fluidized-bed-ct
https://github.com/adriaangraas/fluidized-bed-ct
https://github.com/adriaangraas/CaTE
https://doi.org/10.1016/j.powtec.2023.119269
https://www.sciencedirect.com/science/article/pii/0032591073800373
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb2
http://dx.doi.org/10.2202/1542-6580.1796
http://dx.doi.org/10.2202/1542-6580.1796
http://dx.doi.org/10.2202/1542-6580.1796
http://dx.doi.org/10.1002/aic.11386
http://dx.doi.org/10.1002/aic.11386
http://dx.doi.org/10.1002/aic.11386
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb5
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb5
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb5
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb5
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb5
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb5
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb5
http://dx.doi.org/10.1021/acs.iecr.9b05674
http://dx.doi.org/10.1021/acs.iecr.9b05674
http://dx.doi.org/10.1021/acs.iecr.9b05674
http://dx.doi.org/10.1016/j.applthermaleng.2020.115311
http://dx.doi.org/10.1016/j.applthermaleng.2020.115311
http://dx.doi.org/10.1016/j.applthermaleng.2020.115311
https://www.sciencedirect.com/science/article/pii/S1359431120305019
https://www.sciencedirect.com/science/article/pii/S1359431120305019
https://www.sciencedirect.com/science/article/pii/S1359431120305019
http://dx.doi.org/10.1016/j.cej.2012.02.028
https://www.sciencedirect.com/science/article/pii/S1385894712002239
https://www.sciencedirect.com/science/article/pii/S1385894712002239
https://www.sciencedirect.com/science/article/pii/S1385894712002239
http://dx.doi.org/10.1016/j.ijmultiphaseflow.2018.02.010
http://dx.doi.org/10.1016/j.ijmultiphaseflow.2018.02.010
http://dx.doi.org/10.1016/j.ijmultiphaseflow.2018.02.010
https://www.sciencedirect.com/science/article/pii/S0301932217309023
https://www.sciencedirect.com/science/article/pii/S0301932217309023
https://www.sciencedirect.com/science/article/pii/S0301932217309023
http://dx.doi.org/10.1002/aic.15559
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.15559
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.15559
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.15559
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.15559
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.15559
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.15559
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb11
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb11
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb11


Powder Technology 434 (2024) 119269A.B.M. Graas et al.
[12] G. Brouwer, E. Wagner, J. Van Ommen, R. Mudde, Effects of pressure and
fines content on bubble diameter in a fluidized bed studied using fast X-ray
tomography, Chem. Eng. J. 207-208 (2012) 711–717, http://dx.doi.org/10.1016/
j.cej.2012.07.040.

[13] A. Helmi, E.C. Wagner, F. Gallucci, M. van Sint Annaland, J.R. van Ommen,
R.F. Mudde, On the hydrodynamics of membrane assisted fluidized bed reactors
using X-ray analysis, Chem. Eng. Process.: Process Intensif. 122 (2017) 508–522.

[14] S. Jahangir, E.C. Wagner, R.F. Mudde, C. Poelma, Void fraction measurements in
partial cavitation regimes by X-ray computed tomography, Int. J. Multiph. Flow
120 (103085) (2019) http://dx.doi.org/10.1016/j.ijmultiphaseflow.2019.103085.

[15] M.M. Mandalahalli, E.C. Wagner, L.M. Portela, R.F. Mudde, Electrolyte effects
on recirculating dense bubbly flow: An experimental study using X-ray imaging,
AIChE J. 66 (1) (2020).

[16] P. Hansen, Computed Tomography: Algorithms, Insight, and Just Enough Theory,
in: Fundamentals of Algorithms Series, Society for Industrial and Applied
Mathematics, 2021, URL https://books.google.nl/books?id=Ja5wzgEACAAJ.

[17] M. Wang, Industrial Tomography: Systems and Applications, Woodhead Pub-
lishing Series in Electronic and Optical Materials, Elsevier, Science, 2022, URL
https://books.google.nl/books?id=0748EAAAQBAJ.

[18] G.A. Johansen, U. Hampel, B.T. Hjertaker, Flow imaging by high speed trans-
mission tomography, Appl. Radiat. Isot. 68 (4) (2010) 518–524, http://dx.doi.
org/10.1016/j.apradiso.2009.09.004, the 7th International Topical Meeting on
Industrial Radiation and Radio isotope Measurement Application(IRRMA-7). URL
https://www.sciencedirect.com/science/article/pii/S0969804309005417.

[19] V. Neculaes, P. Edic, M. Frontera, A. Caiafa, G. Wang, B. De Man, Multisource
X-ray and CT: Lessons learned and future outlook, IEEE Access 2 (2015) 1,
http://dx.doi.org/10.1109/ACCESS.2014.2363949.

[20] T.G. Flohr, C.H. McCollough, H. Bruder, M. Petersilka, K. Gruber, C. Süß, M.
Grasruck, K. Stierstorfer, B. Krauss, R. Raupach, A.N. Primak, A. Küttner, S.
Achenbach, C. Becker, A. Kopp, B.M. Ohnesorge, First performance evaluation
of a dual-source CT (DSCT) system, Eur. Radiol. 16 (2) (2006) 256–268, http:
//dx.doi.org/10.1007/s00330-005-2919-2.

[21] W. Wu, Y. Tang, T. Lv, C. Niu, C. Wang, Y. Guo, Y. Chang, G. Wang, Y.
Xi, Stationary multi-source AI-powered real-time tomography (SMART), 2022,
arXiv:2108.12076.

[22] S.B. Kumar, D. Moslemian, M. Dudukovic, A 𝛾-ray tomographic scanner for
imaging voidage distribution in two-phase flow systems, Flow Meas. Instrum.
6 (1) (1995) 61–73.

[23] Y. Xu, T. Li, L. Lu, S. Tebianian, J. Chaouki, T.W. Leadbeater, R. Jafari,
D.J. Parker, J. Seville, N. Ellis, J.R. Grace, Numerical and experimental
comparison of tracer particle and averaging techniques for particle velocities
in a fluidized bed, Chem. Eng. Sci. 195 (2019) 356–366, http://dx.doi.org/
10.1016/j.ces.2018.09.034, URL https://www.sciencedirect.com/science/article/
pii/S0009250918306833.

[24] F. Larachi, M. Cassanello, J. Chaouki, C. Guy, Flow structure of
the solids in a 3-d gas–liquid–solid fluidized bed, AIChE J. 42 (9)
(1996) 2439–2452, http://dx.doi.org/10.1002/aic.690420905, URL
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.690420905,
arXiv:https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.690420905.

[25] D.J. Parker, C.J. Broadbent, P. Fowles, M.R. Hawkesworth, P. McNeil, Positron
emission particle tracking - A technique for studying flow within engineering
equipment, Nucl. Instrum. Methods Phys. Res. A 326 (3) (1993) 592–607.

[26] C. van der Sande, J. Mooije, E.C. Wagner, G. Meesters, J.R. Van Ommen,
Single-photon emission radioactive particle tracking method for hydrodynamic
evaluation of multi-phase flows, Particuology (2023) http://dx.doi.org/10.1016/
j.partic.2023.10.001.

[27] M.S. Vesvikar, T.M. Aljuwaya, M.M. Taha, M.H. Al-Dahhan, Development,
validation and implementation of multiple radioactive particle tracking tech-
nique, Nucl. Eng. Technol. 55 (11) (2023) 4213–4227, http://dx.doi.org/
10.1016/j.net.2023.07.043, URL https://www.sciencedirect.com/science/article/
pii/S1738573323003595.

[28] M. Rasouli, F. Bertrand, J. Chaouki, A multiple radioactive particle tracking
technique to investigate particulate flows, AIChE J. 61 (2) (2015) 384–394, http:
//dx.doi.org/10.1002/aic.14644, URL https://aiche.onlinelibrary.wiley.com/doi/
abs/10.1002/aic.14644, arXiv:https://aiche.onlinelibrary.wiley.com/doi/pdf/10.
1002/aic.14644.

[29] C.R.K. Windows-Yule, M.T. Herald, A.L. Nicuşan, C.S. Wiggins, G. Pratx, S.
Manger, A.E. Odo, T. Leadbeater, J. Pellico, R.T.M. de Rosales, A. Renaud, I.
Govender, L.B. Carasik, A.E. Ruggles, T. Kokalova-Wheldon, J.P.K. Seville, D.J.
Parker, Recent advances in positron emission particle tracking: A comparative
review, Rep. Progr. Phys. 85 (1) (2022) 016101, http://dx.doi.org/10.1088/
1361-6633/ac3c4c.

[30] D.J. Parker, Positron emission particle tracking and its application to gran-
ular media, Rev. Sci. Instrum. 88 (5) (2017) 051803, http://dx.doi.org/
10.1063/1.4983046, arXiv:https://pubs.aip.org/aip/rsi/article-pdf/doi/10.1063/
1.4983046/14768474/051803_1_online.pdf.

[31] J. Chen, P. Gupta, S. Degaleesan, M.H. Al-Dahhan, M.P. Duduković, B.A.
Toseland, Gas holdup distributions in large-diameter bubble columns measured
13

by computed tomography, Flow Meas. Instrum. 9 (2) (1998) 91–101.
[32] S. Azizi, A. Yadav, Y.M. Lau, U. Hampel, S. Roy, M. Schubert, On the experimen-
tal investigation of gas-liquid flow in bubble columns using ultrafast X-ray tomog-
raphy and radioactive particle tracking, Chem. Eng. Sci. 170 (2017) 320–331,
http://dx.doi.org/10.1016/j.ces.2017.02.015, URL https://www.sciencedirect.
com/science/article/pii/S0009250917301136, 13th International Conference on
Gas-Liquid and Gas-Liquid-Solid Reactor Engineering.

[33] U. Hampel, L. Babout, R. Banasiak, E. Schleicher, M. Soleimani, T. Wondrak,
M. Vauhkonen, T. Lähivaara, C. Tan, B. Hoyle, A. Penn, A review on fast
tomographic imaging techniques and their potential application in industrial
process control, Sensors 22 (6) (2022) http://dx.doi.org/10.3390/s22062309,
URL https://www.mdpi.com/1424-8220/22/6/2309.

[34] F. Guillard, B. Marks, I. Einav, Dynamic X-ray radiography reveals particle size
and shape orientation fields during granular flow, Sci. Rep. 7 (1) (2017).

[35] J.L. Baker, I. Einav, Deep velocimetry: Extracting full velocity distributions
from projected images of flowing media, Exp. Fluids 62 (5) (2021) 102, http:
//dx.doi.org/10.1007/s00348-021-03203-w.

[36] M. Bieberle, F. Barthel, H. Menz, H. Mayer, U. Hampel, Ultrafast
three-dimensional X-ray computed tomography, Appl. Phys. Lett. 98 (3) (2011).

[37] C. Boyce, A. Penn, M. Lehnert, K. Pruessmann, C. Müller, Magnetic resonance
imaging of single bubbles injected into incipiently fluidized beds, Chem. Eng. Sci.
200 (2019) 147–166, http://dx.doi.org/10.1016/j.ces.2019.01.047, URL https:
//www.sciencedirect.com/science/article/pii/S0009250919301411.

[38] C.M. Boyce, A. Penn, M. Lehnert, K.P. Pruessmann, C.R. Müller, Magnetic
resonance imaging of interaction and coalescence of two bubbles injected
consecutively into an incipiently fluidized bed, Chem. Eng. Sci. 208 (2019).

[39] F. Wang, Q. Marashdeh, A. Wang, L.-S. Fan, Electrical capacitance volume to-
mography imaging of three-dimensional flow structures and solids concentration
distributions in a riser and a bend of a gas–solid circulating fluidized bed,
Ind. Eng. Chem. Res. 51 (33) (2012) 10968–10976, http://dx.doi.org/10.1021/
ie300746q.

[40] C. Park, S.M. Chowdhury, Y. Pottimurthy, Q.M. Marashdeh, A. Tong, F.L.
Teixeira, L.-S. Fan, Velocity profiling of a gas–solid fluidized bed using electrical
capacitance volume tomography, IEEE Trans. Instrum. Meas. 71 (2022) 1–16,
http://dx.doi.org/10.1109/TIM.2022.3190524.

[41] T. Buzug, Computed Tomography: From Photon Statistics to Modern Cone-Beam
CT, Springer, 2008, URL https://books.google.nl/books?id=HBfvngEACAAJ.

[42] A.C. Kak, M. Slaney, Principles of Computerized Tomographic Imaging, SIAM,
2001.

[43] T. Chandrasekera, A. Wang, D. Holland, Q. Marashdeh, M. Pore, F. Wang,
A. Sederman, L. Fan, L. Gladden, J. Dennis, A comparison of magnetic res-
onance imaging and electrical capacitance tomography: An air jet through
a bed of particles, Powder Technol. 227 (2012) 86–95, http://dx.doi.org/10.
1016/j.powtec.2012.03.005, emerging Particle Technology. URL https://www.
sciencedirect.com/science/article/pii/S0032591012001593.

[44] A. Penn, T. Tsuji, D.O. Brunner, C.M. Boyce, K.P. Pruessmann, C.R. Müller,
Real-time probing of granular dynamics with magnetic resonance, Sci. Adv. 3
(9) (2017) e1701879, http://dx.doi.org/10.1126/sciadv.1701879, URL https://
www.science.org/doi/abs/10.1126/sciadv.1701879, arXiv:https://www.science.
org/doi/pdf/10.1126/sciadv.1701879.

[45] A. Wilkinson, E. Randall, J. Cilliers, D. Durrett, T. Naidoo, T. Long, A
1000-measurement frames/second ERT data capture system with real-time visu-
alization, IEEE Sens. J. 5 (2) (2005) 300–307, http://dx.doi.org/10.1109/JSEN.
2004.842445.

[46] J.L. Mueller, S. Siltanen, Linear and Nonlinear Inverse Problems with Prac-
tical Applications, Society for Industrial and Applied Mathematics, Philadel-
phia, PA, 2012, http://dx.doi.org/10.1137/1.9781611972344, URL http://epubs.
siam.org/doi/abs/10.1137/1.9781611972344. arXiv:http://epubs.siam.org/doi/
pdf/10.1137/1.9781611972344.

[47] P. Russo, Handbook of X-Ray Imaging: Physics and Technology, Series in Medical
Physics and Biomedical Engineering, CRC Press, 2017.

[48] J.J. Moré, The levenberg-marquardt algorithm: Implementation and theory,
in: G.A. Watson (Ed.), Numerical Analysis, Springer Berlin Heidelberg, Berlin,
Heidelberg, 1978, pp. 105–116.

[49] M. Ishii, T. Hibiki, Thermo-Fluid Dynamics of Two-Phase Flow, Springer Science
& Business Media, 2011.

[50] H. Enwald, E. Peirano, A.-E. Almstedt, Eulerian two-phase flow theory applied
to fluidization, Int. J. Multiph. Flow 22 (1996) 21–66, http://dx.doi.org/
10.1016/S0301-9322(96)90004-X, URL https://www.sciencedirect.com/science/
article/pii/S030193229690004X.

[51] J. Gregor, T. Benson, Computational analysis and improvement of SIRT, IEEE
Trans. Med. Imaging 27 (7) (2008) 918–924.

[52] W. van Aarle, W.J. Palenstijn, J. Cant, E. Janssens, F. Bleichrodt, A. Dabravolski,
J.D. Beenhouwer, K.J. Batenburg, J. Sijbers, Fast and flexible X-ray tomography
using the ASTRA toolbox, Opt. Express 24 (22) (2016) 25129–25147, http://
dx.doi.org/10.1364/OE.24.025129, URL https://opg.optica.org/oe/abstract.cfm?

URI=oe-24-22-25129.

http://dx.doi.org/10.1016/j.cej.2012.07.040
http://dx.doi.org/10.1016/j.cej.2012.07.040
http://dx.doi.org/10.1016/j.cej.2012.07.040
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb13
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb13
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb13
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb13
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb13
http://dx.doi.org/10.1016/j.ijmultiphaseflow.2019.103085
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb15
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb15
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb15
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb15
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb15
https://books.google.nl/books?id=Ja5wzgEACAAJ
https://books.google.nl/books?id=0748EAAAQBAJ
http://dx.doi.org/10.1016/j.apradiso.2009.09.004
http://dx.doi.org/10.1016/j.apradiso.2009.09.004
http://dx.doi.org/10.1016/j.apradiso.2009.09.004
https://www.sciencedirect.com/science/article/pii/S0969804309005417
http://dx.doi.org/10.1109/ACCESS.2014.2363949
http://dx.doi.org/10.1007/s00330-005-2919-2
http://dx.doi.org/10.1007/s00330-005-2919-2
http://dx.doi.org/10.1007/s00330-005-2919-2
http://arxiv.org/abs/2108.12076
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb22
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb22
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb22
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb22
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb22
http://dx.doi.org/10.1016/j.ces.2018.09.034
http://dx.doi.org/10.1016/j.ces.2018.09.034
http://dx.doi.org/10.1016/j.ces.2018.09.034
https://www.sciencedirect.com/science/article/pii/S0009250918306833
https://www.sciencedirect.com/science/article/pii/S0009250918306833
https://www.sciencedirect.com/science/article/pii/S0009250918306833
http://dx.doi.org/10.1002/aic.690420905
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.690420905
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.690420905
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb25
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb25
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb25
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb25
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb25
http://dx.doi.org/10.1016/j.partic.2023.10.001
http://dx.doi.org/10.1016/j.partic.2023.10.001
http://dx.doi.org/10.1016/j.partic.2023.10.001
http://dx.doi.org/10.1016/j.net.2023.07.043
http://dx.doi.org/10.1016/j.net.2023.07.043
http://dx.doi.org/10.1016/j.net.2023.07.043
https://www.sciencedirect.com/science/article/pii/S1738573323003595
https://www.sciencedirect.com/science/article/pii/S1738573323003595
https://www.sciencedirect.com/science/article/pii/S1738573323003595
http://dx.doi.org/10.1002/aic.14644
http://dx.doi.org/10.1002/aic.14644
http://dx.doi.org/10.1002/aic.14644
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.14644
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.14644
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.14644
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.14644
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.14644
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.14644
http://dx.doi.org/10.1088/1361-6633/ac3c4c
http://dx.doi.org/10.1088/1361-6633/ac3c4c
http://dx.doi.org/10.1088/1361-6633/ac3c4c
http://dx.doi.org/10.1063/1.4983046
http://dx.doi.org/10.1063/1.4983046
http://dx.doi.org/10.1063/1.4983046
http://arxiv.org/abs/https://pubs.aip.org/aip/rsi/article-pdf/doi/10.1063/1.4983046/14768474/051803_1_online.pdf
http://arxiv.org/abs/https://pubs.aip.org/aip/rsi/article-pdf/doi/10.1063/1.4983046/14768474/051803_1_online.pdf
http://arxiv.org/abs/https://pubs.aip.org/aip/rsi/article-pdf/doi/10.1063/1.4983046/14768474/051803_1_online.pdf
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb31
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb31
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb31
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb31
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb31
http://dx.doi.org/10.1016/j.ces.2017.02.015
https://www.sciencedirect.com/science/article/pii/S0009250917301136
https://www.sciencedirect.com/science/article/pii/S0009250917301136
https://www.sciencedirect.com/science/article/pii/S0009250917301136
http://dx.doi.org/10.3390/s22062309
https://www.mdpi.com/1424-8220/22/6/2309
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb34
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb34
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb34
http://dx.doi.org/10.1007/s00348-021-03203-w
http://dx.doi.org/10.1007/s00348-021-03203-w
http://dx.doi.org/10.1007/s00348-021-03203-w
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb36
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb36
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb36
http://dx.doi.org/10.1016/j.ces.2019.01.047
https://www.sciencedirect.com/science/article/pii/S0009250919301411
https://www.sciencedirect.com/science/article/pii/S0009250919301411
https://www.sciencedirect.com/science/article/pii/S0009250919301411
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb38
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb38
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb38
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb38
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb38
http://dx.doi.org/10.1021/ie300746q
http://dx.doi.org/10.1021/ie300746q
http://dx.doi.org/10.1021/ie300746q
http://dx.doi.org/10.1109/TIM.2022.3190524
https://books.google.nl/books?id=HBfvngEACAAJ
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb42
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb42
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb42
http://dx.doi.org/10.1016/j.powtec.2012.03.005
http://dx.doi.org/10.1016/j.powtec.2012.03.005
http://dx.doi.org/10.1016/j.powtec.2012.03.005
https://www.sciencedirect.com/science/article/pii/S0032591012001593
https://www.sciencedirect.com/science/article/pii/S0032591012001593
https://www.sciencedirect.com/science/article/pii/S0032591012001593
http://dx.doi.org/10.1126/sciadv.1701879
https://www.science.org/doi/abs/10.1126/sciadv.1701879
https://www.science.org/doi/abs/10.1126/sciadv.1701879
https://www.science.org/doi/abs/10.1126/sciadv.1701879
http://arxiv.org/abs/https://www.science.org/doi/pdf/10.1126/sciadv.1701879
http://arxiv.org/abs/https://www.science.org/doi/pdf/10.1126/sciadv.1701879
http://arxiv.org/abs/https://www.science.org/doi/pdf/10.1126/sciadv.1701879
http://dx.doi.org/10.1109/JSEN.2004.842445
http://dx.doi.org/10.1109/JSEN.2004.842445
http://dx.doi.org/10.1109/JSEN.2004.842445
http://dx.doi.org/10.1137/1.9781611972344
http://epubs.siam.org/doi/abs/10.1137/1.9781611972344
http://epubs.siam.org/doi/abs/10.1137/1.9781611972344
http://epubs.siam.org/doi/abs/10.1137/1.9781611972344
http://arxiv.org/abs/http://epubs.siam.org/doi/pdf/10.1137/1.9781611972344
http://arxiv.org/abs/http://epubs.siam.org/doi/pdf/10.1137/1.9781611972344
http://arxiv.org/abs/http://epubs.siam.org/doi/pdf/10.1137/1.9781611972344
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb47
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb47
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb47
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb48
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb48
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb48
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb48
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb48
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb49
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb49
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb49
http://dx.doi.org/10.1016/S0301-9322(96)90004-X
http://dx.doi.org/10.1016/S0301-9322(96)90004-X
http://dx.doi.org/10.1016/S0301-9322(96)90004-X
https://www.sciencedirect.com/science/article/pii/S030193229690004X
https://www.sciencedirect.com/science/article/pii/S030193229690004X
https://www.sciencedirect.com/science/article/pii/S030193229690004X
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb51
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb51
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb51
http://dx.doi.org/10.1364/OE.24.025129
http://dx.doi.org/10.1364/OE.24.025129
http://dx.doi.org/10.1364/OE.24.025129
https://opg.optica.org/oe/abstract.cfm?URI=oe-24-22-25129
https://opg.optica.org/oe/abstract.cfm?URI=oe-24-22-25129
https://opg.optica.org/oe/abstract.cfm?URI=oe-24-22-25129


Powder Technology 434 (2024) 119269A.B.M. Graas et al.
[53] A. Hauptmann, O. Öktem, C. Schönlieb, Image reconstruction in dynamic inverse
problems with temporal models, in: Handbook of Mathematical Models and
Algorithms in Computer Vision and Imaging: Mathematical Imaging and Vision,
2021, pp. 1–31.

[54] R. Mudde, P. Bruneau, T. Van der Hagen, Time-resolved 𝛾-densitometry imaging
within fluidized beds, Ind. Eng. Chem. Res. 44 (16) (2005) 6181–6187.

[55] R.F. Mudde, J. Alles, T.H.J.J. van der Hagen, Feasibility study of a time-
resolving X-Ray tomographic system, Meas. Sci. Technol. 19 (8) (2008) 085501,
http://dx.doi.org/10.1088/0957-0233/19/8/085501.

[56] J. Grace, X. Bi, N. Ellis, Essentials of Fluidization Technology, John Wi-
ley & Sons, Ltd, 2020, URL https://onlinelibrary.wiley.com/doi/abs/10.1002/
9783527699483.
14
[57] V. Verma, J.T. Padding, N.G. Deen, J.A.M. Hans Kuipers, F. Barthel, M. Bieberle,
M. Wagner, U. Hampel, Bubble dynamics in a 3-D gas-solid fluidized bed using
ultrafast electron beam X-ray tomography and two-fluid model, AIChE J. 60 (5)
(2014) 1632–1644.

[58] J. Saayman, W. Nicol, J.R. Van Ommen, R.F. Mudde, Fast X-ray tomography for
the quantification of the bubbling-turbulent- and fast fluidization-flow regimes
and void structures, Chem. Eng. J. 234 (2013) 437–447.

[59] R.F. Mudde, Bubbles in a fluidized bed: A fast X-ray scanner, AIChE J.
57 (10) (2011) 2684–2690, http://dx.doi.org/10.1002/aic.12469, URL https:
//aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.12469, arXiv:https://aiche.
onlinelibrary.wiley.com/doi/pdf/10.1002/aic.12469.

http://refhub.elsevier.com/S0032-5910(23)01052-5/sb53
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb53
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb53
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb53
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb53
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb53
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb53
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb54
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb54
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb54
http://dx.doi.org/10.1088/0957-0233/19/8/085501
https://onlinelibrary.wiley.com/doi/abs/10.1002/9783527699483
https://onlinelibrary.wiley.com/doi/abs/10.1002/9783527699483
https://onlinelibrary.wiley.com/doi/abs/10.1002/9783527699483
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb57
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb57
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb57
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb57
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb57
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb57
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb57
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb58
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb58
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb58
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb58
http://refhub.elsevier.com/S0032-5910(23)01052-5/sb58
http://dx.doi.org/10.1002/aic.12469
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.12469
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.12469
https://aiche.onlinelibrary.wiley.com/doi/abs/10.1002/aic.12469
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.12469
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.12469
http://arxiv.org/abs/https://aiche.onlinelibrary.wiley.com/doi/pdf/10.1002/aic.12469

	X-ray tomography for fully-3D time-resolved reconstruction of bubbling fluidized beds
	Introduction
	Related work
	Material and methods
	Experimental set-up
	Calibration

	Theory
	Measurement principle
	Full column references for fluidized beds

	X-ray tomographic reconstruction
	Visualization

	Results
	Numerical simulations
	Numerical set-up
	Solitary bubbles
	Bubble–bubble reconstruction interference
	Geometry of noise artifacts

	Phantom experiments
	Static bubble phantoms
	Bubble diameter estimation
	Moving phantom
	Measurement noise

	Geldart B bubbling fluidized beds

	Conclusion
	CRediT authorship contribution statement
	Declaration of competing interest
	Data availability
	Acknowledgments
	Appendix A. Software
	Appendix B. Data-driven calibration
	Appendix C. Supplementary data
	References


