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Abstract—At ACSAC 2019, we introduced a new cryptographic primitive called proof of aliveness (PoA), allowing us to remotely and automatically track the running status (aliveness) of devices in the fields in cyber-physical systems. We proposed to use a one-way function (OWF) chain structure to build an efficient proof of aliveness, such that the prover sends every node on the OWF chain in a reverse order periodically, and it can be verified by a remote verifier with the possession of the tail node (last node) of the OWF chain. However, the practicality of this initial construction is limited by the finite number of nodes on an OWF chain. We enhance our first PoA construction by linking multiple OWF chains together using a pseudo-random generator chain in our second PoA scheme. This enhancement allows us to integrate one-time signature (OTS) schemes into the structure of the second construction to realize the auto-replenishment of the aliveness proofs. This implies that securely an initialized PoA instance can be used forever without interruption for reinitialization. In this work, our primary motivation is to further improve our secondary PoA and auto-replenishment schemes. Instead of storing the tail nodes of multiple OWF chains on the verifier side, we use a Bloom Filter to compress them. This saves 4.7 times the storage cost compared to our previous version at ACSAC 2019. Moreover, the OTS-based auto-replenishment solution cannot be applied to our first scheme solely based on OWFs, and it is not so efficient despite its standard model security. To overcome these limitations, we design a new auto-replenishment scheme from a hash-based commitment under the random oracle model in this work, which is much faster and can be used by both PoA schemes. Additionally, we implement and evaluate our PoA constructions on Raspberry Pis to demonstrate their performance. Considering the implementation on a storage/memory-constrained device, we particularly study the strategies for efficiently generating proofs. Considering the implementation on a storage/memory-constrained device, we particularly study the strategies for efficiently generating proofs.
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1 INTRODUCTION

Availability or aliveness are critical to cyber-physical systems (CPS), especially to the so-called critical infrastructures, which our daily life heavily relies on. For instance, hundreds of thousands of people had to stay in the dark for hours when the power grids were shut down by cyber attackers [2]. This kind of denial-of-service attack affects users and customers immediately, while another type of attacker may intend to disable certain services and hide their malicious behaviors from being detected. Triton, the most murderous malware in the world, attacked one petrol plant in Saudi Arabia and disabled its safety instrumentation systems (SIS) [3], [4]. If this malware was not discovered, the plant could keep running without the protection of its SIS and explode at some point. The latest news shows that Triton is still spreading and hit its second victim in 2019 [5], and nobody can tell how many plants are infected unknowingly. Thus, in the adversarial setting, knowing that a particular service is actually running is even more important than just running the service. To this end, we introduce a concept called “Proof of Aliveness” (PoA), which allows a device in the field to prove to the control center that it is still “alive” and running. More application scenarios of PoA are discussed in Section 8.

Obviously, the most straightforward construction of PoA is to send a heartbeat signal from the devices to the control center every few seconds. However, an attacker in the network can easily intercept the heartbeat signal and keep replaying it to fool the control center. Recent studies have highlighted that a more sophisticated attacker can even simulate the normal behavior of a compromised device and send the simulated data to deceive the control center while the actual device is not running at all [6]. Hence, it becomes imperative for the devices to send a proof message that can prove its authenticity. Meanwhile, the proof should be different every time to prevent replay attacks. For example, the prover can periodically send the current time \( T \) with its digital signature \( \text{Sig}(T) \) or message authentication code \( \text{MAC}(T) \) to a verifier as proof of aliveness. However, the devices in CPS are resource-constrained and consequently
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cannot afford the computational cost of asymmetric key cryptography. Moreover, a MAC-based PoA scheme would require a verifier to possess a shared secret key with a client, making it vulnerable to a single point of failure. That is, if a verifier holds many shared keys from various clients, compromising the verifier would compromise the security of the entire protocol.

To construct a more efficient proof of aliveness (PoA) scheme resilient to verifier compromise, one can run lightweight authentication protocols between the device/client and the control center/server repeatedly [7], [8]. Among existing authentication schemes, we notice that time-based one-time passwords (TOTP) schemes [9], [10] share many similarities with proof of aliveness protocol, such as single side authentication, single communication pass, and the efficiency requirement. TOTP protocols are widely used as a second authentication factor to enhance the security of mobile user authentication, e.g., in Duo [11] and Google Authenticator [12]. During authentication, the prover/client sends a password generated based on a secret and the current time. After that, the password is sent to the verifier/server for verification using the present time and some pre-shared data. A recent advance and the state-of-the-art in the research of TOTP is a technique called T/Key published at CCS 2017 [10], which converts a hash chain-based authentication method [13], [14] into a time-based one-time password, such that the verifier does not need to store any secrets. It also implies that if we can construct a PoA construction similar to T/Key, the PoA will be publicly verifiable. This technique removes a single point of failure in the system, such that an attacker cannot disable the verification services of the control center by just compromising a fraction of the servers.

Although these authentication-akin cryptographic primitives could be adapted to realize PoA, the security definition of PoA itself remains an open question. That is, we still need to formalize the unique (and essential) security features of PoA. For example, it is notable that a PoA scheme may primarily require the capacity to authenticate time-specific information without the need for session-aware entity authentication or the authentication of arbitrary messages (unlike other authentication schemes). Additionally, the procedures of aliveness attestation should continuously run through the whole life span of the client devices. These peculiarities of PoA motivate us to build new constructions that are efficient enough for resource-constrained devices and provably secure under a PoA security model.

**Our Work.** In this paper, we first introduce a formal security model for Proof of Aliveness. In the model, we assume adversaries can actively intercept and tamper with aliveness proofs, and take the effects of multiple clients into account, as it is common to use a single authentication server for multiple clients in practice.

In addition, we propose two PoA constructions. The first one is based on an N-node one-way function (OWF) chain using a random seed as its head node \(x_0\), i.e., the \(i\)-th node in the chain is \(x_i = f(x_{i-1})\) for \(1 \leq i \leq N\), where \(f(\cdot)\) is a one-way function. By revealing the nodes in the chain in reverse order (i.e., \(x_{N-1}, x_{N-2}, \ldots, x_0\)) as proofs at a constant pace, such as 30 seconds per node, the verifier with the possession of the tail node \((x_N)\) of the chain can verify the correctness of each password \(x_i\) by taking it as input and repeatedly evaluating the OWF \(f(\cdot)\) for \(N - i\) times, and comparing with the stored tail node. This construction is similar to T/Key [10], but our OWF chain construction can be proved secure without random oracles. Although this construction is secure and very efficient in computation, an open question is how to enable it to run continuously for a long time, like a decade, in CPS. Note that the one-way function chain has only a finite length. Therefore, the proofs will be used up eventually at some point. Then, the PoA has to stop running and reinitialize itself, which is not preferable in CPS. Moreover, to facilitate the proof generation in this scheme, the client could cache a few internal nodes as the checkpoints during the setup phase, like the T/Key [10], so that the client can generate a proof from the nearest checkpoint rather than from the head node every time.

To overcome the limitations of the first construction, we extend its idea and link multiple one-way function chains together by a chain constructed by a pseudo-random generator in [1]. Most importantly, this multi-chain PoA construction can achieve auto-replenishment of proofs, which is crucial for its real-world deployment. Essentially, we intentionally reserve the last nodes of every OWF chain for constructing a one-time signature scheme to sign the tail nodes of new OWF chains, which will be used after the current chain is used up completely. In this way, a man-in-the-middle attacker cannot tamper with the commitment of a new chain structure. Therefore, the new chain is successfully bootstrapped by the current chain. In particular, our second scheme only needs to store one seed of PRG, and the head node of each OWF chain can be computed on the fly. However, one limitation of the previous multi-chain PoA construction is the large number of verify-points. To reduce the storage cost of the prover and the verifier, we realize that it is possible to use a Bloom filter to compress those verify-points. Consequently, the prover only needs to commit the Bloom filter of the new protocol instance, and the verifier stores the Bloom filter and caches the most recent verify-point for verification. It is sufficient to check whether the proof can result in either the currently cached verify-point or a verify-point stored in the Bloom filter.

Although our OTS-based auto-replenishment scheme is effective and secure in the standard model, it is not very efficient and cannot be applied in our first PoA scheme. Therefore, we develop a new auto-replenishment scheme from hash-based commitment. This new solution can be used by both of the PoA schemes. The idea is that the client could use an unopened proof \(x_i\) to commit the tail nodes of a new PoA protocol instance when the proof \(x_{i-1}\) is sent. When \(x_i\) is opened at time \(i\), the verifier can verify the commitment received before. As the commitment may be lost, the client could commit the new protocol instance a few times, depending on the system setting.

**Contributions.** We make the following contributions in our paper:

1. [1]: We introduced a new cryptographic notion called “Proof of Aliveness” (PoA), which allows a remote device/prover to prove its “aliveness” to a server/verifier over an open network.
2) [1]: Our first PoA protocol $\Pi_{OWF}$ has a single chain-based structure as the hash chain-based authentication scheme in [13], but the hash function is replaced with a more general cryptographic building block, i.e., one-way function. This led to a more general security analysis result.

3) [1]: To improve our first protocol, we proposed to leverage our first protocol as a building block to construct our second PoA protocol $\Pi_{OWF}$ that has multiple OWF chains (which are the protocol instances of $\Pi_{OWF}$). Meanwhile, we make use of a pseudo-random generator to quickly access the head nodes of those OWF chains on the fly. This allows auto-replenishment of proofs, so we can never run out of proofs.

4) [This work]: We further improve the storage cost of the prover and the verifier in $\Pi_{PRG}$ by leveraging a Bloom filter which is used to compress all the verify-points. This improvement could roughly save 4.7 times the storage cost for both parties. The new protocol will be called as $\Pi_{OWF-BF}$.

5) [This work]: We propose a new auto-replenishment scheme that is based on a hash-based commitment scheme in the random oracle model and can be used by all of our PoA schemes. The new scheme is very efficient as only one additional hash computation is required during each proof generation.

6) [1]: We showed a new modular approach to prove the security of our proposed PoA protocols in the standard model, which also significantly simplifies the security analysis.

7) [This work]: We study the performance constraints and define a cost model for storage-constrained devices, in contrast to [1], which only considers storage-sufficient devices. The cost model can be used to determine the number of sub-chains in our second construction.

8) [This work]: Last but not least, on an embedded device, Raspberry Pi, we evaluate the performance of our new PoA construction with the instantiations of the OWF and PRG in the random oracle model and the standard model respectively. We benchmark the performance of protocols with more fine-grained parameters compared to [1]. In particular, new experiments are carried out to evaluate the performance of our new auto-replenishment scheme and the proof generation time for storage-constrained devices. The results show that the proof generation time is in the order of microseconds, so they are sufficiently efficient to be deployed in real-world devices.

Organization. Related work is reviewed in Section 2. We introduce the preliminaries in Section 3. The notion of Proof of Aliveness protocols is presented in Section 4. Sections 5 and 6 present two PoA protocols. In Section 7, we propose a new auto-replenishment scheme. Section 8 presents a few applications of PoA. Implementation and evaluation results are presented in Section 9. We discuss some relevant topics in Section 10, and conclude in Section 11.

2 RELATED WORK

One-time Password. The use of a one-way function (OWF) for generating a one-time password can be dated back to the seminal work by Lamport [13]. Lamport’s scheme initiates the idea of chaining the one-time password based on OWF, i.e., the $i$-th password is computed with the OWF using the $(i-1)$-th password as input. However, the security of Lamport’s scheme is not formally analyzed in [13], i.e., the security model, the security assumptions of OWF, and the formal security proof are not presented in [13]. Although the security of Lamport’s scheme is implicitly analyzed in [15] (as a building block of a one-time signature) based on a security assumption quasi-inverting, the concrete hardness of quasi-inverting was not presented in [15]. Namely, we still do not have a complete security analysis of Lamport’s scheme with concrete adversary’s advantage in breaking it under an appropriate security model (especially in a multi-client setting). We notice that the quasi-inverting assumption is not enough for analyzing the passwords’ collision probability in a multi-client setting. Alternatively, we will present a new approach for proving our OWF-chain-based PoA schemes in the standard model.

Auto-replenishment. In [17], Goyal proposed to leverage a one-time signature (OTS) scheme to reinitialize the protocol instance when the head node of the secret chain is reached. Goyal also showed an improved scheme that uses (additional) passwords in the chain as the signature secrets to sign the new protocol instance. Zhang et al. [18] later proposed a self-updating hash chain that combines the one-time signature (OTS) scheme to reinitialize the protocol instance when the head node of the secret chain is reached. Goyal also showed an improved scheme that uses (additional) passwords in the chain as the signature secrets to sign the new protocol instance. Zhang et al. [18] later proposed a self-updating hash chain that combines the one-time signature scheme with the hash chain with a bit predicate so that the protocol instance can be self-updated along with the password spending. A similar construction idea utilizing OTS for reinitialization is also adopted in [19], [20]. However, the above schemes are developed from S/KEY without considering the time constraint as in TOTP. Their solutions inherited the shortcomings of S/KEY [16], such as password loss and abuse, which may lead to the misbinding of new protocol instances established by attackers. In this work, we are particularly interested in designing a PoA protocol that supports auto-replenishment.

Program Attestation. Program attestation allows one to verify the program running on a device remotely. Intuitively, one can run remote attestation repeatedly to realize a PoA scheme, but hardware-based attestation requires additional
trusted hardware platforms [21], and software-based attestation requires the attestation program to be implemented in the most time-efficient way on a given hardware platform [22], [23]. The device must disable its interrupts to achieve the time optimization required by software-based attestation methods. However, this action would halt the system’s response to interrupt triggers during normal operations in a real-time system, potentially resulting in catastrophic consequences such as system failure. This implies that repeated execution of program attestation is not an ideal solution for checking the aliveness of a CPS device.

**Authentication Channel Establishment.** TIFS:Wang0DT23

The challenge–response authentication style protocols [24], [25], [26] can indeed serve as a PoA scheme. However, such an approach needs more than one message flow, rendering it less efficient when compared to the straightforward authentication of a timestamp utilizing a specific authentication-related cryptographic primitive (as mentioned in Section 1). Another way of realizing PoA is to establish a secure communication channel via leveraging authenticated key exchange protocols (AKE) (such as [27], [28], [29]). AKE protocols enable two parties to establish session-aware, confidential, and authenticated channels for exchanging sensitive information, effectively achieving the secure functionality of PoA. However, this approach remains susceptible to the compromise of the verifier, if both the client and the verifier rely on a “long-term” session key (used many times) established via an AKE protocol instance to attest and verify the aliveness, respectively. For security, an alternative strategy is to engage in periodic execution of the AKE protocol between the client and verifier. However, this approach is also inefficient since it involves many public cryptographic operations and message flows in each protocol instance.

### 3 Preliminaries

The following briefly reviews the notions and cryptographic primitives our constructions may rely on. We denote the security parameter by $\kappa$, an empty string by $\emptyset$, and the set of integers between 1 and $n$ by $\{1, \ldots, n\} \subseteq \mathbb{N}$. Let $\| \theta$ be an operation to get the bit-length of a string. If $X$ is a set, then $x \xleftarrow{} X$ denotes the action of sampling a uniformly random element from $X$. If $X$ is a probabilistic algorithm, then $x \xleftarrow{} X$ denotes that $X$ runs with fresh random coins and returns $x$. We denote the binary representation of a value $x$ with bit size $l_x$ as $x = (x[1], x[2], \ldots, x[l_x]) \in \{0, 1\}^{l_x}$. The other notations used in this paper are summarized in Table 1. In the following, we review the syntax and security definitions of the main cryptographic primitives used to build PoA schemes.

**One-way Functions (OWF)** is known as a function that is easy to evaluate but hard to invert. We let $\mathcal{I}_{\text{OWF}} = \{0, 1\}^{\ell_x}$ and $\mathcal{R}_{\text{OWF}} = \{0, 1\}^{\nu - \ell_x}$ be the input and output space of OWF respectively, where $\ell_x \in \mathbb{N}$ is determined by security parameter $\kappa$, and $0 < \nu \leq 1$. Namely, we mainly consider length-preserving one-way functions that have identical input and output space. We denote a one-way function by two algorithms $\text{OWF} = (\text{Setup}, \text{Eval})$. The setup algorithm $\text{Setup}(1^\kappa)$ takes input $1^\kappa$ as the security parameter, and initializes an OWF and outputs the parameter $pms$ which will be implicitly used by the other algorithm. The evaluation algorithm $\text{Eval}(x)$ takes as input a value $x \in \mathcal{I}_{\text{OWF}}$, and outputs a value $y \in \mathcal{R}_{\text{OWF}}$. The security of a strong OWF requires that, on given $y = \text{Eval}(x)$ for an arbitrary $x$, it is hard to find its pre-image. Here, we require the one-way function to provide almost 1-1 property that each OWF value $y$ only has one pre-image with overwhelming probability. Note that almost 1-1 is defined as a standard property [30]. One of the famous concrete instances of OWF with almost 1-1 is the subset sum-based OWF in [31]. We define a security game $G_{\text{OWF}}(\kappa)$ that is played between an adversary $A$ and a challenger on a one-way function $F$ and the security parameter $\kappa$. In the security game, $A$ may ask the procedures defined in Figure 1. Concretely, the adversary $A$ proceeds with the game by sequentially calling the procedures $\text{Proc.Init}$, $\text{Proc.Challenge}$, and $\text{Proc.Finalize}$, as defined in Figure 1. We sample a uniform random value $x \xleftarrow{} \mathcal{I}_{\text{OWF}}$ in the Proc.Challenge query (meaning that $x$ is a random value that is unpredictable by $A$). The output of the game is the result of the procedure $\text{Proc.Finalize}$. The adversary $A$ wins if Proc.Finalize outputs 1.

![Fig. 1: Procedures used to define security for OWF.](image)

**TABLE 1: Notations**

<table>
<thead>
<tr>
<th>Description</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$</td>
<td>Security parameter</td>
</tr>
<tr>
<td>$\ell$</td>
<td>Number of clients</td>
</tr>
<tr>
<td>$l_x$</td>
<td>Input bit-length of OWF</td>
</tr>
<tr>
<td>$l_y$</td>
<td>Output bit-length of OWF</td>
</tr>
<tr>
<td>$l_m$</td>
<td>Bit-length of the message to be signed</td>
</tr>
<tr>
<td>$id_C$</td>
<td>Identity of a Client</td>
</tr>
<tr>
<td>$id_D$</td>
<td>Identity of a Server</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of nodes in an OWF-chain</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Number of sub-chains in $\mathcal{I}_{\text{OWF}}$</td>
</tr>
<tr>
<td>$\rho_{idC}$</td>
<td>Initial secret of $id_C$</td>
</tr>
<tr>
<td>$\pi_{idC}$</td>
<td>Verify-point of $id_C$</td>
</tr>
<tr>
<td>$\Delta_t$</td>
<td>The size of one time slot</td>
</tr>
<tr>
<td>$\Delta_{rev}$</td>
<td>Life-span of a PoA instance</td>
</tr>
<tr>
<td>$\ell_t$</td>
<td>i-th time slot</td>
</tr>
<tr>
<td>$\tau_{att}$</td>
<td>Aliveness tolerance time</td>
</tr>
<tr>
<td>$t_{start}$</td>
<td>Start time of a PoA instance</td>
</tr>
<tr>
<td>$t_{end}$</td>
<td>End time of a PoA instance</td>
</tr>
<tr>
<td>$t_{check}$</td>
<td>Aliveness check time</td>
</tr>
<tr>
<td>$t_{ver}$</td>
<td>Last verified time</td>
</tr>
</tbody>
</table>
let $S_{\text{PRG}} = \{0,1\}^l$ be the input space and $R_{\text{PRG}} = \{0,1\}^h$ be the output space of PRG, where the bit-lengths $(l, h) \in \mathbb{N}$ are determined by $\kappa$. We denote a pseudo-random generator by two algorithms $\text{PRG} = (\text{Setup}, \text{Gen})$. The setup algorithm $\text{Setup}(\kappa')$ takes as input $1^\kappa'$, and initializes the PRG and outputs the parameter $p_m$s which will be implicitly used by the other algorithm. The randomness generation algorithm $\text{Gen}(s)$ takes as input a random seed $s \leftarrow S_{\text{PRG}}$, and outputs a pseudo-random value $r \in R_{\text{PRG}}$. We define a security game $G_{\text{PRG}}^{\kappa}(\kappa)$ that is played between an adversary $A$ and a challenger based on a pseudo-random generator $G$ and the security parameter $\kappa$. The procedure of $G_{\text{PRG}}^{\kappa}(\kappa)$ is defined in Figure 4.

![Fig. 2: Procedures used to define security for PRG.](image)

**Definition 2.** Let $\text{Adv}_{A,G}^{\kappa}(\kappa) := |\Pr[G_{\text{PRG}}^{\kappa}(\kappa) = 1] - \frac{1}{2}|$ be the advantage of a PPT adversary $A$ in breaking the security of a PRG $G$ under the security parameter $\kappa$. We say $G$ is secure if no PPT adversary has non-negligible advantage $\text{Adv}_{A,G}^{\kappa}(\kappa)$.

**Collision-resistant Hash Functions.** Let $\text{CRH} : \mathcal{K}_{\text{CRH}} \times \mathcal{M}_{\text{CRH}} \rightarrow \mathcal{Y}_{\text{CRH}}$ be a family of keyed-hash functions where $\mathcal{K}_{\text{CRH}} = \{0,1\}^k$ is the key space, $\mathcal{M}_{\text{CRH}} = \{0,1\}^l$ is the message space and $\mathcal{Y}_{\text{CRH}} = \{0,1\}^h$ is the hash value space, and the bit-lengths $(l, h) \in \mathbb{N}$ are determined by $\kappa$. The public key $hk_{\text{CRH}} \in \mathcal{K}_{\text{CRH}}$ defines a hash function, denoted by $\text{CRH}(hk_{\text{CRH}}, \cdot)$. On input a message $m \in \mathcal{M}_{\text{CRH}}$, this function $\text{CRH}(hk_{\text{CRH}}, m)$ generates a hash value $y \in \mathcal{Y}_{\text{CRH}}$. For simplicity, we may write $\text{CRH}(m)$ for $\text{CRH}(hk_{\text{CRH}}, m)$ when $hk_{\text{CRH}}$ is clear in the context. Given an adversary $A$ and a CRH family $\text{CRH}$, the CRH security game $G_{A,\text{CRH}}^{\kappa}(\kappa)$ is defined in Figure 3.

![Fig. 3: Procedures used to define security for CRH.](image)

**Definition 3.** We denote with $\text{Adv}_{A,\text{CRH}}^{\kappa}(\kappa) := |\Pr[G_{A,\text{CRH}}^{\kappa}(\kappa) = 1]|$ be the advantage of a PPT adversary $A$ in breaking the security of CRH under the security parameter $\kappa$. We say CRH is secure if no PPT adversary has non-negligible advantage $\text{Adv}_{A,\text{CRH}}^{\kappa}(\kappa)$.

**Bloom filter.** Bloom filter [32] is a probabilistic data structure that provides space-efficient storage of a set and that can efficiently test whether an element is a member of the set. The probabilistic property of BF may lead to false positives but no false negatives. It is well-known that the more elements are added to the BF, the larger the probability of false positives gets. To reduce the false positive rate, we follow the approach of [33], i.e., a BF with $1.44eN$ bits for a set with size $N$ has a false positive rate (FPR) of $2^{-\nu}$.

We review the algorithms of a Bloom filter as follows:

- **Init($N, \epsilon$):** On input, a size $N$, the initialization algorithm initiates the Bloom filter of bit length $1.44eN$.
- **Insert($m$):** Element insertion algorithm takes an element $m$ as input, and inserts $m$ into BF.
- **Check($m$):** Element check algorithm returns 1 if an element $m$ is in BF, and 0 otherwise.

Here, we need an adversarial-resilient Bloom filter with a steady representation [34]. That is, the Bloom filter has a randomized initialization algorithm but a deterministic query algorithm that does not change the representation of the set $\{m_1, \ldots, m_N\}$ (inserted into the Bloom filter). In the following, we review the adversarial resilience property [34] of a secure Bloom filter with steady representation. We define a security game (adapted from [34]) $G_{A,BF}^{\kappa}(\kappa, T, N, \epsilon)$ that is played between an adversary $A$ and a challenger based on a Bloom filter BF scheme and the parameters $(\kappa, T, N, \epsilon)$, where $T$ is the time of the Bloom filter being used. Also, the parameter $T$ defines the running time of adversaries in the game. We assume that the Bloom filter instance BF itself does not record any randomness used during the execution of the initialization algorithm BF.Init. The procedure of $G_{A,BF}^{\kappa}(\kappa, T, N, \epsilon)$ is defined in Figure 4. Meanwhile, we let $\text{Get\_Current\_Time}()$ be a public function to get the current system time. Note that we model a polynomial time adversary with explicit time parameter $T$ that is similar to the approach [34] on restricting the query number of adversaries.

![Fig. 4: Procedures used to define security for BF.](image)

**Definition 4.** Let $\text{Adv}_{A,BF}^{\kappa}(\kappa, T, N, \epsilon) := |\Pr[G_{A,BF}^{\kappa}(\kappa, T, N, \epsilon) = 1]|$ be the advantage of a PPT adversary $A$ in breaking the security of a Bloom filter BF under the security parameter $\kappa$. We say BF is secure if no PPT adversary has non-negligible advantage $\text{Adv}_{A,BF}^{\kappa}(\kappa, T, N, \epsilon)$.

### 4 Security Notions of Proof of Aliveness

**Syntax.** A proof of aliveness (PoA) scheme is a two-party protocol in which one party, client idC, proves its aliveness at a certain time to a server idS. We divide time to a collection of discrete time slots $\{T_i\}$, each of which has a time length $\Delta_s$, i.e., $T_{i+1} - T_i = \Delta_s$. The time $\Delta_s$ is used to model the network delay while transmitting a proof, which will be considered as a global parameter. Let $\Delta_c$ denote the lifespan of a PoA protocol instance, and $R_{\text{Poa}}$ denote the space, where a secret will be drawn from, defined by $\kappa$. Let $T_{\text{att}}$ be the aliveness tolerance time, which determines the aliveness of a client device. That is, if the server idS fails to receive a valid proof from the client idC within $T_{\text{att}}$, then idS will declare the death of idC.

We denote a PoA protocol by three algorithms $\Pi = (\text{Setup}, \text{NextPf}, \text{Verify})$ which are defined as follows:

- **Setup($1^\kappa, \rho_{\text{DC}}, T_{\text{start}}, \Delta_c, T_{\text{att}}, \text{aux}$):** The setup algorithm takes as input $1^\kappa$ for the security parameter $\kappa$, the client
idC's initial check-secret \( \rho_{idC} \in R_{PoA} \), a protocol start time \( T_{start} \), life-span \( \Delta_{rc} \), aliveness tolerance time \( T_{att} \), and an auxiliary parameter \( aux \), and generates the system parameter \( pms \), an initial aliveness verify-point \( \pi_{idC} \) and its checked time \( T_{ack} = T_{start} \). The first verify-point \( \pi_{idC} \) and its \( T_{ack} \) and \( pms \) are given to idS over a secure channel; whereas, idC stores the initial check-secret \( \rho_{idC} \) privately. Each client keeps a state variable \( st_{idC} = (\rho_{idC}, pms) \); and the server idS has a state \( st_{idS, idC} = (\pi_{idC}, T_{ack}, T_{att}, pms) \) for each client idC. These states of parties might be updated dynamically in sessions. We assume that the parameters in \( pms \) will be implicitly used by other algorithms.

+ **NextPf(\( st_{idC}, T \))**: The proof generation algorithm takes as input the current state \( st_{idC} \) of the client idC and a time slot \( T \) as input, and outputs the proof \( x \) that should be sent out at time \( T \). The state \( st_{idC} \) may be updated along with the invocation with this algorithm.

+ **Verify(\( st_{idS, idC}, x, T, T_{ack} \))**: The proof verification algorithm takes as input the current state \( st_{idS, idC} \) (at time \( T \)) used to verify the aliveness of the client idC, a proof \( x \), and a time slot \( T \) and the checked time \( T_{ack} \), and outputs 1 if \( x \) is valid for \( T \) and \( T - T_{ack} \leq T_{att} \), and 0 otherwise. Meanwhile, the verify-point \( \pi_{idC} \) and \( T_{ack} \) may be updated to the new ones, i.e., \( \pi_{idC} := x \) and \( T_{ack} := T \), if this algorithm returns 1.

The correctness of a PoA protocol requires that Verify(\( st_{idS, idC}, \text{NextPf}(\( st_{idC}, T), T, T_{ack} \)) = 1 \) for any party idC and \( T \) such that \( T < T_{ack} + T_{att} \).

**Threats.** A PoA scheme essentially allows the prover to generate an authenticated heartbeat signal. By periodically sending this signal, the verifier can know that the prover is still up and running. The main threat scenario is that the signal should be secure against man-in-the-middle attacks on the network, which can passively eavesdrop on the communication and actively tamper with the communication. In particular, the attacker may also want to inject valid aliveness proofs without learning its secret key. Meanwhile, an attacker can compromise the verifier to learn all its stored information (including secrets, if any) without actually controlling the verifier, i.e., the attacker cannot tamper with the verification program to output 1 for invalid proofs. In addition, a client may also be corrupted. However, a secure PoA scheme should guarantee that a corrupted client would not affect the security of the other uncorrupted clients.

**Security Definition.** We define a security game for PoA protocols by following the game-based approach in [35], and present the relevant procedures of the security game in Figure 5. The game is defined in a multi-client setting that consists of \( \ell \) (for \( \ell \in \mathbb{N} \)) honest clients with identities \( \{idC_1, \ldots, idC_\ell\} \) and one server idS. In the game, the first query is \( \text{Proc.Init} \) and the last one must be \( \text{Proc.Finalize} \). The adversary \( A \) first calls \( \text{Proc.Init} \) (receiving the output) to start the game and then makes various calls to the other sub-procedures with its own inputs if needed. Specifically, the adversary \( A \) can call \( \text{Proc.Get\_NextPf}(idC) \) to get a proof of the client idC at time \( T \) which is self-updated after calling \( \text{Proc.Start\_TimeElapse} \) query, and send a proof \( x \) on behalf of idC through a PoA receiving protocol \( \text{Proc.Receive\_Pf}(idC, x) \) query for verification. We also model the corruption of a client via a Proc.Corrupt. Note that the Proc.Corrupt query cannot be simulated by PoA protocols for some PoA protocols (e.g., our second protocol). The compromise of the verifier is modeled by allowing the adversary to learn all information that is stored at the verifier (i.e., \( \{\pi_{idC}, pms, st_{idC}\} \in TDP \)) returned by the Proc.Init(\( T_{start} \)) procedure. In addition, we assume that all parties have a (reliable) synchronized time source (e.g., GPS time-stamp, industrial time server, or built-in device clocks). This is modeled by enabling procedures in the game to get the current time (storing in a variable \( current\_time \)) from the public process Get_CurrentTime. We assume that the values of the variable \( current\_time \) are monotonically increasing.

The adversary \( A \) calls the sub-procedures of the security game and receives the output from the corresponding sub-procedure. We say the adversary \( A \) wins the game if and only if the output of Proc.Finalize is 1. Let \( G_{\ell, \Delta_{rc}, T_{att}}^{PoA}(\kappa, \ell, \Delta_{rc}, T_{att}) \) denote the PoA game that an adversary \( A \) plays with a PoA protocol II in Figure 5 with parameters \( \kappa, \ell, \Delta_{rc} \) and \( T_{att} \).

**Definition 5.** We denote with \( \text{Adv}^{PoA}_{A,II}(\kappa, \ell, \Delta_{rc}, T_{att}) := \Pr[G_{\ell, \Delta_{rc}, T_{att}}^{PoA}(\kappa, \ell, \Delta_{rc}, T_{att}) = 1] \) the advantage of a probabilistic polynomial time (PPT) adversary \( A \) in breaking the security of a PoA protocol II under parameters \( \kappa, \ell, \Delta_{rc} \) and \( T_{att} \). We say

1. Here we use identical parameters for all parties for simplicity (though each party may have distinct parameters in practice).
Fig. 6: Overview of $\Pi_{\text{OWF}}$. An example shows the most recent valid proof received by the server is used as the verify-point $\pi_{\text{idC}} = x_{N-1}$ to verify the authenticity of the next proof. The server accepts the proof $x_T$ (for $T = T_{\text{end}} - 2\Delta_s$) if it results in $\pi_{\text{idC}}$ by $N - 3$ times one-way function evaluations.

A PoA protocol is secure if no PPT adversary has non-negligible advantage $\text{Adv}_{\text{PoA}}^\text{SECURITY}(\kappa, \ell, \Delta_{\text{rc}}, T_{\text{att}})$.

## 5 A PoA Protocol from a Single OWF-Chain

In this section, we propose a basic PoA protocol based on length-preserving strong one-way functions (OWF) with almost 1-1 property, which is named as $\Pi_{\text{OWF}}$. We show the overview of $\Pi_{\text{OWF}}$ in Figure 6. Our PoA protocol has a chain structure that is adapted from Lamport’s one-time password [36]. Each internal chain node (except for the tail node) is a proof that is used to prove the aliveness of the client to the server at the corresponding time. If the verifier received at least one valid proof within the aliveness tolerance time $T_{\text{att}}$ starting from $T_{\text{end}}$, then it is convinced that the client is alive. These nodes will be consumed in a direction from the tail node to the head node of the chain.

**Protocol Description of $\Pi_{\text{OWF}}$.** Our protocol relies on a strong one-way function family $\text{OWF} = (\text{Setup}, \text{Eval})$ which is almost 1-1. Basically, the PoA protocol $\Pi_{\text{OWF}}$ consists of three phases which are briefly illustrated as follows:

- **Initialization**: Each client $\text{idC}$ chooses a random initial secret $\rho_{\text{idC}} \xleftarrow{} \text{OWF}$ and runs $\Pi_{\text{OWF}}$. Setup($\kappa, \rho_{\text{idC}}, T_{\text{start}}, \Delta_{\text{rc}}, T_{\text{att}}, 0$) algorithm to initialize an OWF-chain which uses a one-way function $F$ that is uniformly selected from the OWF family by invoking $\text{msgs}_{\text{idC}} \xleftarrow{} F$.Setup($\kappa$). The OWF-chain starts from a head node $x_0 = \rho_{\text{idC}}$ and ends at a tail node $x_N$, where $N = \lceil \frac{\Delta_s}{\Delta_s} \rceil$ is the length of the chain, and each node $x_i$, for $1 \leq i \leq N$ is computed as $x_i \leftarrow F.\text{Eval}(x_{i-1})$. Eventually, the head node $\rho_{\text{idC}} = x_0$ is privately stored by the client, which is the authentication secret; whereas the tail node $x_N$ is sent to the server idS, which is set as the initial verify-point $\pi_{\text{idC}} = x_N$ used to verify the proof (i.e., any node $x_i$ for $1 \leq i \leq N$). We assume that the first verify-point is handed over to all potential verifiers by a trusted party (which is responsible for deploying the client device) via an authenticated channel. For aliveness, one should ensure that $T_{\text{att}} > c\Delta_s$ for some constant $c \in \mathbb{N}$, where $c$ is determined by the demands of specific systems.

- **Proof Generation**: The client $\text{idC}$ runs the proof generation algorithm $\Pi_{\text{OWF}}$. NextPf($\text{st}_{\text{idC}}, T$) to obtain the proof $x_T$.

2. One can determine the potential verifiers by a client’s role in specific applications (as discussed in Section 8) of PoA protocols.

for the time slot $T := [T_{\text{end}} - \text{current time}]$. Note that all OWF-chain nodes can be computed based on $x_0$ thanks to the chain structure by design. Then, idC can prove its aliveness by sending the credential $x_T$ to the server.

- **Proof Verification**: Upon receiving a proof $x = x_T$ of idC, the server idS verifies it by checking that whether the difference between the receiving time $T$ and the last aliveness check time $T_{\text{ack}}$ is smaller than the aliveness tolerance time $T_{\text{att}}$, and the current verify-point $\pi_{\text{idC}} \in \text{st}_{\text{idS}, \text{idC}}$ can be computed from $x_T$ (as defined by the algorithm $\Pi_{\text{OWF}}$.Verify). If $\Pi_{\text{OWF}}$.Verify($\text{st}_{\text{idS}, \text{idC}}, x_T, T_{\text{ack}}$) = 1, idS accepts the client’s proof and updates the verify-point by setting $\pi_{\text{idC}} := x_T$ and $\text{t}_{\text{ack}} := T_{\text{ver}} := T$. Note that, in the definition of $\Pi_{\text{OWF}}$.Verify, we implicitly check the time $T$ by specifying $Z$ regarding the distance from the time $T$ to the last verified time $T_{\text{ver}}$. If the time difference between the client and the server is too large such that $T - T_{\text{ack}} > T_{\text{att}}$, then the verification will fail as well.

We highlight that each party should uniformly select the OWF function (from the OWF family) to prevent the pre-processing attacks [37], [38] for inverting the function. Furthermore, to instantiate the OWF with a public function (such as SHA2), each client could (implicitly) feed the function with a randomly selected salt as in [10], [38], i.e., $\text{OWF}.\text{Eval}(\cdot) =$ SHA2($\text{salt}, \cdot$). As each client independently executes the PoA scheme, a verifier can likewise verify the aliveness proofs of its clients in parallel.

**Correctness.** It is straightforward to see that the verify-point $\pi_{\text{idC}}$ recorded at time $T_{\text{ack}}$ is a proof opened before the time $T$ for verifying the aliveness proof $x_T$. Therefore, the proof $x_T \leftarrow \text{NextPf}($st_{\text{idS}}, T$) obtained at time $T$ can pass the verification when $T - T_{\text{ack}} < T_{\text{att}}$, since $x_T$ can be used to generate $\pi_{\text{idC}}$ using the OWF-chain structure of $\pi_{\text{idC}}$.

**Security Analysis of $\Pi_{\text{OWF}}$.** Before analyzing $\Pi_{\text{OWF}}$, we first study the security of the tail node $x_N$ of an OWF-chain in $\Pi_{\text{OWF}}$ when the underlying one-way function $F$ satisfies the almost 1-1 property. Here we define a new one-way function $F_N : x_N \leftarrow F_N.\text{Eval}(x_0)$. Namely, $F_N$ takes as input $x_0 \in \text{IOWF}$ and outputs $x_N \in \text{IOWF}$, where $x_N \xleftarrow{} \text{IOWF}$, and $x_N$ is computed as in $\Pi_{\text{OWF}}$.Setup based on $F$.

**Lemma 1.** [1] Suppose that $F$ is a secure almost 1-1 one-way function, $F_N$ is a secure almost 1-1 one-way function with $N \geq 2$ and $\text{Adv}_{\text{OWF}}^\text{SECURITY}(\kappa) \leq (N+1) \cdot \text{Adv}_{\text{OWF}}^{\text{SECURITY}}(\kappa) + O((N \cdot \text{Adv}_{\text{OWF}}^{\text{SECURITY}}(\kappa))^2)$.

The proof of this lemma can be found in [1, Section 5]. Lemma 1 allows us to analyze the entropy of any OWF-chain node.

**Theorem 1.** [1] Suppose that the one-way function $F$ is almost 1-1 and secure, then $\Pi_{\text{OWF}}$ with given parameters $\kappa, \ell, \Delta_{\text{rc}}$ and $T_{\text{att}}$ is secure with $\text{Adv}_{\text{OWF}}^\text{SECURITY}(\kappa, \ell, \Delta_{\text{rc}}, T_{\text{att}}) \leq \frac{\ell^2}{\Delta_s} + \ell^2(N+1)^2((N+1)\text{Adv}_{\text{OWF}}^{\text{SECURITY}}(\kappa)+O((N \cdot \text{Adv}_{\text{OWF}}^{\text{SECURITY}}(\kappa))^2))$, where $N = \lceil \frac{\Delta_s}{\Delta_s} \rceil$.

The full proof of this theorem is given in [1].
6 A MULTIPLE OWF-CHAIN BASED POA PROTOCOL

In this section, we propose a PoA protocol based on pseudorandom generators (PRG), one-way functions (OWF), a collision-resistant hash function (CRH), and a Bloom filter (BF). Compared to the multi-chain PoA protocol $\Pi^{\text{PRG}}_{\text{PoA}}$ proposed in [1], this new protocol leverages an additional building block, i.e., a Bloom filter. As discussed below, the new protocol is mainly proposed to improve the shortcomings of $\Pi_{\text{PoA}}$.

We notice that there are two potential performance bottlenecks. The first one is the computation of the proof for a time $T$, when $T$ is much earlier than the end time of the protocol $T_{\text{end}}$. To get the proof, the client needs to run $\frac{T_{\text{end}}-T}{\Delta}$ times OWF, which can be quite expensive. The second bottleneck is the OWF computations involved in the verification when the time $T$ of the proof is far from the last checked time $T_{\text{ver}}$ of the verify-point that is received by the server. This case may happen when the device is back online from the “death” status for a long period of time, e.g., the physical problem of the client is fixed. To verify the proof, the server needs to run $\frac{T_{\text{end}}-T_{\text{ver}}}{\Delta}$ times OWF, which may be costly as well.

CONSTRUCTION IDEA. A solution to solve those performance bottlenecks is to explore a time-space trade-off that leverages multiple OWF chains in $\Pi_{\text{PoA}}$ instances. We can split the life-span $\Delta_c$ of a PoA protocol instance into $\eta$ time periods, where $\eta \in \mathbb{N}$. In each period, we could use an independent OWF chain of $\Pi_{\text{PoA}}$. In the initialization phase, the client stores all OWF head nodes, and the server stores all OWF tail nodes. Then the client and the server can choose the corresponding head node and tail node for authentication and verification respectively based on the current time. It is not hard to see that the above solution can obtain better computational performance if each OWF chain is not too long. However, this solution will bring about $O(\eta)$ extra storage overhead to both the client and the server. Since the client might be storage-constrained, we further improve the storage cost for the client of the above naive solution from $O(\eta)$ to $O(1)$. This improvement eventually yields the PoA protocol $\Pi^{\text{PRG}}_{\text{PoA}}$ in [1]. The main idea is to leverage the PRG to generate the head nodes for those OWF chains, see Figure 7. Note that PRG is less efficient than OWF, so we keep the structure of the protocol as simple as possible, i.e., only two layers are used (rather than a multi-layer tree structure).

However, the above solution would increase the storage overhead at the verifier. Though the verifier would be a more powerful server whose storage space is large, it may need to store and manage multiple provers’ verify-points, which may not be small in total. Therefore, it is also desired to reduce the verifier’s storage overhead as much as possible. To achieve this goal, we adapt the original $\Pi^{\text{PRG}}_{\text{PoA}}$ [1] by incorporating a Bloom filter (BF) into the protocol construction. The BF is used to compress the initial verify-points of sub-chains. Besides, we let the verifier store the most recent valid proof as the current verify-point for verifying the next proof. Then, a verifier would accept a proof if it can result in a verify-point that is either stored in the Bloom filter or equal to the current cached verify-point. However, we cannot trivially insert the initial verify-point into the Bloom filter. Note that $\Pi^{\text{PRG}}_{\text{BF}}$ implicitly binds the time slots with the indices of proofs. For example, from the sub-chain index of the initial verify-point, the verifier would know the valid time period of the proofs in the corresponding sub-chain. However, if naively insert the verify-points into a Bloom filter, the verifier would no longer know the sub-chain indices of the initial verify-points. In this case, an adversary may trick the verifier into accepting an expired proof. To avoid this problem, we explicitly bind the start time of each sub-chain to the corresponding verify-point with CRH. That is, we insert $\text{CRH}(\pi_i^\text{idC}|T_{\text{end}})$ into the Bloom filter instead. We will call this new protocol as $\Pi^{\text{PRG}}_{\text{PoA-BF}}$.

PROTOCOL DESCRIPTION OF $\Pi^{\text{PRG}}_{\text{PoA-BF}}$. In this protocol, we make use of a pseudo-random generator $G = (\text{Setup}, \text{Gen})$, a Bloom filter $BF = (\text{Init}, \text{Insert}, \text{Check}, \text{Pos})$, a collision-resistant hash function $\text{CRH}$ with a key $hk$, $\text{CRH}^{-1} : \mathbb{C}_{\text{CRH}}$, and the PoA protocol $\Pi_{\text{PoA}} = (\text{Setup}, \text{NextPf}, \text{Verify})$. Here, we need to initialize $G$ with a range such that $R_{\text{PRG}} = SS_{\text{PRG}} \times \mathcal{I}_{\text{OBF}}$.

The algorithms of $\Pi^{\text{PRG}}_{\text{PoA-BF}}$ are defined in Figure 8. The protocol execution of $\Pi^{\text{PRG}}_{\text{PoA-BF}}$ is quite similar to that of $\Pi_{\text{PoA}}$ (as shown in [1, Figure 6]) so that we omit it here. We briefly introduce the three protocol execution phases of $\Pi^{\text{PRG}}_{\text{PoA-BF}}$ in the following:

- **Initialization**: Each client $idC$ divides the life-span $\Delta_c$ of the protocol into $\eta$ time periods each of which has time length $\Delta_c^{k} = \frac{\Delta_c}{\eta}$, where $\eta$ is a parameter determined by the instantiation of the PRG (that will be discussed later). For the $i$-th ($i \in \{1, \ldots, \eta\}$) time period, $idC$ runs the pseudo-random generator $G$ to compute the corresponding initial secret $\rho_{idC}^i$ and the PRG seed $ss_{idC}^i$ (for computing the OWF-chain head node of the next time period), i.e., $ss_{idC}^i || \rho_{idC}^i := G.\text{Gen}(ss_{idC}^{i-1})$; and it initializes the $i$-th OWF chain by running the setup algorithm of $\Pi_{\text{PoA}}$, i.e., $\Pi_{\text{PoA}}.\text{Setup}(1^\lambda, \rho_{idC}^i, T_{\text{end}}^{i-1}, \Delta_c^{i-1}, \text{att}^{i}, \theta)$, where the start time $T_{\text{start}}$ of the $i$-th OWF chain is the end time $T_{\text{end}}$ of the $(i-1)$-th OWF chain, and $T_{\text{end}} = T_{\text{start}}$. The returned client state is $st_{idC}^i = (ss_{idC}^i, \rho_{idC}^i, \{T_{\text{end}}^{i-1}, \ldots, T_{\text{end}}^i\}, \eta, u, \rho_{idC}^i)$ which only includes the first OWF chain head $\rho_{idC}^i$ and PRG seed $ss_{idC}^i$. The returned server state is $st^{i}_{\text{idC}, \text{idS}} = (\pi_{\text{idC}}^i, T_{\text{ver}}^i, \eta, u, \rho_{idC}^i)$ which includes the states of all OWF chains, where $st^{i}_{\text{idC}, \text{idS}} = (\pi_{\text{idC}}^i, T_{\text{ver}}^i, \rho_{idC}^i)$. Then, $idC$ initializes a Bloom filter instance by running $BF.\text{Init}(\eta, \epsilon, u)$. For $i \in \{1, \ldots, \eta\}$, $idC$ inserts the initial verify-points into $BF$ as $BF.\text{Insert}(\text{CRH}(\pi_{\text{idC}}^i|T_{\text{end}}^i))$. Meanwhile, the client would keep a variable $u$, which is initialized to be 1, to track the index of the stored PRG seed and the head node of the OWF chain.

- **Proof Generation**: To get a proof for time $T$, the client $idC$ should first figure out the index $i$ of the OWF chain that should be used. $idC$ should first get the $i$-th OWF chain head node based on the current stored PRG seed $ss_{idC}^i$ by literally running $u := u + 1$ and $ss_{idC}^i || \rho_{idC}^i := G.\text{Gen}(ss_{idC}^{i-1})$. Then, $idC$ can ask the proof generation algorithm of $\Pi_{\text{PoA}}$ to get the corresponding proof.

- **Proof Verification**: Upon receiving a proof $\pi = \pi_{\text{idC}}^r$ of the client $idC$, the server $idS$ declares the death of the
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for the current time. Note that, it is possible to properly instantiate the PRG so that the \((i-1)\)-th seed can be quickly obtained from the \((i-1)\)-th seed without calling \text{Gen}. For example, if we instantiate the PRG with counter-mode based symmetric key encryption [39, 40], the difference between \(i\)-th and \((i-1)\)-th seeds is only the “counter”.

Also, one can easily generalize the two-layer structure of \(\Pi_{\text{OWF-BF}}^{\text{PRG}}\) into a multi-layer structure. However, we consider this as a trade-off between fast proof generation and fast skipping proof generation. This is because if a multi-layer structure is used, one can quickly jump over a few sub-chains and compute the proof on a new sub-chain. In a PoA application, every single proof on the chains will be used in the protocol. More layers imply more PRG invocations, which slow down the overall speed for computing all the proofs. As we will show later, by our instantiation of PRG (i.e., CTR mode AES), we can jump to any sub-chain via only one PRG operation. Additionally, a multi-layer structure may introduce more verify-points that will increase the storage cost for both the verifier and the prover. To summarize, we think the two-layer structure is necessary for proof auto-replenishment and sufficient for PoA application.

The verification time is independent of the number of sub-chains since the verifier can find the index of a specific verification key based on the current time, and thus no PRG evaluation is needed.

**Security Analysis of \(\Pi_{\text{OWF-BF}}^{\text{PRG}}\).** We first investigate the security of those OWF-chain head nodes generated by the PRG \(G\). It is not hard to see that the \(i\)-th OWF-chain head node can be seen as being generated based on the pseudo-random function (PRF) proposed by Goldreich, Goldwasser, and Micali (GGM) [41] with a message with \((i-1)\)-bit 0 appended with a bit 1. Therefore, we have the following corollary immediately.

**Corollary 1.** [1] Suppose that \(G\) is a secure pseudo-random generator, then the \(i\)-th OWF-chain head node \(\rho_{\text{idC}}\) of the client \(\text{idC}\) generated in \(\Pi_{\text{OWF-BF}}^{\text{PRG}}\) is statistically close to a uniform random value with distance \(i \cdot \text{Adv}_{\text{OWF-BF}}^{\text{PRG}}(\kappa)\).

The corollary’s proof follows that of GGM PRF [41].

**Theorem 2.** We assume \(\Pi_{\text{OWF}}\) is a secure PoA protocol, \(\Pi_{\text{OWF}}\) is a secure pseudo-random generator, and the Bloom filter has a false positive error at most \(2^{-\epsilon}\). Then \(\Pi_{\text{OWF-BF}}^{\text{PRG}}\) with given parameters \(\kappa, \ell, \eta, \Delta_{rc}\) and \(T_{\text{att}}\), is secure with

\[
\text{Adv}_{\Pi_{\text{OWF}}^{\text{PRG}}}^{\text{PRG}}(\kappa, \ell, \Delta_{rc}, T_{\text{att}}) \leq \ell^2 2^{-\epsilon} + \ell^2 \eta^3 \cdot \text{Adv}_{\Pi_{\text{OWF}}^{\text{PRG}}}^{\text{PRG}}(\kappa) + \text{Adv}_{\text{OWF}}^{\text{CRH}}(\kappa) + \text{Adv}_{\text{OWF}}^{\text{AR}}(\kappa, \Delta_{rc}, \eta, \epsilon) + \frac{\ell^2 N^3}{\eta} \cdot \text{Adv}_{\text{OWF}}^{\text{PRG}}(\kappa) + O(\frac{N}{\epsilon} \cdot \text{Adv}_{\text{OWF}}^{\text{PRG}}(\kappa)).
\]

**Proof.** We present the full proof via the following games.

**Game 0.** This is the real security experiment. We have that

\[
\text{Pr}[\text{Bk}_0] = \text{Adv}_0 = \text{Adv}_{\Pi_{\text{OWF}}^{\text{PRG}}}^{\text{PRG}}(\kappa, \ell, \Delta_{rc}, T_{\text{att}}).
\]

**Game 1.** The challenger \(C\) proceeds this game exactly like the previous game but aborts if two parties have the same initial secret \(\rho_{\text{idC}}\). Since the secret \(\rho_{\text{idC}}\) is randomly chosen from the space \(SS_{\text{PRG}} = \{0,1\}^\kappa\), we have that \(\text{Pr}[\text{Bk}_0] < \text{Pr}[\text{Bk}_1] + \frac{\ell^2}{2^{\kappa+\epsilon}}\). Since the initial secrets of parties are distinct in this game, the adversary cannot exploit the \text{Proc.CorrPut} to obtain the initial secret of the challenged party.

**Game 2.** In this game, \(C\) aborts if a collision exists between the outputs of all \(G\) computations during the initialization. Due to the corollary 1, those OWF-chain head nodes are statistically close to the uniform random values with distance at most \(\eta \cdot \text{Adv}_{\text{OWF}}^{\text{PRG}}(\kappa)\) where \(\eta\) is the number of sub-chains. For \(\ell\) parties, the total number of sub-chains is \(\ell \eta\). By applying the birthday paradox, we have that

\[
\text{Pr}[\text{Bk}_0] \leq \text{Pr}[\text{Bk}_1] + \frac{(\ell \eta)^2}{2} \cdot \text{Adv}_{\text{OWF}}^{\text{PRG}}(\kappa).
\]

This game’s result ensures distinct OWF-chain head nodes for all parties.

**Game 3.** This game is simulated as before, but \(C\) aborts if any two OWF-chain nodes collide. As each sub-chain is a protocol instance of our single-chain PoA protocol \(\Pi_{\text{OWF}}\), we can claim that the above abort event occurs with negligible probability due to the security of \(\Pi_{\text{OWF}}\). Recall that each sub-chain has \(\tilde{N} = \lfloor \frac{\kappa}{\Delta_{rc}} \rfloor\) nodes. With the similar argument in the proof of Theorem 1 [1, Appendix B] (i.e., the security proof of \(\Pi_{\text{OWF}}\)), we have that

\[
\text{Pr}[\text{Bk}_0] \leq \frac{(\tilde{N} \eta)^2}{2} \cdot \text{Adv}_{\text{OWF}}^{\text{PRG}}(\kappa).\]

As a result, the adversary cannot query \text{Proc.GetNextPf} to get an unused aliveness proof to break the PoA security because each aliveness proof is unique in this game.

**Game 4.** In this game, we add an abort rule that the challenger aborts if the adversary outputs a password which results in a verify-point \(\pi^*\) such that \(\text{CRH}(\pi^*||\text{T}_\alpha) = \text{CRH}(\pi_{\text{idC}}||\text{T}_\beta)\) and \(\text{idC}_\alpha\) is not corrupted, where \(\pi_{\text{idC}}\) is generated by the challenger, and \((i, j, \alpha, \beta)\) are arbitrary indices. I.e., the adversary finds a hash collision to an honest verify-point. If such an abort event occurs non-negligible, we could make use of the adversary to break the security of the collision-resistant hash function \text{CRH}. Thus, we have

\[
\text{Pr}[\text{Bk}_0] \leq \text{Pr}[\text{Bk}_1] + \text{Adv}_{\text{OWF}}^{\text{AR}}(\kappa, \Delta_{rc}, \eta, \epsilon).
\]

**Game 5.** The challenger proceeds as before but rejects any password, resulting in a hashed verify-point \(\text{h}_{\pi_{\text{idC}}}\), which is not generated by herself. This abort rule excludes the case that the adversary successfully exploits the false positive error \(2^{-\epsilon}\) of the Bloom filter. Since the adversary only needs to break one of the Bloom filters of \(\ell\) parties, we have that

\[
\text{Pr}[\text{Bk}_0] \leq \text{Pr}[\text{Bk}_1] + \ell \cdot \text{Adv}_{\text{OWF-BF}}^{\text{PRG}}(\kappa, \Delta_{rc}, \eta, \epsilon).
\]

**Game 6.** \(C\) in this game proceeds as the previous game but guesses in advance the OWF-chain that the adversary can successfully attack, i.e., the OWF-chain which is related to the tuple \((\text{idC}_*, \text{T}_*)\) in HD leading the Proc.Finalize query to output 1. Note that \(\text{idC}_*\) must be uncorrupted. If \(C\)’s guess is incorrect, then it aborts. Since there are \(\ell\) honest parties and each party has \(\eta\) OWF-chains, the probability of the success guess is bound to \(\frac{\ell}{\eta}\). Thus, we have that

\[
\text{Pr}[\text{Bk}_0] \leq \ell \eta \cdot \text{Pr}[\text{Bk}_0].\]

In the sequel, we will carry out the rest of the proofs under the above success guess.

**Game 7.** In this game, \(C\) proceeds the game as before but replaces the OWF-chain head node of the guessed chain with a uniform random value. Obviously, if there exists an adversary that can distinguish this game from the previous game, then we can make use of it to construct an efficient algorithm breaking the security of \(G\). By applying the security of \(G\) (i.e., the corollary 1), we have that

\[
\text{Pr}[\text{Bk}_0] \leq \text{Pr}[\text{Bk}_1] + \eta \cdot \text{Adv}_{\text{OWF-BF}}^{\text{PRG}}(\kappa).
\]

**Game 8.** In this game, \(C\) proceeds as before, but aborts if the adversary \(A\) submits a tuple \((\text{idC}_*, x_T)\) to the \text{Proc.ReceivePf} query such that the \(x_T\) leads to a value \(x_T^*\) satisfying \(\text{BF}.\text{Check}(x_T^*) = 1\) and \(x_T^*\) is not the output of any \text{Proc.GetNextPf} query, i.e., \(A\) finds a false positive error of BF of \(\text{idC}_*\). Note that there are at most
ℓ uncorrupted parties that may be subject to such a BF injection attack, and each Bloom filter is independently initialized and has a false positive error $2^{-c}$. By applying the security of the Bloom filter, we have that $\Pr[\text{BK}_q] \leq \Pr[\text{BK}_q] + \ell \cdot \text{Adv}_A^{\text{BF}}(\kappa, \Delta_r, \eta, \epsilon).

**Game 9.** The challenger in this game proceeds as before but changes the $\Pi^{\text{OWF}}_{\text{BF}}.\text{Proc.}\text{Receive}\_\text{PF}(\text{idC}^*)$, $x$ query to always return $0$ if the received message $x$ is not from a password query $\Pi^{\text{PRG}}_{\text{OWF}}.\text{Proc.}\text{Get}\_\text{NextPF}(\text{idC}^*)$. Note that the adversary $A$, which can break the security of $\Pi^{\text{PRG}}_{\text{OWF}}.\text{BF}$, i.e., forging a password of the guessed OWF-chain, can distinguish the difference between this game and the previous game. Since the OWF-chain is just an instance of $\Pi^{\text{OWF}}_{\text{BF}}$ protocol, we can build an efficient algorithm $B$ to break the security of $\Pi^{\text{OWF}}_{\text{BF}}$ by making use of $A$. Specifically, $B$ can simulate the game for $A$ as the challenger in the previous game. Meanwhile, $B$ answers all password queries $\Pi^{\text{PRG}}_{\text{OWF}}.\text{BF}.\text{Proc.}\text{Get}\_\text{NextPF}(\text{idC}^*)$ regarding the guessed target OWF-chain by asking password queries $\Pi^{\text{OWF}}.\text{Proc.}\text{Get}\_\text{NextPF}(\text{idC})$ to the $\Pi^{\text{OWF}}_{\text{BF}}$ challenger. $B$ can answer all other queries of $A$ using its own simulated secrets. In addition, $B$ can forward the messages of password verification queries $\Pi^{\text{PRG}}_{\text{OWF}}.\text{BF}.\text{Proc.}\text{Receive}\_\text{PF}(\text{idC}^*, x)$ concerning the target OWF-chain to the $\Pi^{\text{OWF}}_{\text{BF}}$ challenger as its password verification queries $\Pi^{\text{OWF}}.\text{Proc.}\text{Receive}\_\text{PF}(\text{idC}^*, x)$. If $A$ wins the game, so does $B$. Thus, we have that $\Pr[\text{BK}_q] \leq \Pr[\text{BK}_q] + \text{Adv}_{\Pi^{\text{OWF}}.\text{BF}}(\kappa, 1, \Delta_{r}^{\text{acr}}, T_{\text{att}})$. Since $A$ cannot win in this game due to our modification, we have $\Pr[\text{BK}_q] = 0$.

Putting together the probabilities in the above games, we have the result of this theorem:

$$
\text{Adv}_0 \leq \frac{\ell^2}{2} + \frac{\ell^2 \eta^3}{2} \cdot \text{Adv}_{\Pi^{\text{PRG}}_{\text{OWF}}.\text{BF}}(\kappa) + \text{Adv}_{\Pi^{\text{CRH}}_{\text{OWF}}.\text{BOF}}(\kappa) + (\ell + \ell \eta) \cdot \text{Adv}_{\Pi^{\text{OWF}}.\text{BF}}(\kappa, \Delta_r, \eta, \epsilon) + \frac{O(Nr \cdot \text{Adv}_{\Pi^{\text{OWF}}.\text{BF}}(\kappa))}{\eta}.
$$

Since $\tilde{N} = \frac{N}{\eta}$, we can rewrite the above advantage to eliminate $\tilde{N}$:

$$
\text{Adv}_0 \leq \frac{\ell^2}{2} + \frac{\ell^2 \eta^3}{2} \cdot \text{Adv}_{\Pi^{\text{CRH}}_{\text{BF}}}(\kappa) + \text{Adv}_{\Pi^{\text{PRG}}_{\text{BF}}}(\kappa) + (\ell + \ell \eta) \cdot \text{Adv}_{\Pi^{\text{OWF}}.\text{BF}}(\kappa, \Delta_r, \eta, \epsilon) + \frac{O(Nr \cdot \text{Adv}_{\Pi^{\text{OWF}}.\text{BF}}(\kappa))}{\eta}.
$$

This completes the proof of Theorem 2.

## 7 PROOF REPLENISHMENT

### 7.1 Problem Statement

Here we will deal with an important open question on how to replenish the proofs when they are used up. A simple solution is to use out-of-band mechanisms to securely send the tail node of the OWF-chain (i.e., the initial verify-point) of $\Pi^{\text{OWF}}$ to the server. However, this solution imposes high maintenance costs on both the client and the server. Hence, we are motivated to resolve the replenishment problem based on the PoA construction itself, i.e., achieving auto-replenishment. We stress that the auto-replenishment feature is critical for deploying PoA in CPS which requires unlimited proofs without interruptions. As we have shown in the security result of $\Pi^{\text{OWF}}$, the advantage of an adversary is highly related to the length of the chain; i.e., the longer the chain is, the larger parameters are required. For both theoretical and practical demands, the auto-replenishment feature allows us to use a shorter chain with smaller parameters (which would improve the performance as well).

The client should first run algorithm $\Pi^{\text{PRG}}_{\text{OWF}}.\text{BF}$.Setup($1^l$, $\text{st}_{\text{idC}}^{\text{new}}, \text{st}_{\text{idS}}^{\text{new}}, T_{\text{start}}, \Delta_r, T_{\text{att}}, \eta$) to bootstrap the proof replenishment for a new start time $T_{\text{start}}$, i.e., to initialize a new PoA protocol instance with states ($\text{st}_{\text{idC}}^{\text{new}}, \text{st}_{\text{idS}}^{\text{new}}$). The client can compute each node in the new protocol instance during the idle time between two proof generations. Here, the main problem is how the client can securely send the state $\text{st}_{\text{idS}}^{\text{new}}$ to the server via an insecure communication channel with active attackers. If the client uses a signature to sign $\text{st}_{\text{idS}}^{\text{new}}$, then the problem is solved immediately. However, a typical digital signature scheme is too complex for a resource-constrained device.

### 7.2 Auto-replenishment from Commitment

In the section, we introduce a new auto-replenishment scheme that is built from a hash-based commitment scheme. The new scheme does not rely on the structure of the protocol, so it can be used in both PoA schemes. In particular, it is much more efficient than our OT-based auto-replenishment scheme [1].

**Key Idea.** Our main idea is to commit the verification state $\text{st}_{\text{idS}}^{\text{new}}$ of the new protocol instance using the $i$-th proof (which is supposed to be sent in the $i$-th time slot), and to send the generated commitment along with the $(i-1)$-th proof in the $(i-1)$-th time slot. Then, the commitment will be opened when the $i$-th proof is sent. The commitment is valid if it is verified by the verifier around the $(i-1)$-th time slot and can be computed using the $i$-th proof and $\text{st}_{\text{idS}}^{\text{new}}$. However, we must deal with the possible loss of commitment due to communication failures or active attacks. This issue can be solved by generating a series of commitments using different aliveness proofs.

**Scheme Description.** In the following, we will elaborate on our concrete solution. Let $H : \{0, 1\}^* \rightarrow \{0, 1\}^*$ be a cryptographic hash function that shall be modeled as a random oracle. And we let $x_i^*$ for $i \in [\xi]$ denote the last $\xi$ proofs to be sent in a protocol instance (of either $\Pi^{\text{OWF}}$ or $\Pi^{\text{PRG}}_{\text{OWF}}.\text{BF}$), where $\xi = \frac{\eta}{\Delta_r} + 1$. That is, $x_i^*$ is the last proof of a protocol instance. Note that, within the time period between $T_{\text{end}} - \Delta_s$ and $T_{\text{end}} - T_{\text{att}} - \Delta_s$ (i.e., the last epoch of aliveness verification), the verifier should receive at least one valid proof to ensure that the client is alive. In the worst case, $x_{\xi - 1}^*$ is the one received by the verifier. Generally speaking, we will use proofs $x_2^*, \ldots, x_{\xi}^*$ to commit $\text{st}_{\text{idS}}^{\text{new}}$. And we expect that at least one commitment is received by the verifier. So we add one additional aliveness verification rule for the last epoch, i.e., the client is dead if
no valid commitment is received during the time $T_{end} - \Delta_s$ and $T_{end} - T_{att} - \Delta_s$. Specifically, the $i$-th commitment is computed as $C_i := H(x_i^* || \text{st}_{\text{idS, idC}}^{\text{new}})$. The client idS sends $C_i$ to the verifier when sending $x_i^*$. idC would repeatedly compute and send the commitment $C_i$ for $i \in [\xi - 1]$. Note that all previous proofs can be computed from the current received one. Hence, to verify a commitment $C_i$, the verifier idS only needs to receive a valid proof $x_i^*$ such that $i \leq j \leq \xi$. For security reasons, the verifier idS should only store the commitment $C_i$ at the corresponding pre-defined time (which is associated with the proof $x_i^*-1$). As long as one commitment is valid, idS can accept the new state $\text{st}_{\text{idS, idC}}^{\text{new}}$.

**Security Analysis.** We first call a PoA scheme with the above auto-replenishment scheme a PoA-Rep scheme for short. The original PoA scheme (on which the PoA-Rep is built) and the resulting PoA-Rep scheme only differ in the aliveness proofs within the last time period between $T_{end} - \Delta_s$ and $T_{end} - T_{att} - \Delta_s$. Namely, an aliveness proof of the PoA-Rep scheme in the last time period consists of the aliveness proof in the original PoA scheme, the new verification state $\text{st}_{\text{idS, idC}}^{\text{new}}$ and its commitments.

To show the security of the replenishment scheme, we directly prove that the PoA-Rep scheme is still a secure PoA scheme in the sense of Definition 5 (which covers the unforgeability of aliveness proofs). Namely, if the special aliveness proofs in the last time period of the current PoA-Rep protocol instance are unforgeable, then the adversary cannot inject any malicious verification state. So, the new proofs associated with the committed state $\text{st}_{\text{idS, idC}}^{\text{new}}$ can only be generated by the corresponding honest client. This also implies that our replenishment scheme satisfies our security requirement of building a secure PoA scheme.

**Theorem 3.** Supposed that the original $\Pi_{\text{OWF}}$ and $\Pi_{\text{OWF}}^{\text{PRG}}$-BF are secure PoA schemes, and $H$ is modeled as a random oracle which can be asked at most $q_h$ times. Then a PoA scheme in $\{\Pi_{\text{OWF}}, \Pi_{\text{OWF}}^{\text{PRG}}\}$ using the above auto-replenishment scheme is still a secure PoA scheme.

**Proof.** We prove the security of the PoA-Rep scheme by reducing it to that of the original PoA scheme and the security of the hash-based commitment scheme. The original PoA scheme is secure, which has been independently shown by Theorem 2. Meanwhile, the security of the hash-based commitment scheme relies on the random oracle and the security of the corresponding PoA scheme (which provides the commitment key, i.e., the unused aliveness proof).

We keep using the superscript $*$ to denote the aliveness proof in the original PoA scheme. We present the proof of this theorem by the following games.

**Game 0.** This game equals the real security experiment based on the specification of the PoA-Rep scheme. Thus, we have that $\Pr[\Pi_{\text{PRG}}] = \Pr[\Pi_{\text{PRG}}^{\text{PRG}}(\kappa, \ell, \Delta, T_{att})].$

**Game 1.** The challenger aborts this game if the adversary outputs an unused password $x_i^*$ of an uncorrupted party idC that does not belong to the last verified time period. Note that the aliveness proofs of the PoA-Rep scheme and its original PoA scheme are identical in those time periods that do not involve the replenishment scheme. So $x_i^*$ can be used to break the original PoA scheme as well. Therefore, we have that $\Pr[\Pi_{\text{PRG}}(\kappa, \ell, \Delta, T_{att})] \leq \Pr[\Pi_{\text{PRG}}] + \epsilon$.

8 APPLICATIONS

PoA can be used in any system that desires to maximize its uptime, and we just name a few below. For example, power grids, water plants, and even implanted pacemakers. If these devices can remotely prove to a trusted server that they are still running and “alive,” then we are able to respond immediately in case the devices stop running.

**Critical Infrastructures.** Our daily life relies on the continuous operations of critical infrastructures like power grids and water plants. At the core of critical infrastructures, usually Programmable Logic Controllers (PLCs) are used to control the physical processes directly. It is crucial that
the PLCs are running all the time and are controlling the processes. In 2007, a power system in California was shut down by a disgruntled contractor by shutting off the power of some computers [42]. If this attacker is more sophisticated like [6] and able to inject packets into the network traffic to deceive the control center, the power systems will not be able to respond to this incident immediately. One can integrate the proof of aliveness into the firmware of PLCs to detect any interrupted executions of the control logic. Notice that on PLCs, most of the real-world attacks occurred on the layer of control logic, which is one layer above the firmware [43], [44].

**Implantable Medical Devices.** The past decade has witnessed the rapid growth of implantable medical devices (IMD) like pacemakers. They became more affordable and easy to manage; however, they are playing a critical role in the body of patients. If an attacker can halt an IMD and make it undetected by external medical devices [45], it will be a new way of assassination. PoA can be easily integrated into an implantable device and keep it connected to an external device like doctors’ programmers, patients’ smartphones, or other smart wearable devices. Before it is used in IMD, one needs to evaluate the energy consumption of PoA protocols, as IMDs are highly power-constrained.

**Surveillance Cameras.** In many Hollywood movies, hackers are capable of hijacking surveillance cameras and replaying a still image despite that someone has intruded on the facilities. This kind of attack is not only shown in spy movies, but it is also feasible in the real world [46]. To prevent this attack, we can use PoA inside surveillance cameras and embed a proof into every frame as an invisible watermark [47], such that the administrators can automatically verify the freshness of each frame and ultimately prevent such a movie-style attack.

### 9 Implementation and Evaluation

#### 9.1 Implementation Overview

To show the practicality of our proposed PoA protocols $\Pi_{\text{OWF}}$ and $\Pi_{\text{PRG-BF}}$, we implemented them on embedded devices and evaluated their performance on a Raspberry Pi 3. We only evaluated the performance in a single-client scenario instead of a multi-client scenario in our proof. This is because the multiple clients setting is significant for security analysis, but the secrets and the chains of clients are independent of one another, and every client will operate independently as well. In other words, the performance of individual clients will remain the same in a multi-client setting. In our implementation, we instantiate the one-way function (OWF) and pseudo-random generator (PRG) with primitives which are secure in the random oracle model and the standard model, respectively. In the standard model instantiation, we implemented the OWF in [31], which is based on the subset sum problem, while the PRG is instantiated with the one built from OWF [48]. At the core of the PRG, we still use the OWF based on the subset sum problem. Under the random oracle model, counter-mode AES [40] and SHA-2 family [49] are used to instantiate the PRG and OWF, respectively. In both computation models, we instantiate CRH with SHA-2. The implementations of AES and SHA-2 are from highly optimized MIRACL library [50]. In addition, we use the adversarial resilient Bloom filter proposed in [34]. The experimental results are explained in the rest of the sub-sections.

In the following, we benchmark our proposed PoA protocols in terms of the key performance metrics, including the system setup time, proof generation time, proof verification time, and proof replenishment time. The number of parties that we considered is $\ell = 2^{15}$. Since both schemes are able to replenish the proofs, same amount of proofs ($2^{15}$) are initialized in $\Pi_{\text{OWF}}$ and $\Pi_{\text{PRG-BF}}$ in both the random oracle model ($\Pi_{\text{OWF-RO}}$) and the standard model ($\Pi_{\text{OWF-STD}}$). As the input length of OWF is determined by $N$ and $\kappa$ according to the security results, we consider the worst case for $l_r$ when $N$ is fixed, i.e., $l_r = 376$ in the standard model and $l_r = 384$ in the random oracle model. Similarly, we consider $\eta = N$ (for the worst case of $\eta$) to calculate the parameter $l_\eta$ in the implementation; namely, we use $l_\eta = 256$ in the random oracle and $l_\eta = 384$ in the standard model. As for the Bloom filter, we choose the parameter $\epsilon = 56$, which is enough to guarantee adversarial resilience.

#### 9.2 System Setup Time

We first measure the setup time of our PoA protocols, i.e., the time consumed for generating the verify-point to be shared with a verifier at the end of the setup procedure. The concrete performance of protocol instantiations is shown in Figure 9. Since $\Pi_{\text{OWF}}$ protocol does not have sub-chains, the runtime of $\Pi_{\text{OWF}}$ protocol does not increase if the total number of nodes $N$ is fixed. However, the runtime of $\Pi_{\text{PRG-BF}}$ goes up with respect to the increasing number of sub-chains. Although it is nearly a flat line, the runtime of $\Pi_{\text{PRG-BF}}$ RO does increase with almost negligible increments. Clearly, $\Pi_{\text{OWF}}$ RO has the best performance in its setup, as all the primitives in the random oracle model are usually more efficient in computation than the ones in the standard model in practice. Also, when the performance of $\Pi_{\text{OWF}}$ RO is compared with that of $\Pi_{\text{PRG-BF}}$ RO, $\Pi_{\text{OWF}}$ RO is still faster, because, to generate the same amount of proofs, $\Pi_{\text{PRG-BF}}$ RO needs $\eta$ additional PRG invocations.

#### 9.3 Proof Generation Time

In a proof of aliveness scheme, the prover has to send every single node on the chain to the verifier. Also, typically,
TABLE 3: Proof Generation Time for Storage Sufficient Device. The proof generation time in average case and the worst case are reported separately in the form of average/worst.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Proof Generation Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Pi_\text{OWF RO})</td>
<td>3.74 (\mu s/3.74 \mu s)</td>
</tr>
<tr>
<td>(\Pi_\text{OWF STD})</td>
<td>44.19 (\mu s/44.19 \mu s)</td>
</tr>
<tr>
<td>(\Pi_\text{OWF-BF RO})</td>
<td>5.50 (\mu s/18.00 \mu s)</td>
</tr>
<tr>
<td>(\Pi_\text{OWF-BF STD})</td>
<td>205.49 (\mu s/10.46 ms)</td>
</tr>
</tbody>
</table>

PoA is running on an embedded device, which has very constrained computation power, so we have to schedule its computation intelligently. In the sequel, we consider two implementation strategies regarding the different storage conditions. One of them is for storage-sufficient devices, and the other is for storage-constrained devices. The difference between these two devices is whether the device has enough storage space to store all checkpoints that will be used to accelerate the proof generation.

**Storage Sufficient Device.** This case is considered in [1], we assume that it has enough storage space to cache proofs. Our goal here is to seek a computationally efficient implementation. The best strategy will be to divide the whole chain into multiple segments with the same length and save the head of each segment as a checkpoint in a non-volatile memory. Moreover, one can store the last segment after the setup process in a non-volatile memory as well. After the PoA starts, the client sends one proof in one segment in the reverse order and generates one proof in the previous segment in the forward order. In this way, the client always stores one full segment of nodes in the memory. Suppose that in a time slot, the corresponding proof is the \(j\)-th node from the end of segment \(k\) (counting from the head node of the chain), then the proof will be fetched directly from the memory and sent to the verifier. In the same time slot, one new proof (the \(j\)-th node from the head of segment \(k - 1\)) will be generated and replace the node used in the current time slot, such that when the nodes in segment \(k\) are used up, all the nodes in segment \(k - 1\) will be ready to use. Using this strategy, we equally distribute the proof generation time into every time slot and optimize its performance in the worst case because, in every time slot, the client only needs to fetch one node from the storage and generate one new node. Thus, it only requires a one-way function evaluation in every time slot for \(\Pi_\text{OWF}\) in both the average case and the worst case. An additional pseudorandom number generator evaluation is needed in the worst case of \(\Pi_\text{OWF-BF}\). Let \(m\) denote the number of checkpoints. Then, this check-pointing strategy requires \(m\) nodes to be stored as checkpoints, and \(N/m\) nodes will need to be cached temporarily to quickly access every node in the segment derived by the closest checkpoint to the current node. Thus, in total, \(m + N/m\) memory will be needed. Apparently, the most memory-efficient check-pointing strategy will be to use \(\sqrt{N}\) checkpoints, which results in a memory requirement of \(2\sqrt{N}\) nodes (\(\sqrt{N}\) checkpoints, and \(\sqrt{N}\) nodes per segment). Moreover, if one can shorten the overall length of the chain \(N\), PoA can achieve better setup performance and save memory space as well.

The proof generation times of protocols for storage-sufficient devices are shown in Table 3. Since our \(\Pi_\text{OWF-BF}\) allows replenishment of proofs, we can easily shorten the length of the chain and achieve better performance as shown in the cases of \(\Pi_\text{OWF-BF RO}\) and \(\Pi_\text{OWF-BF STD}\).

**Storage Constrained Device.** Here, we introduce our implementation strategy for storage-constrained devices, i.e., the memory is not enough to store most of the proofs in an OWF chain. We let \(T_f\) be the runtime of the OWF function \(F\), \(T_G\) be the runtime of the pseudo-random function \(G\), and \(SC\) be the storage capacity (in bits) of the prover.

Here, the question we want to answer is which protocol is suitable for a storage-constrained device. Note that our first protocol is unsuitable since it must cache many checkpoints for proof generation. Our second protocol with an OTS-based replenishment scheme is also not the right answer since it requires storing the whole OTS signature, which is not small. Speaking of proof replenishment, an ideal choice for storage-constrained devices is the hash-based commitment solution, which is the most efficient one. Hence, we study the cost model for \(\eta\) based on our second protocol with instantiations that are secure in the random oracle model.

For the single chain protocol \(\Pi_\text{OWF}\), it must satisfy the following constraint (i.e., the proof generation time \(T_f N/\eta\) should be equal to or smaller than the pre-defined time interval \(\Delta_s\) of two proofs): \(T_f N/\eta \leq \Delta_s \Rightarrow N \leq \frac{SC \Delta_s}{T_f \eta}\), where \(SC/\eta\) is the maximum number of checkpoints that the prover can cache, and \(N/\eta\) is the distance between two checkpoints which approximates the maximum number of OWF evaluations for generating a proof.

In the following, we study the optimal \(\eta\) related to \(SC\) for our second protocol \(\Pi_\text{OWF-BF}\). Note that the worst case for generating a proof is to generate the first proof in a sub-chain from its chain head node so that \(\bar{N}\) OWF evaluations should be done, where \(\bar{N}\) is the number of nodes in a sub-chain. That is, the runtime in the worst case of proof generation must satisfy the time constraint: \(T_G + T_f \bar{N} \leq \Delta_s\), meaning that the runtime for generating the last proof in a sub-chain should be equal to or smaller than the proof interval \(\Delta_s\). Since \(\bar{N} = \frac{N}{\eta}\), we can rewrite the above inequality of the time constraint to the following one:

\[
T_G + T_f \bar{N} \leq \Delta_s \Rightarrow T_f \frac{N}{\eta} \leq \Delta_s - T_G
\]

\[
\Rightarrow \eta \geq \frac{N T_f}{\Delta_s - T_G}.
\]

We will study the optimal \(\eta\) under specific situations. By our assumption, the storage \(SC\) is smaller than the size of nodes (i.e., \(\frac{N l}{\eta}\)) in a sub-chain, we have the inequality:

\[
SC \leq \frac{N l}{\eta} \Rightarrow \eta < \frac{N l}{SC}.
\]

By combining equations 1 and 2, we can obtain the overall constraints of \(\eta\):

\[
\frac{N T_f}{\Delta_s - T_G} \leq \eta < \frac{N l}{SC}.
\]

The remaining open question is to determine the exact value of \(\eta\) based on equation 3. To facilitate the proof generation, we can also cache the checkpoints in each OWF
Fig. 10: Proof Generation Time of $\Pi_{OWF}^{PRG}$-BF RO with Optimal Performance for Storage Constrained Device. Only implementations in RO are evaluated, as we learned from the previous study that the instantiations in STD are not as efficient as the ones in RO.

chain as done in the implementation of $\Pi_{OWF}$. We assume that those checkpoints (i.e., some pre-generated proofs) are uniformly distributed in each OWF chain with the same distance between any two of them. Given the storage capacity $SC$ and the bit-length of each proof (i.e., $l_r$), the number of checkpoints in each OWF chain is $1 + \frac{SC}{l_r}$ (including the chain head node). We can have the distance between two checkpoints $rac{N}{1 + \frac{SC}{l_r}} - 1$, which indicates the maximum number of OWF evaluations that should be done to compute a proof from the corresponding checkpoint. Here we assume that every proof is generated based on its nearest checkpoint. The runtime of generating a proof in the worst case is denoted by $T_{pf}^{wo}$. Note that the worst-case runtime $T_{pf}^{wo}$ is mainly determined by the time $T_G$ of calculating the OWF-chain head node by running the pseudo-random generator and the maximum time $T_F\left(\frac{N}{1 + \frac{SC}{l_r}} - 1\right)$ for generating a proof (i.e., by evaluating OWF from the OWF-chain head node to the last node before the first checkpoint). As a result, we can obtain the following equation concerning $T_{pf}^{wo}$:

$$T_{pf}^{wo} = T_G + T_F\left(\frac{N}{1 + \frac{SC}{l_r}} - 1\right) = T_G + T_F\left(\frac{NL_r - \eta l_r - SC}{\eta l_r + SC}\right).$$

(4)

The proof generation time for better worst-case performance for $\Pi_{OWF}^{PRG}$-BF is shown in Figure 10. We could see that the more storage capacity the prover has, the more efficient the protocol is. To improve worst-case performance, we can simply maximize $\eta$ by setting it to $\left\lfloor \frac{NL_r}{SC} \right\rfloor$ based on equation 3. Figure 10 illustrates the proof generation time for $\Pi_{OWF}^{PRG}$-BF for better worst-case performance. As shown, greater storage capacity leads to a more efficient protocol.

9.4 Proof Verification Time

Note that the server can update the verification state regarding the latest received aliveness proof. In case of network failures and packet loss, the verification can take as many as $\left\lfloor \frac{T_{pf}^{wo}}{\Delta_s} \right\rfloor$ times of the OWF evaluation in $\Pi_{OWF}$, and one more hash evaluation and a bloom filter check operation in $\Pi_{OWF}^{PRG}$-BF. In practice, for example, when $T_{att}$ is 5 minutes, and $\Delta_s$ is 30 seconds, then the verifier needs to run at most $\frac{300}{90} = 10$ times of OWF to verify the proof in both protocols. Hence, the verification time of $\Pi_{OWF}$ instantiated in the random oracle model and the standard model can be up to 4.7 $\mu$s and 41.2 $\mu$s, respectively. The verification time of $\Pi_{OWF}^{PRG}$-BF is 9.4 $\mu$s in the random oracle model and 45.9 $\mu$s in the standard model.

9.5 Proof Replenishment Performance

When the proofs are about to be used up, $\Pi_{OWF}^{PRG}$-BF RO and $\Pi_{OWF}^{PRG}$-BF STD will start to generate the next chain and create the one-time signature for it. This is very critical for PoA protocols because the critical infrastructures cannot be stopped from replenishing new proofs, and there is no way to commit the new proof over an insecure communication channel securely.

In the comparison, we let “OTSRep” be the one-time signature-based auto-replenishment scheme, and “CommitRep” denote the commitment-based auto-replenishment scheme. Let “FQ” denote the frequency of the corresponding operation, “PPR” be shorthand for per-proof-generation, and “OT” denote one-time. In Table 4, we report the performance of both replenishment schemes from the perspectives of computation and communication (which also implies the storage cost). It is not hard to see that the commitment-based auto-replenishment scheme outperforms the OTS-based one from both perspectives. However, the shortcoming of CommitRep is that it cannot provide standard model security (unlike the OTS-based auto-replenishment scheme). Besides, CommitRep needs to generate a fresh commitment along with each proof generation during the aliveness tolerance time. Due to the extra cost introduced by the replenishment procedure, we recommend reducing its frequency in practice. One could enlarge the life span of a PoA protocol instance, i.e., enlarging the parameter $N$. The reported proof replenishment time does not include the setup time of a new set of proofs since the setup of a new instance can be done during the idle time of proof generation.

<table>
<thead>
<tr>
<th>Applicability</th>
<th>Computation</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>OTSRep [1]</td>
<td>$\Pi_{OWF}^{PRG}$</td>
<td>5.28s</td>
</tr>
<tr>
<td>CommitRep</td>
<td>$\Pi_{OWF}^{PRG}$-BF</td>
<td>-</td>
</tr>
</tbody>
</table>

9.6 Parameter Selection in Practice

The concrete parameter setting always depends on the applications and the specific systems. The general methodology is to first identify the time-to-critical states of the system. Then, we can use the minimal time-to-critical states as the aliveness tolerant time $T_{att}$, or more conservatively, multiply a certain constant (e.g., 0.5) with it. The selection of a time slot period $\Delta_s$ needs to guarantee that at least one proof will be delivered to the server within $T_{att}$, considering the benign package loss and network failure. The lifespan of a PoA instance $\Delta_{rc}$ can be the time between two planned maintenance of the system, as the system has to stop during maintenance.

Case Study for Parameter Selection in Water Treatment System. Let us take a real-world water treatment testbed at Singapore University of Technology and Design (SWaT) as an example [51]. Researchers have shown that the minimal time-to-critical state of the first stage (raw water processing) of SWaT is 149 seconds (2 minutes and 29 seconds) [52]. Thus 149 seconds can be set as $T_{att}$ for this stage, and $\Delta_s$ can
be set to 30 seconds. Given the parameters above, \( N = 2^{22} \) will be able to support the system to operate continuously for 4 years, and therefore \( \Delta_r \) can be around 4 years. Also, \( \Pi^{\text{OWF}}_{\text{BF}} \) offers proof replenishment, and effectively \( \Delta_r \) will not be limited by \( N \) anymore.

**Case Study for Parameter Selection in Evacuation Control in Metro Systems.** PoA is also desired in metro systems. According to [53], the evacuation control (EVAC) in the Singapore SMRT metro system takes a heartbeat signal from Automatic Train Control (ATC) every 300 ms. If the evac system does not receive the heartbeat signal in 10 s, the evacuation protocol will be triggered as it means there is a train without any awareness of other trains on the same track or potential bends in the track. Naturally, \( T_{\text{att}} \) is 10 s, and \( \delta_r \) is 0.3 s. If a round-trip of a train takes 5 hours, and the auto-replenishment only takes place in a terminal, then \( N \) will be \( 60000 \approx 2^{16} \). Depending on the memory size of the device on the train, we can choose either \( \Pi^{\text{OWF}} \) or \( \Pi^{\text{OWF}}_{\text{BF}} \) for this application.

### 10 Discussions

This section presents additional discussions regarding our PoA construction and optimization.

**Constructions in the Standard Model and the Random Oracle Model.** As for the basic PoA (without replenishment), we still stick to the constructions that can be proven secure in the standard model. So we can precisely instantiate the building blocks with instances that are secure in either the standard model (for theoretical interests) or the random oracle model (for practical considerations), respectively. In Theorem 2, we have analyzed our new PoA protocol \( \Pi^{\text{PRG}}_{\text{OWF}} \) in the standard model. It is suitable for a scenario in which the proofs are initialized enough for a short lifespan of the application. When considering a longer lifespan, a PoA scheme can integrate with an independent replenishment scheme to automatically replenish aliveness proofs by the PoA protocol itself. Hence, we propose a new replenishment scheme using a hash-based commitment scheme that is secure in the random oracle model. That is, we here are interested in the efficiency of the PoA scheme in practice by making the trade-off regarding the provable security in the standard model and the random oracle model. In Theorem 3, we have proved that our standard model secure PoA scheme using our new auto-replenishment scheme is still a secure PoA scheme but instead in the random oracle model (due to the requirement of the analysis of the new auto-replenishment scheme). Meanwhile, our security reduction of the new PoA schemes (with replenishment) is conducted modularly to make the most use of the existing security of the basic PoA schemes. That is, we reduce the impact of the random oracle model as much as possible so that we can precisely instantiate the parameters and keys (especially for the length of keys) in terms of the security of basic PoA schemes that have proofs in the standard model. For practicality (as in [1]), we also consider the instantiations of all other building blocks in the random oracle models since they are well-known to be more efficient than their standard model secure counterparts.

**Resilience of Verifier Compromise.** Our PoA schemes can resist verifier compromise because the initial check-secret \( \rho_{\text{ac}} \) is privately stored on the client side and is never shared with the verifier. Even if the corresponding verifier is compromised, the client’s private key \( \rho_{\text{ac}} \) is not exposed as it is not stored at the verifier. Furthermore, we explicitly formalize the compromise of the verifier in our security model of PoA (especially in the Game) by allowing an adversary to learn all information (i.e., \( \pi_{\text{ID}, \rho} \)) that will be stored at the verifier via the Proc.Init procedure. Hence, the security proofs of our schemes given under such a PoA security model can imply that adversaries who compromise the verifier cannot gain non-negligible advantages to break our PoA schemes.

**Comparison with Related Authentication Schemes.** Let us first compare our PoA schemes with three general ways of realizing authentication schemes. 1) One can build an authentication scheme based on symmetric key cryptography, like message authentication codes [7]. The client device can keep sending a pre-determined sequence of MAC values at pre-determined time windows to realize a similar functionality with only one-way communication as our PoA scheme. However, the security assumption of a symmetric key-based authentication scheme is generally weaker than our PoA schemes, as the security will be broken if an attacker is allowed to compromise the verifier’s secret, as in our security model. 2) One can also rely on well-established asymmetric cryptography to build a PoA scheme: the prover can keep sending a pre-determined sequence of signatures at pre-determined time windows. This construction can also satisfy similar security requirements as ours, e.g., securing against verifier compromise. However, asymmetric key-based schemes (signature schemes) usually incur a bigger performance overhead on resource-constraint CPS devices. A detailed discussion in this regard is provided later. 3) As a recent trend, physical characteristics of devices have been leveraged for authentication as well, like using Physical Unclonable Functions in devices [54] or using the existing physical characteristics of CPS devices [55], [56]. However, they either suffer from a non-negligible false positive/negative rate [55], [56] or incur a large overhead on the client side to enable strong error corrections [57].

Secondly, we compare our schemes with digital signature-based authentication schemes more thoroughly. As pointed out by Kogan et al. [10], the hash-chained TOTP scheme is well-known as a lightweight authentication scheme that can outperform the digital signature-based authentication schemes. This is because a TOTP scheme only needs a few hash operations to generate an aliveness proof rather than more expensive public key cryptographic (PKC) operations. Although there exist lightweight signature schemes (e.g., [58], [59]) that do not run PKC operations at the signer, they need trusted third parties (TTP) to replenish verify-points. As a result, such lightweight signature schemes may incur single-point failure. Namely, the signature scheme becomes insecure once the TTP is compromised. In contrast, our TOTP-based PoA schemes do not need any TTP, since they can automatically replenish proofs via our tailored replenishment scheme. In a nutshell, an asymmetric TOTP scheme is the most suitable lightweight authentication primitive (to the best of our knowledge) for building a PoA scheme without TTPs.

Lastly, in Table 5, we present a more concrete com-
comparison between our PoA schemes (in the random oracle model) for storage-sufficient devices and two digital signature schemes. These signature schemes could potentially serve as PoA alternatives, offering similar security properties to our solutions (capable of providing unlimited proofs and resisting verifier compromise). Let \( q \) be a large prime number representing the order of a cyclic group used by the corresponding schemes. The detailed performance of our schemes (with exemplary parameters) can be found in Section 9. The secret and the verify-point sizes of the compared schemes are close. However, based on the benchmark results of NIST [62], we conclude that the proof generation and the verification costs of our PoA schemes are more efficient than the compared signature schemes.

11 CONCLUSIONS

We first revisited the second PoA construction previously presented in [1]. We further improved its storage cost by using a Bloom filter that is used to compress the verification key. We also introduced a new approach to achieve auto-replenishment based on a commitment scheme in the random oracle model. Compared to the OTS-based auto-replenishment scheme in [1], the new scheme is much more efficient (i.e., only one additional hash is required), and it can be applied to both single-chain and multi-chain PoA protocols. Moreover, we benchmarked the PoA protocols and the auto-replenishment schemes with more fine-grained parameters.
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