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Abstract
In this paper, we use semidefinite programming and representation theory to compute
new lower bounds on the crossing number of the complete bipartite graph Km,n ,
extending a method from de Klerk et al. (SIAM J Discrete Math 20:189–202, 2006)
and the subsequent reduction by De Klerk, Pasechnik and Schrijver (Math Prog Ser A
and B 109:613–624, 2007). We exploit the full symmetry of the problem using a novel
decomposition technique. This results in a full block-diagonalization of the underlying
matrix algebra, which we use to improve bounds on several concrete instances. Our
results imply that cr(K10,n) ≥ 4.87057n2 − 10n, cr(K11,n) ≥ 5.99939n2 − 12.5n,
cr(K12,n) ≥ 7.25579n2 − 15n, cr(K13,n) ≥ 8.65675n2 − 18n for all n. The latter
three bounds are computed using a new and well-performing relaxation of the original
semidefinite programming bound. This new relaxation is obtained by only requiring
one small matrix block to be positive semidefinite.

Keywords Crossing numbers · Complete bipartite graph · Semidefinite
programming · Symmetry reduction · Block-diagonalization

Mathematics Subject Classification 05C10 · 68R10 · 90C22 · 05E10

1 Introduction

Computing the crossing number cr(Km,n) of the complete bipartite graph Km,n is
a long-standing open problem, which goes back to Turán in the 1940s. In 1956,
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Zarankiewicz [28] conjectured that cr(Km,n) = Z(m, n), where Z(m, n) is the
Zarankiewicz number

Z(m, n) := ⌊m−1
2

⌋ ⌊m
2

⌋ ⌊ n−1
2

⌋ ⌊ n
2

⌋ =
⌊
1
4 (m − 1)2

⌋⌊
1
4 (n − 1)2

⌋
.

Zarankiewicz claimed to have a proof for his conjecture, but this turned out to be
false. The conjecture thus remains a notorious open problem. As Erdős and Guy [9]
wrote in 1973: ‘Almost all questions that one can ask about crossing numbers remain
unsolved’, which is still true today. It is known that cr(Km,n) ≤ Z(m, n), by exhibiting
an explicit drawing of Km,n in the plane with Z(m, n) crossings—see Fig. 1 for an
example.

In this paper, we use semidefinite programming and representation theory to prove
the following lower bounds.

Theorem 1 For all integers n,

cr(K10,n) ≥ 4.87057n2 − 10n,

cr(K11,n) ≥ 5.99939n2 − 12.5n,

cr(K12,n) ≥ 7.25579n2 − 15n,

cr(K13,n) ≥ 8.65675n2 − 18n.

This theorem and Corollary 1 below yield the best known lower bounds on all fixed
cr(Km,n) with m, n ≥ 10. The best previously known lower bounds for m, n ≥ 10
are cr(Km,n) ≥ (m−1)m

72 (3.86760n2 − 8n), cf. [6]. For an overview of known results
regarding Zarankiewicz’s conjecture, see the survey by Székely [26], or the survey
about crossing numbers by Schaefer [23].

We now sketch how these lower bounds are derived. For m ∈ N, let Zm be the set
of permutations of [m] := {1, . . . ,m} consisting of a single orbit, i.e., Zm is the set of
all m-cycles from Sm and |Zm | = (m − 1)!. Let Km,n have colour classes {1, . . . ,m}
and {b1, . . . , bn}. For any given drawing of Km,n in the plane, define γ (bi ) to be the
cyclic permutation (1, i2, . . . , im) ∈ Zm with the property that the edges leaving bi in
clockwise order go to 1, i2, . . . , im (Table 1).

Let Q be the Zm × Zm matrix with for any σ, τ ∈ Zm , the entry Qσ,τ is equal to the
minimumnumber of crossings in any drawing of Km,2 with γ (b1) = σ and γ (b2) = τ .

Fig. 1 Optimal drawing of K7,5
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Table 1 Some of our new lower bounds on cr(Kn,n)

n Best previously known lower bound New lower bound Z(n, n)

10 384 388 400

11 581 589 625

12 846 865 900

13 1192 1229 1296

This matrix was defined in [5] and later also used in [6]. An algorithm to compute Qσ,τ

was used by Kleitman [15] and more details were described by Woodall [27]. For
example, Qσ,σ = ⌊ 1

4 (m − 1)2
⌋
for all σ ∈ Zm . Let 1 ∈ R

Zm denote the all-ones
vector. Consider the following quadratic program.

qm := min
{
xTQx | x ∈ R

Zm≥0 , xT1 = 1
}

. (1)

Theorem 2 (De Klerk et al. [5]) cr(Km,n) ≥ 1
2n

2qm − 1
2n
⌊ 1
4 (m − 1)2

⌋
for all m, n.

Proof Suppose a drawing of Km,n with cr(Km,n) crossings is given. For each σ ∈ Zm ,
let cσ be the number of vertices bi with γ (bi ) = σ . We view c as a vector in RZm and
define x := n−1c. Then x satisfies the conditions in (1), so qm ≤ xTQx . For i, j ∈ [n]
let di, j be the number of crossings of edges leaving bi with edges leaving b j . By
definition of Q, if i �= j , then di, j ≥ Qγ (bi ),γ (b j ). This implies

1
2n

2qm ≤ 1
2n

2xTQx = 1
2c

TQc = 1
2

n∑

i, j=1

Qγ (bi ),γ (b j ) ≤
∑

i< j

di, j + 1
2

n∑

i=1

Qγ (bi ),γ (bi )

≤ cr(Km,n) + 1
2n
⌊
1
4 (m − 1)2

⌋
,

where the last inequality follows from Qσ,σ = ⌊ 14 (m − 1)2
⌋
for all σ ∈ Zm . (In fact,

the last inequality is an equality as one may assume that in an optimal drawing edges
incident to a common vertex do not cross, cf. [10].) ��

The following semidefinite programming parameter αm is a lower bound on qm .

αm := min
{
〈Q, X〉 | X ∈ R

Zm×Zm≥0 , 〈J , X〉 = 1, X 
 0
}

. (2)

Here X 
 0 means ‘X symmetric and positive semidefinite’. It is clear that qm ≥ αm ,
as any feasible x for qm gives a feasible X = xxT for αm with the same objective
value. The values αm for m ≤ 7 were computed by De Klerk, Maharry, Pasechnik,
Richter, and Salazar [5]. Dobre andVera [7] computed a better lower bound on q7 using
semidefinite approximations of the copositive cone. The values α8 and α9 were com-
puted by De Klerk, Pasechnik and Schrijver [6], who used the regular ∗-representation
to reduce the semidefinite programs in size. The regular ∗-representation found sev-
eral applications (see, e.g., [17] for an application in coding theory). In this paper, we
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Table 2 The full semidefinite
bound αm from (2) and our
relaxation βm which is described
in Sect. 4. We solved the SDPs
with multiple precision versions
of SDPA [19], and then rounded
the dual solutions to rational
feasible dual solutions, see
Sect. 5.5

m αm
8αm

k(k−1) βm
8βm

m(m−1)

4 1.0000000000 0.6667 1.0000000000 0.6667

5 1.9472135954 0.7789 1.9270509831 0.7708

6 2.9519183588 0.7872 2.9519183588 0.7872

7 4.3593154948 0.8303 4.3107391257 0.8210

8 5.8599856417 0.8371 5.8284271247 0.8326

9 7.7352125975 0.8595 7.6527560430 0.8503

10 9.7411403685 0.8659 9.6866252078 0.8610

11 11.9987919703 0.8726

12 14.5115811776 0.8794

13 17.3135089904 0.8878

The bold values correspond to the newly computed values

show how a full block-diagonalization can be obtained, where we exploit properties
of the representation theory of the symmetric group for computational efficiency. This
allows us to compute the value α10.

A full symmetry reduction for computing αm has been developed before by
Hymabaccus and Pasechnik [13]. Their method can be used to decompose representa-
tions of finite groups exactly. Due to the generic nature of their algorithm, they work
with representation matrices instead of vectors in the representative sets. This costs
a lot of memory (and time), so they only reach α7 with their method. In the crossing
number case, the coefficients in their block-diagonalization contain irrational numbers,
potentially leading to rounding issues in floating-point computations. An advantage
of our approach is, apart from being more memory and time efficient, that it results in
an exact block-diagonalization with integer coefficients.

Our symmetry reduction consists of three steps. First, we use classical represen-
tation theory of the symmetric group Sm to decompose a well-known permutation
module. Secondly, we we use an elementary but crucial observation given in Proposi-
tion 1, to transform this decomposition into a decomposition of RZm as Sm-module.
Proposition 1 has potential for a wide array of applications, for example, it can also be
directly applied to a problem in coding theory, which we describe in Remark 1 below.
The third and final step in our block-diagonalization takes into account a separate
{±1}-action, in Proposition 3.

Inspired by our symmetry reduction, we also formulate a new relaxation of αm ,
which we call βm . The value βm is obtained from (2) by only requiring that one
specified block, which is described in Sect. 4 below, in the block-diagonalization is
positive semidefinite instead of the full matrix X . So βm ≤ αm , and our experiments
show that the new bound βm is remarkably close to αm . We give a combinatorial
desciption of the vectors which underly the block-diagonalization of βm in Proposition
4. Also, we compute the value βm for m ≤ 13. The values are provided in Table 2.
Inserting our newly computed values α10, β11, β12, β13 in Theorem 2 instead of qk
(using the fact that βk ≤ αk ≤ qk), we directly obtain our new bounds in Theorem 1.
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1.1 Outline of the paper

In Sect. 2 we explain the consequences of Theorem 1: we investigate to which bounds
it leads and relate these bounds to the literature. In Sect. 3 we explain how the
symmetry can be used to significantly reduce the problem: we develop a full block-
diagonalization. To do this, we use representation theory from the symmetric group
and linear algebra. After that, we explain in Sect. 4 how our new relaxation βm of αm is
defined, which is inspired by the symmetry reduction.We give a combinatorial descip-
tion of the vectors which underly the block-diagonalization of βm . Finally, in Sect. 5
we give details about our computations. Here we explain how βm can be computed
in practice: using the dual description in combination with an iterative procedure, we
are able to compute βm for m ≤ 13 up to high precision on a desktop computer.

2 Derived lower bounds

Suppose that 2 ≤ k ≤ m and that n ∈ N. There are
(m
k

)
distinct copies of Kk,n in Km,n ,

and in any drawing of Km,n , each crossing appears in
(m−2
k−2

)
distinct copies of Kk,n .

This implies that

cr(Km,n) ≥ cr(Kk,n)
(m
k

)

(m−2
k−2

) = cr(Kk,n) · m(m − 1)

k(k − 1)
. (3)

So any lower bound on qk gives lower bounds on cr(Km,n) for all m ≥ k and all n.
Combining (3) with our new lower bounds α10, β11, β12, β13 presented in Table 2
gives the following.

Corollary 1 For all integers n we have

for all m ≥ 10, cr(Km,n) ≥ 0.0541m(m − 1)n2 − 1
9m(m − 1)n,

for all m ≥ 11, cr(Km,n) ≥ 0.0545m(m − 1)n2 − 5
44m(m − 1)n,

for all m ≥ 12, cr(Km,n) ≥ 0.0549m(m − 1)n2 − 5
44m(m − 1)n,

for all m ≥ 13, cr(Km,n) ≥ 0.0554m(m − 1)n2 − 3
26m(m − 1)n.

Proof By Theorem 2, we have cr(Kk,n) ≥ 1
2n

2qk − 1
2n
⌊ 1
4 (k − 1)2

⌋
for all k, n. We

also have qk ≥ αk ≥ βk for all k, hence the inequality holds upon replacing qk by αk

or βk . Combining this equation with our computed values α10, β11, β12, β13 results in
lower bounds on cr(K10,n), cr(K11,n), cr(K12,n) and cr(K13,n), respectively. Inserting
these lower bounds in equation (3) for cr(Kk,n) yields the corollary.

The lower bounds also allow to give statements about limits, using the following
lemma.

Lemma 1 (De Klerk et al. [5]) lim
n→∞

cr(Km,n)

Z(m, n)
≥ 8qk

k(k − 1)

m

m − 1
for all k ≤ m.
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Proof First, note that the limit exists: the sequence (cr(Km,n)/
(n
2

)
)n∈N for fixed m is

nondecreasing (by the same calculation as in (3) but now applied to n instead ofm) and
bounded (using cr(Km,n) ≤ Zm,n), hence has a limit. For fixed m, both Zm,n and

(n
2

)

grow quadratically in n, so the limit cr(Km,n)

Z(m,n)
)n∈N exists too. The lemma now follows

from an elementary calculation using the bounds previously given. By Theorem 2,
we have cr(Kk,n) ≥ 1

2n
2qk − 1

2n
⌊ 1
4 (k − 1)2

⌋
for all k, n. Now, we use (3) and find,

for m ≥ k:

lim
n→∞

cr(Km,n)

Z(m, n)
≥ lim

n→∞
m(m − 1)( 12n

2qk − 1
2n
⌊ 1
4 (k − 1)2

⌋
)

k(k − 1)Zm,n

= lim
n→∞

m(m − 1)( 12n
2qk − 1

2n
⌊ 1
4 (k − 1)2

⌋
)

k(k − 1)
⌊ 1
4 (m − 1)2

⌋ ⌊ 1
4 (n − 1)2

⌋

= 2qk
k(k − 1)

m(m − 1)
⌊ 1
4 (m − 1)2

⌋ ≥ 8qk
k(k − 1)

m

m − 1
.

��
As qk ≥ αk ≥ βk , the lemma also holds upon replacing qk by αk or βk . So our
computed values α10, β11, β12, β13 give asymptotic lower bounds on limn→∞ cr(Km,n)

Z(m,n)
form ≥ k. In the following lemma, we provide the lower bound form ≥ 13, using our
computed value β13. The lower bounds for m = 10, 11, 12 are displayed in Table 2.

Corollary 2 For all m ≥ 13, lim
n→∞

cr(Km,n)

Z(m, n)
≥ 0.8878 m

m−1 .

A direct result of this corollary is

lim
n→∞

cr(Kn,n)

Z(n, n)
≥ 0.8878. (4)

The previously best known published lower bound on limn→∞ cr(Kn,n)

Z(n,n)
is 0.8594

(which follows using α9), cf. De Klerk et al. [6]. Norin and Zwols obtained a lower
bound of 0.905 using flag algebras which they presented at a workshop [20]. This
bound is stronger than our bound in (4) but however remains unpublished. In [1],
Balogh, Lidický and Salazar prove very strong asymptotic lower bounds on the cross-
ing number of the complete graph using flag algebras. It might be possible to improve
upon (4) and Norin and Zwols’ bound by using a similar approach considering high
levels in the flag algebra hierarchy.

However, in order to prove asymptotic bounds it is also worthwhile to further
investigate the quadratic programming hierarchy from De Klerk et al. [5] which
we consider in this paper. One might hope to prove lower bounds tk on αk such
that 8tk/(k(k − 1)) → 1 as k → ∞, thereby proving limn→∞ cr(Kn,n)

Z(n,n)
= 1, i.e.,

asymptotically proving Zarankiewicz’ conjecture. Figure2 gives rise to the question
whether 8βk/(k(k − 1)) → 1 as k → ∞.

In Fig. 2, the increases are larger for odd k than for even k, a trend which was
already noted in [6]. We now see that this trend continues for some larger k. As noted
in [6], this is reminiscent of the fact that Zarankiewicz’s conjecture holds for K2m,n if
it holds for K2m−1,n .
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Fig. 2 Wehave the lower bound limn→∞ cr(Km,n)/Z(m, n) ≥ (8γk/(k(k−1)))m/(m−1) for eachm ≥ k
and γk ∈ {αk , βk }. The values 8αk/(k(k − 1)) are plotted in green (connected by the green dashed line)
and the values 8βk/(k(k − 1)) are plotted in blue (colour figure online).

3 Exploiting the symmetry of the problem

Recall that Zm is the set of permutations of [m] consisting of a single orbit, i.e., Zm is
the set of all m-cycles from Sm and |Zm | = (m − 1)!. The group Gm := Sm × {±1}
acts on Zm via

(π, ε) · σ = πσεπ−1,

for σ ∈ Zm , (π, ε) ∈ Gm = Sm × {±1}. If X is any optimum solution for the
program (2) definingαm , also g·X with (g·X)σ,τ = Xg·σ,g·τ is feasible for all g ∈ Gm :
the matrix g · X is obtained from X by simultaneously permuting rows and columns,
which preserves positive semidefiniteness, entrywise nonnegativeness and the total
sum of the entries. Moreover, the objective values corresponding to X and g · X are the
same: Indeed, as g·Q = Q for all g ∈ Gm , one has 〈Q, X〉 = 〈g·Q, g·X〉 = 〈Q, g·X〉.
As Gm is a finite group and the feasible region in (2) is convex, we can replace any
optimum solution X by the group average (1/|Gm |)∑g∈Gm

g · X to obtain a Gm-
invariant optimum solution. So wemay assume our optimum solution isGm-invariant,
i.e., its entries are constant on Gm-orbits of Zm × Zm . Hence the number of variables
is the cardinality of 	m := (Zm × Zm)/Gm (where Gm acts on both copies of Zm

simultaneously). The set 	m is also known as the set of orbitals of Gm acting on Zm ,
and |	m | as the rank of the action of Gm , see, e.g., [4]. The number of variables can
be reduced further since X is symmetric, so the value of X on the orbit of (σ, τ ) is
the same as the value of X on the orbit of (τ, σ ). We write 	′

m to be the collection
of these ‘symmetric’ Gm-orbits on Zm × Zm , in which orbits of (σ, τ ) and (τ, σ ) are
identified. This gives a significant reduction in the number of variables which was
already used in [5].

It is also possible to reduce the size of thematrix X in the semidefinite programming
formulation. In [6], the regular ∗-representation was used, which reduced checking
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whether a Gm-invariant matrix X is positive semidefinite into checking whether a
matrix of order |	m | × |	m | is positive semidefinite. In this paper, we will reduce the
matrix X further, by developing a full block-diagonalization. For any finite group G
acting on a vector space V , wewrite VG for the subspace of V ofG-invariant elements.
The block-diagonalization is a bijective linear map


 :
(
C

Zm×Zm
)Gm →

k⊕

i=1

C
mi×mi , (5)

for some integer k and integers mi for i ∈ [k], such that X ∈ (CZm×Zm
)Gm is pos-

itive semidefinite if and only if 
(X) is positive semidefinite. It has the property
that

∑k
i=1 m

2
i = |(Zm × Zm)/Gm | = |	m |, which is considerably smaller than |Zm |2.

3.1 Preliminaries on representation theory

Wehere describe the preliminaries on representation theorywhichwewill use through-
out the paper, based on a combination of the notation and definitions used in references
[3, 8, 18, 22]. IfG is a finite group acting on a complex vector space V of finite dimen-
sion, V is called a G-module. Any G-invariant subspace of V is called a submodule.
If V and W are G-modules, a G-homomorphism is a linear map ψ : V → W with
g · ψ(v) = ψ(g · v) for all g ∈ G and v ∈ V . The modules V and W are equivalent
(or G-isomorphic) if there is a bijective G-homomorphism (called a G-isomorphism)
from V toW . A G-module V is irreducible if V �= 0 and its only nonzero submodule
is V . The centralizer algebra of the action of G on V , denoted by EndG(V ), is the
algebra of G-homomorphisms V → V .

Let againG be a finite group acting on a complex finite dimensional vector space V .
Then one can decompose V = ⊕k

i=1
⊕mi

j=1 Vi, j , for some unique number k and
numbers m1, . . . ,mk (which are unique up to permutation), such that the Vi, j are
irreducible submodules of V with the property that Vi, j is isomorphic to Vi ′, j ′ if and
only if i = i ′.

Definition 1 (Representative set) For each i ≤ k and j ≤ mi let ui, j ∈ Vi, j be a
nonzero vector, such that for each i ≤ k and j, j ′ ≤ mi there exists a G-isomorphism
from Vi, j to Vi, j ′ which maps ui, j to ui, j ′ . Define, for each i ≤ k, the tuple Ui :=
(ui,1, . . . , ui,mi ). Call any set {U1, . . . ,Uk} obtained in this way a representative set
for the action of G on V .

We can view the Ui as matrices by seeing the vectors ui, j (for j = 1, . . . ,mi ) as
its columns, and we will do so depending on the context.

The space V has aG-invariant inner product 〈, 〉. Let {U1, . . . ,Uk} be any represen-
tative set for the action of G on V , and define the map
 : EndG(V ) →⊕k

i=1 C
mi×mi

which maps A �→ ⊕k
i=1

(〈Aui, j ′ , ui, j 〉
)mi
j, j ′=1. This map is linear and bijective, and

it has the property that A 
 0 if and only if 
(A) 
 0. This follows from classical
representation theory. For a proof, see e.g., [21, Proposition 2.4.4]. We apply it to the
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following. Suppose that G is a finite group acting on a finite set Z , hence on the vector

space V := C
Z . Then EndG(V ) can be naturally identified with

(
C

Z×Z
)G

, and the
map 
 becomes


 : (CZ×Z )G →
k⊕

i=1

C
mi×mi with A �→

k⊕

i=1

U∗
i AUi . (6)

It will turn out that all representative sets in this paper consist of real matrices. So we
can replace C by R in the above equation: 
 is a linear bijective map (RZ×Z )G →⊕k

i=1 R
mi×mi such that A 
 0 if and only if 
(A) 
 0 for all A ∈ (RZ×Z )G .

Representation theory of the symmetric group. A partition λ of n is a sequence of
integers λ1 ≥ · · · ≥ λh > 0 with λ1 + · · · + λh = n for some h ∈ N which is
called the height of λ. We write λ � n to denote that λ is a partition of n. The (Young)
shape of λ � n is an array consisting of n boxes divided into h rows where for
each 1 ≤ i ≤ h, the i-th row contains λi boxes. As an example, consider the shape
corresponding to (4, 1, 1) � 6:

.

A Young tableau of shape λ is a filling τ of the boxes of the Young shape λ with
the integers 1, . . . , n, where each number appears once. Two Young tableaux t , t ′ of
shape λ � n are (row) equivalent, written as t ∼ t ′ if corresponding rows of the two
tableaux contain the same elements. A tabloid of shape λ is an equivalence class of
tableaux: {t} = {t ′ : t ′ ∼ t}. We denote a tabloid by an array with lines between the
rows, e.g.,

{
1 3
2

,
3 1
2

}
= 1 3

2
.

Any permutation π ∈ Sn acts on a tableau t = ti, j by acting on its content, i.e.,
π t = (π(ti, j )). The column stabilizer Ct of a tableau τ is the subgroup of Sn which
leaves the columns of t invariant. The action of π ∈ Sn on a tableau t extends to
a well-defined action on tabloids via π{t} = {π t}. For each λ � n the permutation
module Mλ corresponding to λ is defined as

Mλ = C{{t1}, . . . , {tk}},

where {t1}, . . . , {tk} is a complete set of λ-tabloids. For any tableau t , we the associated
polytabloid is et :=∑c∈Ct

sgn(c)c{t}.TheSpechtmodule Sλ corresponding toλ is the
submodule of Mλ spanned by the polytabloids et , where t is a tableau of shape λ. The
module Sλ is irreducible, and it is generated by any given polytabloid: Sλ = CSn · et
for any fixed λ-tableau t .

A generalized Young tableau of shape λ � n is a (Young) shape filled with integers,
where we allow repeated entries. Depending on the context, we often omit the word
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‘generalized’. A generalized Young tableau is standard if its rows and columns are
strictly increasing, and semistandard if its rows are nondecreasing and its columns are
strictly increasing. We say that a generalized tableau of shape λ � n has content μ =
(μ1, . . . , μh) � n if it contains μi times the integer i , for all 1 ≤ i ≤ h. If T is any
tableau of shape λ and content μ, the map

ϑT : Mλ → Mμ,

{t} �→
∑

T ′∼T

t[T ′] (extended linearly to Mλ),

where {t} is any tabloid in Mλ, and where

t[T ′] := {tableau with entry ti, j in its T
′
i, j -th row},

is an Sn-homomorphism. Moreover, a basis of Hom(Sλ, Mμ) is given by (cf. Sagan
[22])

{ϑT | T semistandard of shape λ and content μ}.

Unless specified otherwise, we from now on assume that t is the λ-tableau containing
the integers 1, . . . , n in this order from left to right, from top to bottom. Sometimes
we write tλ instead of t . It follows that a representative set for the action of Sn on Mμ

is given by

{(ϑT (etλ) | T semistandard of shape λ and content μ) | λ � n}. (7)

Induced representations. Let G be a finite group, and H a subgroup of G. Let R =
{r1, . . . , rt } be a full set of representatives for the left cosets of H in G, so |R| = [G :
H ]. If V is an H -module, the induced module IndGH (V ) is defined as follows. The
elements of IndGH (V ) are (formal) sums of the form

λ1(r1, v1) + · · · + λt (rt , vt ) for v1, . . . , vt ∈ V , λ1, . . . , λt ∈ C.

(So as vector space IndGH (V ) = ⊕r∈RV .) The action of an element g ∈ G on (ri , v) is
defined via g · (ri , v) = (r j , h · v), where r j ∈ R and h ∈ H are uniquely determined
by the equation gri = r j h.

3.2 The block-diagonalization for computing˛k

We aim to decompose the space CZm as a Gm-module. The derivation will consist of
three steps.

1. Derive a representative set of matrices for the action of Sm on M (1m) from the
elementary representation theory of the symmetric group.
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2. There is a natural surjective G-homomorphism f : M (1m) → C
Zm . For each

matrix in the representative set for the action of Sm on M (1m), construct a new
matrix consisting of a minimal linearly independent set of columns of the original
matrix after applying the map f . The new matrices together form a representative
set for the action of Sm on C

Zm , as we will show.
In general: suppose G is a finite group acting on finite dimensional vector spaces V
andW , and f : V → W is a surjective G-homomorphism. We show how to derive
a representative set for the action ofG onW from a representative set for the action
of G on V .

3. Use the additional S2 ∼= {±1}-action to finally obtain a representative set for the
action of Sm × S2 on C

Zm .
In general: suppose that H is a finite group acting on a complex finite dimensional
vector space V , and that also S2 acts on V . We show how to derive a representative
set for the action of H × S2 on V from a representative set for the action of H
on V , provided that the H - and S2-actions on V commute.

So we first consider the action of the subgroup Sm ∼= Sm × {+1} < Sm × {±1} acting
on Zm by conjugation, and give an algorithm to determine a representative set for
this action. Afterwards, we consider the additional S2 ∼= {±1}-action to reduce the
representative set further.

3.2.1 The Sm-action on Zm

The starting point to find a representative set for the action of Sm on C
Zm is a rep-

resentative set for the action of Sm on M (1m) given in (7). We consider the natural
projection

f : M (1m) → C
Zm , (8)

mapping a tabloid which is filled row-wise with i1 up to im to the indicator vector in
C

Zm corresponding to (i1i2 . . . im).
Themap f is linear and surjective, and it respects the Sm-action, as for each π ∈ Sm

we have

f

⎛

⎜
⎜
⎝π ·

i1
i2...
im

⎞

⎟
⎟
⎠ = f

⎛

⎜
⎜
⎝

π(i1)

π(i2)...

π(im)

⎞

⎟
⎟
⎠ = (π(i1) . . . π(im)) = π(i1 . . . im)π−1 = π f

⎛

⎜
⎜
⎝

i1
i2...
im

⎞

⎟
⎟
⎠π−1.

We now use the following fact (which follows from elementary representation theory,
see, e.g., [14, 25]) to derive a representative set for the action of Sm on C

Zm .

Proposition 1 Suppose that a finite group G acts on two finite-dimensional com-
plex vector spaces V and W, and suppose that f : V → W is a surjective
G-homomorphism. Let {U1, . . . ,Uk} be a representative set for the action of G on V ,
with Ui = (ui, j | j = 1, . . . ,mi ). Then the set {U ′

1, . . . ,U
′
k} is representative for the
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action of G on W, where U ′
i (for i ∈ [k]) is a tuple consisting of a minimal spanning

set among the f (ui, j ), with j = 1, . . . ,mi .

Proof For each i ∈ [k], let si ∈ N and �
(i)
1 , . . . , �

(i)
si ∈ [mi ] be such that

U ′
i = ( f (u

i,�(i)
1

), . . . , f (u
i,�(i)

si
))

is the chosen tuple consisting of a minimal spanning set among the f (ui, j ) for j =
1, . . . ,mi . Define

V ′ :=
k⊕

i=1

si⊕

j=1

CGu
i,�(i)

j
⊆ V ,

i.e., V ′ is the restriction of the direct sum decomposition of V to the components
corresponding to the chosen minimal spanning sets.

The restriction f ′ : V ′ → W of f to V ′ is a bijection. Surjectivity of f ′ is clear,
as the image of f is W and is spanned by the f (u

i,�(i)
j

) (i ∈ [k], j ∈ [si ]). If f ′

is not injective, then Ker( f ′) contains an irreducible submodule M of V ′. Schur’s
lemma implies that the projection of M onto the components ⊕si

j=1CGu
i,�(i)

j
is zero

for all but one i ∈ [k]. Any nonzero element of M now gives rise to a nontrivial linear
combination of the u

i,�(i)
j
that is in the kernel of f (for the i for which the projection

of M onto ⊕si
j=1CGu

i,�(i)
j
is nonzero) contradicting the fact that the f (u

i,�(i)
j

) ( j =
1, . . . , si ) are linearly independent. So f ′ is indeed a bijection.

Since by definition the set {(u
i,�(i)

j
| j = 1, . . . , si ) | i = 1, . . . , k} is representative

for the action of G on V ′, the set

{U ′
1, . . . ,U

′
m} =

{(
f ′
(
u
i,�(i)

j

) ∣∣ j = 1, . . . , si

) ∣∣ i = 1, . . . , k

}

is representative for the action of G on W , as was needed to prove. ��
Recall that a representative set for the action of Sm on M (1m) is given by

{ϑT (et ) | T semistandard of shape λ and content (1m)}.

Note that any semistandard tableaux of shape λ � m and content (1m) is standard.
Consider for each λ � n a tuple Uλ consisting of a minimal spanning set among the
vectors

{ f (ϑT (et )) | T standard of shape λ and content (1m)} ⊆ C
Zm . (9)
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Corollary 3 The set {Uλ | λ � n} is representative for the action of Sm on CZm .

Proof Apply Proposition 1 with V = M (1m), W = C
Zm , and f from (8). ��

Wenote that it is useful tomaintain for eachλ a list of theYoung tableauxwhich give
rise to the minimal spanning set among the vectors in (9). They can help to compute
the coefficients in the block-diagonalizations more efficiently (but still exponential
in m), see Sect. 5.2.

Remark 1 Proposition 1 has a wide potential for application. For instance, for com-
puting bounds on the cardinality of error-correcting codes, a block-diagonalization for
matrices indexed by ordered k-tuples of codewords can be obtained using existing tools
[11, 21]. With Proposition 1, one may further reduce this into a block-diagonalization
for matrices indexed by unordered sets of codewords of size ≤ k.

Discussion about finding the minimal spanning set faster. It is also natural to iden-
tify CZm with M (1m)/(Z/mZ), where Z/mZ permutes the rows of a tabloid in M (1m)

cyclically. Brosch [3] developed a fast method in the context of flag algebras to decom-
pose any module Mμ/F , where F is a group acting on the rows ofμ via permutations.
However, the computational results presented in this paper can be obtained without
this speed-up: we can compute the representative set for αk for k ≤ 10 using the
method from Proposition 1, and the representative set for our new relaxation βk is
described explicitly in Sect. 4.

ThemethodofBrosch [3] allows to avoidworkingwith the vectorsϑT (et ) explicitly,
which is desirable given the high dimension of M (1m). The key observation is

Hom(Sλ, M (1m)/(Z/mZ)) = RZ/mZ(Hom(Sλ, M (1m ))),

by identifying the quotientM (1m )/(Z/mZ)with the elementsv inM (1m) withσ(v) = v

for all σ ∈ Z/mZ. Here RZ/mZ denotes the Reynolds operator of Z/mZ on
Hom(Sλ, M (1m )), which averages over the group

RZ/mZ(ϑT ) := 1

m

∑

σ∈Z/mZ

σ(ϑT ).

The action of Z/mZ on homomorphisms ϑT is given by σ(ϑT ) = ϑσ(T ), where
σ is applied to T entrywise. The method of [3] results in a matrix representation
of RZ/mZ in the semistandard basis, so that one can choose the homomorphisms
corresponding to a spanning set of rows to find a basis of Hom(Sλ, M (1m )/(Z/mZ)).
The advantage is that oneworks in a space of dimension dim(Hom(Sλ, M (1m ))) instead
of dim(M (1m)) = m!.

As mentioned before, knowing the description of the columns ϑT (et ) of the repre-
sentative set in terms of tableaux is useful for the computations, see Sect. 5.2.

The multiplicities of the irreducible representations. It can be shown that the mod-
uleCZm is Sm-isomorphic to a module which has been described in the literature. This
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allows us to immediately obtain the multiplicities of the irreducible representations
of CZm as an Sm-module.

Proposition 2 As Sm-modules, we have CZm ∼= IndSm
Z/mZ

1.

Proof Define the map φ : CZm → IndSm
Z/mZ

1 by mapping the standard basis vector
eσ corresponding to σ = (σ1 σ2 . . . σm) ∈ Zm with σ1 = 1 to the basis element (r , 1)
in IndSm

Z/mZ
1, where r is the permutation which maps i to σi for each i ∈ [m]. Then

φ(π · eσ ) = φ(eπσπ−1) = φ(e(πσ1 πσ2 ... πσm )) = (πr , 1) = π · φ(eσ ), (10)

for each π ∈ Sm , where πr is the representative of the class of the permutation πr
with πr(1) = 1. So φ respects the Sm-action. As φ is also a bijection between the
bases of CZm and IndSm

Z/mZ
1, its linear extension is an Sm-isomorphism. ��

It is known [16] that

IndSm
Z/mZ

1 ∼=
⊕

λ�m
aλS

λ, (11)

where aλ is the number of standard tableaux T of shape λ with c(T ) = 0 (mod m),
where

c(T ) is the sum of all a in T for which a + 1 appears in a row

strictly below a ’s row. (12)

So it is not hard to determine themultiplicities of the irreducible representations ofCZm

as Sm-module. We however need the decomposition explicitly, to obtain an explicit
representative set.

3.2.2 The S2 ∼= {±1}-action on Zm
The Sm-action and the S2 ∼= {±1}-action onCZm commute. This enables us to compute
a representative set for the action of Sm×S2 onCZm , startingwith a given representative
set for the action of Sm on Zm . We first state the setting in a general form, and then
prove a proposition which allows us to derive the full symmetry reduction.

3.2.3 Representative set of H × S2-action

Let H be a finite group acting on a finite-dimensional complex vector space V and
suppose a representative set {U1, . . . ,Uk} where Ui = (ui,1, . . . , ui,mi ) (for i ≤ k)
for the action of H on V is given. Suppose that also S2 = {1, η} acts on V , and that the
actions of H and S2 on V commute. Let L± := {x |x = ±ηx}, so that L+ and L− are
the eigenspaces of η. We show to obtain a representative set for the action of H × S2
on V , generalizing [12, Section 3.4] (which considers S2-actions on a finite set Z ).
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Proposition 3 A representative set for the action of H × S2 on V is the set
{U+

1 ,U−
1 , . . . ,U+

k ,U−
k }, where U+

i is a tuple consisting of a linearly independent
subset among the vectors u+

i, j := ui, j +η ·ui, j (for j = 1, . . . ,mi ), and U
−
i is a tuple

consisting of a linearly independent subset among the vectors u−
i, j := ui, j − η · ui, j

(for j = 1, . . . ,mi ).

Proof Since the actions of H and S2 on V commute, both L+ and L− are H × S2-
invariant subspaces of V . The maps f + : V → L+ and f − : V → L− given
by f +(v) = (I +η)v and f −(v) = (I −η)v are surjective H × S2-homomorphisms.
From Proposition 1 it now follows that {U+

1 , . . . ,U+
k } and {U−

1 , . . . ,U−
k } are repre-

sentative sets for the actions of H × S2 on L+ and L−, respectively.
Note that V = L+ ⊕ L−. Also, if W1 ⊆ L+ and W2 ⊆ L−, are irreducible

H × S2-modules, then they are non-isomorphic: indeed, if ψ : W1 → W2 were an
H × S2-isomorphism, then for each x ∈ W1 we have ψ(x) = ψ(ηx) = ηψ(x),
as x ∈ L+, but also ψ(x) = −ηψ(x), as ψ(x) ∈ L−, so ψ(x) = 0. So the union
{U+

1 , . . . ,U+
k }∪{U−

1 , . . . ,U−
k } of representative sets for the actions of H×S2 on L+

and L− is a representative set for the action of H × S2 on V . ��
For our semidefinite program this means that, in the block-diagonalization for the

action of Sm onCZm , the block corresponding to thematrixUλ will split into twoblocks
in the block-diagonalization for the action of Sm×S2 onCZm : one corresponding toU+

λ

and one corresponding to U−
λ .

4 The relaxationˇm

When computing αm , we use the symmetry reduction from the previous section and
require that all blocks in the block-diagonalization of X are positive semidefinite.
As αm is a minimization problem, only requiring one block to be positive semidefinite
will yield a lower bound on αm . From our computer experiments it follows that one
small block seems ‘special’: only requiring this block to be positive semidefinite
yields a remarkably good lower bound on αm . It is the block corresponding to U−

λ ,
where λ = (m − 2, 1, 1) � m. This observation gives rise to a new relaxation βm

of αm , in which we only require the mentioned block to be positive semidefinite. The
primal of the program βm is

βm = min
{
〈Q, X〉 | X ∈ R

Zm×Zm≥0 , 〈J , X〉 = 1, (U−
λ )TXU−

λ 
 0
}

, (13)

where λ = (m−2, 1, 1). It turns out that we can explicitly describe the columns of the
matrixU−

λ using Young tableaux. We first describe the matrixUλ. Define the tableau

Mi := · · ·
2
i

, for i ∈ {3, . . . ,m}.

Proposition 4 ThematrixUλ can be taken to consist of the columns f (ϑMi (et )) for i =
3, . . . ,

⌊m+1
2

⌋+ 1.
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Proof First, we calculate aλ from (11) for the partition λ = (m − 2, 1, 1) � m. Recall
that aλ is the number of semistandard tableaux T with c(T ) = 0 (mod m). Suppose
that a standard tableau T has a and b as entry in its second and third row, so 1 < a <

b ≤ m. Moreover c(T ) is zeromodulom if and only if (a−1)+(b−1) = 0 (mod m).
There are exactly

⌊m−1
2

⌋
pairs a, b satisfying 1 < a < b ≤ m and a + b = m + 2, so

aλ = ⌊m−1
2

⌋
. So the number of columns of the matrix Uλ is

⌊m−1
2

⌋
, which is exactly

the number of vectors f (ϑMi (et )) given in this proposition.
We now show that if T is any standard tableau of shape λ, then f (ϑT (et )) =

f (ϑMi (et )) for some i = 3, . . . ,
⌊m+1

2

⌋ + 1. It then follows that the given set of
columns is a spanning set for the column space of Uλ, and by the previous paragraph
it has the correct size, so it is minimal and we are done. Note that if

T1 = · · ·
a1
b1

and T2 = · · ·
a2
b2

are standard of shape (m − 2, 1, 1) and content (1m), with b1 − a1 = b2 − a2, then
f (ϑT1(et )) = f (ϑT2(et )). To see this, note that

ϑT1 (et ) =
∑

∗∗∗
m−1

∗∗∗
m
∗∗∗

−
∑

∗∗∗
m
∗∗∗

m−1
∗∗∗

−
∑

∗∗∗
1
∗∗∗
m
∗∗∗

+
∑

∗∗∗
m
∗∗∗
1
∗∗∗

−
∑

∗∗∗
m−1

∗∗∗
1
∗∗∗

+
∑

∗∗∗
1 ← row a1∗∗∗

m−1 ← row b1∗∗∗

(14)

where each sum is over all tabloids of shape and content (1m) with the given fixed
entries in rows a1 and b1. Thus, each sum is over (m − 2)! tabloids. The vec-
tor ϑT2(et ) is obtained from (14) upon replacing a1 and b1 by a2 and b2, respectively.
As b1 − a1 = b2 − a2, each term in the sum expansions of ϑT1(et ) and ϑT2(et ) rep-
resent, after projection, the same element of Zm . So f (ϑT1(et )) = f (ϑT2(et )). So the
vector f (ϑT1(et )) is the same as one of the f (ϑMi (et )) with 3 ≤ i ≤ m, namely the
one with i − 2 = b − a.

The proof is completed by observing that f (ϑMm−i (et )) = f (ϑMi+4(et )) for all i =
0, . . . ,m − 4, as the projection of any ϑMj (et ) onto Zm only depends on the distance
between j and 2 mod m. The distinct nonzero distances mod m between i and 2
are 1, . . . ,

⌊m−1
2

⌋
, which corresponds to i = 3, . . . ,

⌊m+1
2

⌋+1. So if T is any standard
tableau of shape λ, then f (ϑT (et )) = f (ϑMi (et )) for some i = 3, . . . ,

⌊m+1
2

⌋+ 1. ��

It is not hard to verify using (14) that η · f (ϑTi (et )) = − f (ϑTi (et )), where η is the
inversion action on Zm . From this it follows that the columns of U−

λ can be taken to
be the same columns as the columns ofUλ, and that the matrixU+

λ is the zero matrix.
In Sect. 5 we will therefore only work with the matrixUλ and not with the matrixU−

λ .

123



New lower bounds on crossing numbers of Km,n from…

5 Computation

In this section, we comment on the computation. First we explain how we compute
the entries of Q, taking into account its symmetries. After that, we describe how to
compute the entries in the block-diagonalizations more efficiently. Then we give the
dual semidefinite program of βm , which has nice features: a small matrix block which
is required to be positive semidefinite, and few variables. However, it has |	′

m | linear
constraints, which is a very large number.1 In the final section we explain how we
computed βm using this dual description in practice.

5.1 Computing thematrixQwith Dijkstra’s algorithm

To compute the entries of the matrix Q, we followWoodall [27]. Construct a graph�m

with vertex set Zm , and {σ, γ } is an edge if γ can be obtained from σ by one trans-
position of adjacent elements of σ . Then the entry Qσ,τ is equal to the length of a
shortest path from σ to τ−1 in �m , which can be computed with Dijkstra’s shortest
path algorithm. We only apply Dijkstra with the source node σ = (12 . . .m), as we
only want the value of Qσ,τ on Gm-orbits of Zm × Zm .

A speed-up insideDijkstra algorithmwhich takes into account symmetry is based on
the observation that σ = (12 . . .m) is fixed by the elements (σ, 1) and (ρ,−1) of Gm ,
where ρ is such that ρσ−1ρ−1 = σ . So the subgroup Hm of Gm generated by these
two elements fixes σ , and hence has the property that Qσ,h·τ = Qh·σ,h·τ = Qσ,τ for
any h ∈ Hm and τ ∈ Zm . We represent each Hm-orbit of Zm by its lexicographically
smallest element. We maintain a priority queue S of elements with their distances,
and a set L of visited orbit representatives of Zm under Hm , and a distance d := 0.
The priority queue S initially consists of (12 . . .m) with distance 0, and L consists
of σ = (12 . . .m).

As long as there are orbits in S, we pop the element τ from S with the smallest
distance, increase d by 1, and check all cycles in Zm reachable from τ with one swap
of adjacent elements in τ . These cycles are replaced with the unique representatives of
their orbits, and the new orbit representatives are added to L , as well as to the queue S
with distance d. This is repeated until S is empty.

5.2 Computing the inner products

Let λ � m and uT1 = f (ϑT1(etλ)), uT2 = f (ϑT2(etλ)) be columns of Uλ. Let X ∈
(CZm×Zm )Gm . The inner products are of the form

((1 + η) · uT1)TX((1 + η) · uT2) or ((1 − η) · uT1)TX((1 − η) · uT2).

By symmetry one has (η ·uT1)TX(η ·uT2) = uTT1XuT2 and (η ·uT1)TXuT2 = uTT1X(η ·
uT2). So to compute the inner products, we must compute expressions of the form

1 Recall that 	m := (Zm × Zm )/Gm is the collection of nonempty Gm -orbits of Zm × Zm , and 	′
m is

the collection of nonempty Gm -orbits on Zm × Zm in which additionally orbits of (σ, τ ) ∈ Zm × Zm
and (τ, σ ) are identified.
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uTT1XuT2 and (η · uT1)TXuT2 . Note that

uTT1XuT2 =
∑

T ′
1∼T1,T ′

2∼T2

∑

c,c′∈Ct

sgn(cc′)xω( f (t[cT ′
1]), f (t[c′T ′

2])), (15)

where f from (8) maps a tabloid to the corresponding m-cycle in Zm , and ω(σ, τ) ∈
	′

m denotes the orbit of (σ, τ ) ∈ Zm × Zm . If we have (15), then one can also
obtain (η · uT1)TXuT2 from it by replacing each variable xω( f (t[cT ′

1]), f (t[c′T ′
2])) by

xω(η· f (t[cT ′
1]), f (t[c′T ′

2])). So we now focus on computing (15). One can compute the
inner products by using (15) (and we succeeded to compute α10 in that way). We now
describe amethodwhich is faster in practice andwhichwe used in our implementation.
Since |	′

m | is exponential in m, one cannot hope for a running time polynomial in m.
Let Y (λ) be the set of (row,column)-coordinates indicating the boxes of λ. Define the
polynomial

pT1,T2(Z) :=
∑

T ′
1∼T1,T ′

2∼T2

∑

c,c′∈Ct

sign(cc′)
∏

y∈Y (λ)

zcT ′
1(y),c

′T ′
2(y)

, (16)

for Z = (z j,h)mj,h=1 ∈ R
m×m . One can express pT1,T2 as a linear combination of

monomials with the algorithms of [11] or [18]. This allows to compute the inner
product fast in many instances for error-correcting codes (see e.g., [11, 21]). The
method was generalized to be applicable to arbitrary permutation modules in the
setting of flag algebras (cf. [3]).

There is a one-to-one correspondence between Sm-orbits of pairs of tabloids
(t[cT1], t[c′T2]) andmonomials

∏
y∈Y (λ) zcT ′

1(y),c
′T ′

2(y)
via their overlap, i.e., the num-

bers of elements of each row of the first tabloid which appear in each row of the
second. The overlap of two tabloids {t1} and {t2} can be described by a monomial
∏m

i, j=1 z
(|{t1}i∩{t2} j |)
i, j , where m is the number of parts of λ and {t}i denotes the set of

elements in the i-th row of a tabloid {t}. So to compute (15), we can compute (16),
and then replace each monomial of degree m in the variables zi, j by the variable
xω(t[cT1],t[c′T2]), where (t[cT1], t[c′T2]) is any element in the Sm-orbit of pairs of
tabloids corresponding to the monomial in zi, j .

Computing (16). We here state the method from [11], which is easy to implement
and uses onlymethods for addition, multiplication, and differentiation of polynomials.
Given two generalized Young tableaux T1, T2, define

r(s, j) := number of s’s in row j of T1, u(s, j) := number of s’s in row j of T2,

ds→ j :=
m∑

i=1

xs,i
∂

∂x j,i
, and d∗

j→s :=
m∑

i=1

xi,s
∂

∂xi, j
.
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Also, define the polynomial Pλ(Z) := ∏m
k=1

(
k! det

(
(zi, j )ki, j=1

))λk−λk+1
in vari-

ables zi, j , where i, j ∈ [m] and λm+1 := 0. Then it holds [11, Theorem 7] that

pT1,T2(X) =
⎛

⎝
m−1∏

j=1

m∏

s= j+1

1

r(s, j)! u(s, j)! (ds→ j )
r(s, j)(d∗

j→s)
u(s, j)

⎞

⎠ · Pλ(Z).

5.3 The dual semidefinite program

First, note that the dual of the original semidefinite program αm is

αm = max
{
t | Q − t J − Y 
 0,Y ∈ R

Zm×Zm≥0

}
. (17)

To show that this is indeed an equality, one needs to show that strong duality holds.
This is indeed the case, as the primal (2) is strictly feasible (set X = aJ + bI , where
a = 1

2((m−1)!)2 and b = 1
2(m−1)! ), while the dual is feasible with t = 0 and Y =

Q −�(Q), where �(Q) is a matrix which is zero outside the diagonal and which has
the same diagonal entries as Q.

We now describe the dual of βm . The primal of the program βm is

βm = min
{
〈Q, X〉 | X ∈ R

Zm×Zm≥0 , 〈J , X〉 = 1, U T
λ XUλ 
 0

}
, (18)

where λ = (m − 2, 1, 1). For each ω ∈ 	′
m , let Kω be the indicator matrix of ω, i.e.,

the (Zm × Zm)-matrix with (Kω)σ,τ = 1 if (σ, τ ) ∈ ω and (Kω)σ,τ = 0 otherwise.
As X is Gm-invariant, we may write X =∑ω∈	′

m
Kωxω. We define for each ω ∈ 	′

m

the constant matrix Aω := U T
λ KωUλ. Let qω denote the common value of Q(σ,τ ) for

(σ, τ ) ∈ ω. So we may rewrite (18) as

βm = min

⎧
⎨

⎩

∑

ω∈	′
m

|ω|xωqω : xω ≥ 0 ∀ω ∈ 	′
m,

∑

ω∈	′
m

|ω|xω = 1,
∑

ω∈	′
m

xωAω 
 0

⎫
⎬

⎭
.

The dual of this semidefinite program is (again strong duality holds)

βm = max

{
t : Y ∈ R

⌊
m−1
2

⌋
×
⌊
m−1
2

⌋

, Y 
 0, ∀ω ∈ 	′
m : 〈Y , Aω〉 + |ω|t ≤ |ω|qω

}
. (19)

This dual has few variables and only a very small matrix block which is required to
be positive semidefinite. The main difficulty is that there are many linear constraints,
as can be seen in Table 3.

Remark 2 We observed some structure in the optimal solutions Y of the dual (19) of
βm computationally. Up to m = 13, the rank of the optimal Y is one if m is odd, and
2 if m is even (and m > 4). Furthermore, the eigenvector of the cases where m is odd
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Fig. 3 The vectors

vm ∈ R

⌊
m−1
2

⌋

such that the
optimal solution of the dual (19)
of βm is given by
Y = 1

(m−1)! vmvTm . Note that vm
can be indexed by Mi
(i = 3, . . . , �m+1

2 � + 1) as in
Proposition 4. Each plotted
function corresponds to the
coefficients of one vm , where a
point at position (Mi , x)
signifies that the coordinate of
vm corresponding to Mi is x

behaves similarly for each m, as can be seen in Fig. 3. This gives us some hope that
the optimal solutions can be constructed analytically, potentially leading to improved
bounds for bigger m in the future.

5.4 Iterative procedure to obtain the boundsˇm

Tosolve (19) on the computer,we followacut generationmethod: First the semidefinite
program is solved without the linear constraints. Then:

– All of the constraints are evaluated. (Asm grows, this takes upmost of the runtime.)
– Weadd themost violated constraint as a newconstraint to the semidefinite program.
When there are ties, we choose themost violated constraint that was evaluated first.

– The semidefinite program is solved again.

These steps are repeated, until no constraints are violated anymore. In theory this
procedure could take |	′

m | iterations. In practice however, the number of iterations is
much smaller, and we are able to compute βm for m ≤ 13 up to high precision on a
desktop computer—see Table 2.2

5.5 Verifying the bounds

We explain the procedure used to verify our lower bounds. For the bound βm , the
starting point is formulation (19). For the bound αm , one can derive the following
analogous formulation. For λ � m and ε ∈ {±1}, let mε

λ denote the number of
columns ofU ε

λ in the representative set for the action of Sm × S2 onCZm we derived in
Sect. 2. Also, for ω ∈ 	′

m , define the matrix Cω := ⊕λ�m, ε∈{±1}(U ε
λ)TKωU ε

λ . Then

αm = max

⎧
⎪⎪⎨

⎪⎪⎩
t : Y ∈

⊕

λ�n
ε∈{±1}

R
mε

λ×mε
λ , Y 
 0, ∀ω ∈ 	′

m : 〈Y ,Cω〉 + |ω|t ≤ |ω|qω

⎫
⎪⎪⎬

⎪⎪⎭
.

(20)

2 The julia code used is publicly available via the link: https://github.com/CrossingBounds/
CrossingNumber.
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Note that all our SDP’s contain integer data after block-diagonalization, so in the SDP-
input there is no rounding. However, the high-precision interior-point solution (t,Y )

to (19) or (20) obtained from the solver may exhibit tiny infeasibilities. To obtain a
rational feasible solution, we do the following:

– Round t to a rational number t ′, and round the eigenvalues λi and eigenvec-
tors vi of Y to rationals λ̂i and rational vectors v̂i . Construct a new matrix Y ′ :=∑

i ′ λ̂i ′ v̂i ′ v̂
T
i ′ from the nonnegative rounded eigenvalues and the corresponding

rounded eigenvectors. Then Y ′ 
 0.
– Check each of the inequalities (involving only rational numbers) in (19) or (20)
using the rationalmatrixY ′. If the inequality corresponding toω is violated, replace
t ′ by (|ω|qω − 〈Y ′,Cω〉)/|ω| so that the inequality is not violated anymore.

In this way, we obtain rational feasible solutions (t ′,Y ′) to (19) or (20) and thus
guaranteed lower bounds on αm and βm . The obtained lower bounds coincide with
the approximations of αm and βm computed by the solver for all decimals given in
Table 2. (At least 40 decimals are correct for all computed bounds except α10 using
SDPA-GMP [19], and at least 13 decimals are correct for α10 using SDPA-DD.)
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