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Chapter 1

Introduction

1.1 Context

Today’s technological and theoretical progress bring new challenges in the field of theoretical computer science. The emergence of digital systems that reliably measure and actuate physics reveals new kinds of interconnected systems that we call cyber-physical systems. A cyber-physical system typically refers to a system in which digital processes (e.g., controllers) interact (e.g., via sensing or actuating) with and through physical medium (e.g., space, time). The understanding of cyber-physical systems is branches into several lines of research [57]. We should mention first the field of cybernetics, whose appearance in the literature dates back to Wiener [89]. Cybernetics, and more largely control theory, aim at studying the feedback mechanisms taking place between a governor (kubernetes in Greek) and a physical system. Given a suitable model of how the physics operates, the governor can steer the physical system towards a desired objective and control its behavior [79, 25]. Also, and on top of cybernetics, the interaction among cyber-physical systems is a concern in the field of emergent behavior and swarm robotics [39]. The objective is to find suitable coordination patterns that enable a set of interacting cyber-physical systems to reach a collective objective. Still, challenges remain in the design and analysis for complex cyber-physical systems, and the concurrency that produces in the interaction among their cyber and physical parts. The specific challenge that we undertake in this thesis is that of a design framework that is compositional and concurrent. We describe in more details the essence and implications of two properties that we deem essential in formal models for cyber-physical systems.
Compositionality is, intuitively, the property that allows forming a complex system by assembling simpler systems together. Compositionality is used as a principle, for instance, in order to assign meanings of natural language sentences given the meaning of its part. This principle has permeated many aspects of computer science, such as in program semantics, e.g., assigning meanings to programs, and in system design, e.g., defining a framework to construct systems. Given a set of small blocks, and a rule to assemble such blocks, one can quickly get a system whose behavior surpasses in complexity each of its parts. The emergence of new kinds of machines (e.g., interconnected networks, cyber-physical systems) requires a new stand on the question of compositional specification for such systems (see Chapter 2).

Concurrency is the field in theoretical computer science that studies the behavior of a set of communicating processes. The aim is to understand the behavior emerging from a set of interacting machines as yet another machine, similarly to how the behavior of a machine would be understood from its parts. One of the challenges, for instance, comes from the fact that, in a network, events may occur in parallel, independently, or at the same time. Therefore, the mode of interaction among machines is not necessarily derivable from the behavior specification of each machine. Several models of how machines interact through communication have been studied, from the original neural network model, or the network of communicating machines. While still many paths explore ways to design and analyze concurrent systems, we observe yet another type of concurrent systems of interest: in cyber-physical systems, the physical medium in which machines evolve plays an active role in the interaction among the cyber parts.

We give an illustrative example to justify that compositionality and concurrency are two important features to include in a model for cyber-physical systems. For instance, consider a group of robots, each running a program that takes decision based on the sequence of sensor readings. The sensors that equip a robot return the current position of the robot and the position of any adjacent obstacle. The interaction occurring between robots in the group cannot be derived solely from the specification of individual robots. If the field on which the robots roam changes its property, the same group of robots might sense different values, and therefore take different actions. Also, the time at which a robot acts and senses will affect the decision of each controller and will change the resulting collective behavior.

Other instances of applications emerge from the challenges to architect a cyber-physical system, as in the trends of Industry 4.0, digital twins, or the Internet of Things. In Industry 4.0, the manufacturing process is equipped with sensors,
that observe physical variables of interest along the supply chain, and actuators that perform physical tasks. Such architecture aims at improving the automation of repetitive physical tasks, the allocation of resources, but also the detection and signaling of malfunctioning devices. The digital twin trend aims at creating models of physical phenomenon that gather information, update, and monitor in live physical objects to achieve some objectives. In such cases, having a formal design framework to model interaction between the physics and its discrete model is of key importance to minimize faults and increase accuracy. The Internet of Things captures the idea of connecting sensors and actuators over the internet. Each device therefore becomes a node that has cyber-physical capabilities that can be addressed remotely. As a result, the protocol that rules the interaction over the nodes in such a network is central to prove properties of, for instance, security or resilience.

Generally, a design framework gives some means to specify what behavior is desired and hides internal details that explain how a (network of) machines would construct such behavior. As pictured in Figure 1.1 the operational part of a system, which is represented by machines $M_1$ and $M_2$ interacting under a protocol $\Sigma$, is separated from the description of its behavior, which is given by the transformation $[\ ]$ as components $C_1$ and $C_2$. Ideally, operations on machine behaviors, such as the algebraic operations $\times \Sigma$, should reflect practical interactions between machines. If such is the case, the behavior of the system consisting of machines $M_1$ and $M_2$ under the protocol $\Sigma$, is formally captured by the product of components $C_1$ and $C_2$ under the operation $\times \Sigma$. The parameter $\Sigma$ in the algebra is a new perspective that this thesis puts forward. This approach differs from, for instance, existing compositional models (e.g., hybrid IO automata [79], or hybrid programs [75]) that fix the parameter $\Sigma$ from within the model, and expect each machine and component to already include the primitives to follow the protocol described by $\Sigma$.

One benefit of having such component algebra is that it allows for reasoning about updates. For instance, an update that preserves the behavior of the composition is a substitution of one of the components, such that the resulting collective behavior is unchanged. As a consequence, the class of all $M_2$ that preserves the same collective behavior $C_3$, under protocol $\Sigma$, contains possible machine replacements.

We highlight some fundamental differences in the interaction occurring between purely cyber components (e.g., discrete programs interacting with other discrete programs), and cyber-physical components (e.g., discrete programs interacting with physics). We leave the definition of a component and an interaction signature abstract, and refer to Chapter 2 for a more precise description.
Figure 1.1: Two machines $M_1$ and $M_2$, whose respective behavior is captured by $C_1$ and $C_2$, interact through a protocol $\Sigma$. The product of the two components under the operation $\times \Sigma$ reflects the behavior of the machines interacting with the protocol $\Sigma$.

Cyber-cyber interaction The models that capture interactions between two cyber components follows, in general, several assumptions:

- **Reproducibility.** The time value at which two machines $M_1$ and $M_2$ initially start does not change the resulting behavior. This assumption also means that the same protocol between the two machines is independent of the initial time, and therefore reproducible at a later time.

- **Closed system.** Given a fixed set of machines and a fixed protocol among the machines, one can, in theory, reason about the whole system statically. In a closed system, the composition of each machine’s description under the interaction protocol provides a full description of the system state space. Static analysis may therefore detect beforehand, for instance, some race conditions.

- **No event missed.** It is possible to coordinate each machine so that no interacting event is missed (i.e., no message exchanged is missed). For instance, the hardware connection between each machine assumes a frequency of communication that eliminates the possibility to miss an event on either end.

In Chapter 3 we explore the property of cyber-cyber interactions by studying the class of components for which only the ordering of events matters, and not the precise value of the observation’s time stamp.

Cyber-physical interaction The assumptions underlying models for cyber-physical interactions are different in nature than assumptions for cyber-cyber interactions:

- **Variance under time shift.** Some physical systems have time dependent and chaotic responses while interacting with cyber systems. In such cases, the time
Chapter 1
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at which the system is initialized changes the resulting behavior of the composite cyber-physical system. For instance, the program that controls the decision of an autonomous car will receive different responses from the physics if executed at different times (change of traffic, change of weather, change of landscape, etc.).

• **Open system.** Some physical systems are so complex that their analytical characterization is infeasible. As a consequence, some reasoning can happen only dynamically as reaction, and the resulting specification must adapt to unexpected alternatives.

• **Approximation and missed events.** The sensing of physical quantities is inherently lossy as such quantities are continuously changing (i.e., function of time). An observation captures samples of those quantities at a time instant. As a result, observable properties on sensor readings are not sufficient to infer that the underlying physical quantity satisfies as well such property. Mechanisms for detection of deviations and diagnosis are therefore necessary to catch errors at runtime due to approximative measurements.

• **Non uniform description.** Dynamics in physics is usually described using differential equations, and leads to characterizing the evolution of physical quantities over real numbers. Alternatively, digital systems make use of discrete measures, and clocked processors that time their sensing and actuations. Thus, modelling concurrency between physical processes and cyber machines gives rise to the problem of uniformly describing their interactions.

1.2 Structure

This thesis lays a foundation to tackle the challenges stated above. We record in the following list the main points of each chapter. We give, for each chapter, a short summary on how our results compare with the state of the art.

In Chapter 2 we present an algebra of components that can model the four points presented above, making it suitable for modelling interaction in cyber-physical systems. More precisely, components are primitives in this algebra, and capture time-sensitive behavior of a part of a system, which includes both cyber and physical aspects. A component, in isolation, denotes all possible sequences of observations over time that a machine or physical process can exhibit. In composition with other compo-
ponents, only some of such sequences will remain possible. The same component, within
different contexts, results in different behaviors as in an open system.

The relation between event occurrences in the behavior of two components is cap-
tured by algebraic operators. Each operation of the algebra is parametrized by an
interaction signature, that specifies how two components interact. Such interaction
may for instance allow or disallow events to occur independently (or simultaneously)
between two components. The same two components under different interactions
would expose different resulting behavior. The algebra therefore allows in some cases
for decomposition, using a suitable division operation.

In Section 2.3, we define an operation of linearization that transforms a transac-
tional component, i.e., observing multiple events at the same time, to a linear com-
ponent, i.e., observing a single event at a time. We give conditions that a valid lin-
earization must satisfy and present two instances of valid linearization: one lock-step
procedure that linearizes all observations of a transactional component, and one multi-
round procedure that allows for some interleaving. In both cases, the linearization can
be performed in parts, i.e., linearization distributes over the product on transactional
components. The material in this chapter is based on two journal publications and a
paper to be submitted:

- Benjamin Lion, Farhad Arbab, Carolyn L. Talcott: *A semantic model for inter-
acting cyber-physical systems*. J. Log. Algebraic Methods Program. 129: 100807
  (2022)

- Benjamin Lion, Farhad Arbab, Carolyn L. Talcott: *A formal framework for
distributed cyber-physical systems*. J. Log. Algebraic Methods Program. 128:
  100795 (2022)

- Kasper Dokter, Benjamin Lion, Hans-Dieter A. Hiep: *Compositional Lineariza-
tions of Transactional Behaviors*. To be submitted (2022)

Other models for cyber-physical systems exist, such as hybrid systems (e.g., Hybrid
Programs 75, Hybrid automata 40, 65, 79), and our semantic model differs and
complements existing work in, at least two main points. First, we model interaction
externally, as constraints that apply on the behavior of each component. Interaction is
not limited to input/outputs as in most hybrid descriptions, and the difference between
cyber and physical aspects is abstracted in the general concept of a component. The
generality of the semantic model enables to give a specification of a component (such
as $M_1$ and $M_2$ in Figure 1.1) as a hybrid program, or as an I/O hybrid automata,
and define suitable composition operators in the algebra to compositionally define cyber-physical systems. Second, we choose to model the interaction occurring between components in a discrete way, as sequences of observations: we choose to model the continuity of physical systems within their description as a set of discrete sequences of observations. This description closely represents runtime observable behaviors of cyber-physical systems, and highlights new challenges such as proving that a cyber-physical system is safe when considering safety of runtime observables only.

In Chapter 3, we study a class of components for which the precise time-stamp value of the observation does not matter, under a product that models synchronous interaction. We express, in Section 3.1, the semantics of the Reo coordination language as an algebra of order sensitive components. As an example, we express some well known connectors as a product of port components, under a suitable interaction signature. In Section 3.3, we study temporal properties of Reo connectors. We give a procedure to generate a specification in the Promela language from a logical specification of Reo connectors. We verify temporal properties of Reo connectors by using its Promela translation and the Spin model checker. Through this work, we identify some key constructs to simplify the specification of a temporal property using Linear Temporal Logic (LTL) given the port and memory primitives in Reo. The material of the third chapter is based on a workshop paper and an implementation, respectively:

- Benjamin Lion, Samir Chouali, Farhad Arbab: *Compiling Protocols to Promela and Verifying their LTL Properties*. MoDELS (Workshops) 2018: 31-39
- Benjamin Lion, Treo to Promela compiler, 10.5281/zenodo.7393621 (2018)

This work expands existing work on the Reo coordination language. More specially, we should mention the existing works on Reo semantics, on Reo compilers and frameworks to verify temporal properties of Reo circuits. Our work differs from existing work in two main points. First, we give an algebraic semantics for Reo whose primitive components are not channels, but ports. Basic Reo channels (such as a sync or fifo channel) can be described as an algebraic product of their ports, parametrized by the proper interaction signature. Moreover, the algebraic properties of the interaction signature provides new ways to reason about equivalent Reo expressions. Second, we give a logical specification of Reo channels and internal composition that minimizes the size of the resulting composition. The internal representation of a Reo circuit is then translated either to a model checker for temporal verification, or to an imperative language for execution. The tool on which this section is based has shown state of the art results.
In Chapter 4, we provide an operational and executable specification of components. We first introduce in Section 4.1 an intermediate state-based representation of a component behavior as a labeled transition system called a TES transition system. We define a wide class of products of two such transition systems, each parametrized by a composability relation on their observations. We show that the semantics of TES transition systems as components is compositional with respect to their parametrized product. Based on the intermediate TES transition system, we give in Section 4.2 an executable finite specification of components as agents specified in rewriting logic. The behavior resulting from a concurrent run of a set of agents depends on the composability relation that governs the interaction among the agent. We show that, for some composability relations, the behavior of the concurrent execution of agents coincides with the behavior of the product of the components representing those agents.

The three sections are based on three publications:

- Benjamin Lion, Farhad Arbab, Carolyn L. Talcott: *Runtime Composition Of Systems of Interacting Cyber-Physical Components*. In proceeding WADT (2022)


Our work relates to existing work on state space description of cyber-physical systems, such as hybrid automata [40, 65, 79], and rewriting framework of preference aware agents [85]. We introduce three differences. First, our state space specification of components is compositional with respect to a large set of composition operators on components. The structure of the interaction is therefore preserved when giving a specification for each component. Second, we make explicit some criteria for forming the product step-by-step at runtime, while avoiding deadlock and ensuring fairness. Third, we include preferences to our specification, which are necessary when considering large specification for open systems. We also provide mechanisms to propagate preferences through composition.

In Chapter 5, we give a concrete implementation of agents described in Chapter 4 in order to analyse collective behaviors resulting from their interaction. We implement in Section 5.1 the executable rewriting framework in Maude, and give a series of detailed applications to demonstrate the usefulness of the modeling framework and the scope
of analysis that are possible. In Section 5.2, we implement a concurrent version of Reo and show that the framework is suitable for concurrent execution of Reo primitives. We analyze in Section 5.3 the protocol governing the interactions among a controller, a valve, and some reservoirs, by showing the safety of a controller’s strategy. We verify in Section 5.4 some liveness, safety, and sorting properties for energy aware robots roaming on the same field. The material of this section is based on the following implementation:

- Benjamin Lion, *Cyber-physical agent framework in Maude*, Zenodo, 10.5281/zenodo.6592275 (2022)

The implementation is inspired from [53], which is a framework for detecting deviations in the concurrent execution of agent programs. The framework is written in Maude, and has a model of its physical environment to simulate faults on agent’s sensors. Our framework differs on two points. First, the modular structure is very much apparent in the scenario of our framework: agents have their own module and interact through actions. This makes the update of an agent and the reuse of the same agent very easy. Second, our runtime has a by making the modularity of the framework structural.

### 1.3 Running example

We introduce, through an example, some intuitive concepts that we will formalize later. We consider a cyber-physical system as a set of interacting processes. Whether a process consists of a physical phenomenon (sun rising, electro-chemical reaction, etc.) or a cyber phenomenon (computation of a function, message exchanges, etc.), it exhibits an externally observable behavior resulting from some internal non-visible actions. Instead of a unified way to describe internals of cyber and physical processes, we propose in Section 2.1 a uniform description of what we can externally observe of their behavior and interactions.

An event may describe something like the sun-rise or the temperature reading of 5°C. An event occurs at a point in time, yielding an event occurrence (e.g., the sunrise event occurred at 6:28 am today), and the same event can occur repeatedly at different times (the sun-rise event occurs every day). Typically, multiple events may occur at “the same time” as measured within a measurement tolerance (e.g., the bird vacated the space at the same time as the bullet arrived there; the red car arrived at the middle of the intersection at the same time as the blue car did). We call a set
of events that occur together at the same time an observable. A pair \((O, t)\) of a set of observable events \(O\) together with its time-stamp \(t\) represents an observation. An observation \((O, t)\) in fact consists of a set of event occurrences: occurrences of events in \(O\) at the same time \(t\). We call an infinite sequence of observations a Timed-Event Stream (TES). A behavior is a set of TESs. A component is a behavior with an interface.

Consider two robot components, each interacting with its own local battery component, and sharing a field resource. The fact that the robots share the field through which they roam, forces them to somehow coordinate their (move) actions. Coordination is a set of constraints imposed on the otherwise possible observable behavior of components. In the case of our robots, if nothing else, at least physics prevents the two robots from occupying the same field space at the same time. More sophisticated coordination may be imposed (by the robots themselves or by some other external entity) to restrict the behavior of the robots and circumvent some undesirable outcomes, including hard constraints imposed by the physics of the field. The behaviors of components consist of timed-event streams, where events may include some measures of physical quantities. We give in the sequel a detailed description of three components, a robot \((R)\), a battery \((B)\), and a field \((F)\), and of their interactions. We use the International System of Units to quantify physical values, with time in seconds \((s)\), charging status in Watt hour \((\text{Wh})\), distance in meters \((m)\), force in newtons \((N)\), speed in meters per second \((\text{m s}^{-1})\).

A robot component, with identifier \(R\), has two kinds of events: a read event \((\text{read}(\text{bat}, R); b)\) that measures the level \(b\) of its battery or \((\text{read}(\text{loc}, R); l)\) that obtains its position \(l\), and a move event \((\text{move}(R); (d, \alpha))\) when the robot moves in the direction \(d\) with energy \(\alpha\) (in W). The TES in the Robot column in Table 1.1 shows a scenario where robot \(R\) reads its location and gets the value \((0; 0)\) at time \(1s\), then moves north with 20W at time \(2s\), reads its location and gets \((0; 1)\) at time \(3s\), and reads its battery value and gets \(2000\text{Wh}\) at time \(4s\), ....

A battery component, with identifier \(B\), has three kinds of events: a charge event \((\text{charge}(B); \eta_c)\), a discharge event \((\text{discharge}(B); \eta_d)\), and a read event \((\text{read}(B); s)\), where \(\eta_d\) and \(\eta_c\) are respectively the discharge and charge rates of the battery, and \(s\) is the current charge status. The TES in the Battery column in Table 1.1 shows a scenario where the battery discharged at a rate of 20W at time \(2s\), and reported its charge-level of \(2000\text{Wh}\) at time \(4s\), ....

A field component, with identifier \(F\), has two kinds of events: a position event \((\text{loc}(I); p)\) that obtains the position \(p\) of an object \(I\), and a move event \((\text{move}(I); (d, F))\)
Table 1.1: Each column displays a segment of a timed-event stream for a robot, a battery, and a field component, where observables are singleton events. For \( t \in \mathbb{R}_+ \), we use \( R(t), B(t), \) and \( F(t) \) to respectively denote the observable at time \( t \) for the TES in the Robot, the Battery, and the Field column. An explicit empty set is not mandatory if no event is observed.

| 1.0s | \{ (read(loc, R); (0; 0)) \} | \{ (loc(I); (0; 0)) \} |
| 2.0s | \{ (move(R); (N, 20W)) \} | \{ (discharge(B); 20W) \} | \{ (move(I); (N, 40N)) \} |
| 3.0s | \{ (read(loc, R); (0; 1)) \} | \{ (read(B); 2000Wh) \} | \{ (loc(I); (0; 1)) \} |
| 4.0s | \{ (read(bat, R); 2000Wh) \} | \{ (read(B); 2000Wh) \} | \{ (loc(I); (0; 1)) \} |
| ... | ... | ... | ... |

of the object \( I \) in the direction \( d \) with traction force \( F \) (in N). The TES in the Field column in Table 1.1 shows a scenario where the field has the object \( I \) at location \((0; 0)\) at time 1s, then the object \( I \) moves in the north direction with a traction force of 40N at time 2s, subsequently to which the object \( I \) is at location \((0; 1)\) at time 3s, ... .

When components interact with each other, in a shared environment, behaviors in their composition must also compose with a behavior of the environment. For instance, a battery component may constrain how many amperes it delivers, and therefore restrict the speed of the robot that interacts with it. We specify interaction explicitly as an exogenous binary operation that constrains the composable behaviors of its operand components.

The robot-battery interaction imposes that a move event in the behavior of a robot coincides with a discharge event in the behavior of the robot’s battery, such that the discharge rate of the battery is proportional to the energy needed by the robot. The physicality of the battery prevents the robot from moving if the energy level of the battery is not sufficient (i.e., such an anomalous TES would not exist in the battery’s behavior, and therefore cannot compose with a robot’s behavior). Moreover, a read event in the behavior of a robot component should also coincide with a read event in the behavior of its corresponding battery component, such that the two events contain the same charge value.

The robot-field interaction imposes that a move event in the behavior of a robot coincides with a move event of an object on the field, such that the traction force
on the field is proportional to the energy that the robot puts in the move. A read event in the behavior of a robot coincides with a position event of the corresponding robot object on the field, such that the two events contain the same position value. Additional interaction constraints may be imposed by the physics of the field. For instance, the constraint “no two robots can be observed at the same location” would rule out every behavior where the two robots are observed at the same location.

A TES for the composite Robot-Battery-Field system collects, in sequence, all observations from a TES in a Robot, a Battery, and a Field component behavior, such that at any moment the interaction constraints are satisfied. The column Robot-Battery-Field in Table 1.1 displays the first elements of such a TES.
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A semantic model for interacting cyber-physical systems

Cyber-physical systems often describe systems in which a program (cyber) has to regulate and control a physical quantity. For instance, consider a heating system equipped with sensors and a controller. The controller has as objective to maintain the temperature of a room within some bounds. The controller (cyber) frequently reads the temperature sensors located in the room, and takes decision as to turn the heater on or off. The decision made by the controller changes the dynamic of the temperature profile, and eventually the next readings of the sensors. A similar structure is observed if one wants to direct autonomously a car on a field. The car has some position and energy sensors, and actuates its wheels depending on the value that its controller reads. The decision made by the car changes the location of the car on the field and modifies the remaining energy in its battery.

The two examples above are commonly considered to belong to the field of control theory, i.e., the design of control algorithms that monitor observable measures to maintain some invariants. The design of a control algorithm is directly subject to the physical system with which it interacts. As the physical system becomes more complex, finding a suitable model becomes challenging as well. For instance, if the room has several heaters and sensors distributed over the space, the decision taken at one heater may interfere with the decision taken at the other heater. Coordination is
then necessary between controllers. Similarly, in the case where two robots move on the same shared field, the decision of one robot may directly depend on the decision of the other robot to move.

Our model, introduced in Section 2.1, builds on top of existing control theory to define cyber-physical systems as a composition of its parts. Similar approaches are taken in software design [3, 56, 34], where a complex monolithic software is broken into subparts that interact. Doing so requires a model to specify explicitly the interaction that occurs in between each parts. We use components to refer to the parts of a cyber-physical system, and defines several product operations over such components to express their interactions. Intuitively, a component encapsulates both a cyber or a physical process.

Composition is an important feature of a specification language, as it enables the design of a complex system in terms of a product of its parts. Decomposition is equally important in order to reason about structural properties. Usually, however, a system can be decomposed in more than one way, each optimizing for different criteria. In Section 2.2, we extend our model to reason about decomposition. Components compose using a family of algebraic products, and decompose, under some conditions, given a corresponding family of division operators. We use division to specify invariants of a system of components, and to model desirable updates. We apply our framework to design a cyber-physical system consisting of robots moving on a shared field, and identify desirable updates using our division operator.

As a theoretical application of our model, we study in Section 2.3 the operation of linearization, that transforms a transactional component, i.e., observing multiple events at the same time, to a linear component, i.e., observing a single event at a time. We consider the class of components for which occurrences of events are independent of the precise value of the time at which they happen, but depend on the past or future occurrences of other events. We give conditions for a linearization to be valid, which intuitively preserves the integrity of the behaviors after linearization, and give two instances of valid linearizations.

### 2.1 Algebra of Components

The definition of components in this section is similar to the one defined in [3, 56]. Intuitively, a component denotes a set of (infinite) sequences of observations. Whether it is a cyber process or a physical process, our notion of component captures all of its possible sequences of observations.
A model of interaction emerges naturally from our component model by relating observation of events from one component to observation of events from another component. Moreover, we give a construction to lift constraints on observations to constraints on infinite sequences of observations, and ultimately define, from those interaction constraints, algebraic operations on components.

2.1.1 Notations

An event is a simplex (the most primitive form of an) observable element. An event may or may not have internal structure. For instance, the successive ticks of a clock are occurrences of a tick event that has no internal structure; successive readings of a thermometer, on the other hand, constitute occurrences of a temperature-reading event, each of which has the internal structure of a name-value pair. Similarly, we can consider successive transmissions by a mobile sensor as occurrences of a structured event, each instance of which includes geolocation coordinates, barometric pressure, temperature, humidity, etc. Regardless of whether or not events have internal structures, in the sequel, we regard events as uninterpreted simplex observable elements.

Notation 1 (Events). We use $E$ to denote the universal set of events.

An observable is a set of event occurrences that happen together and an observation is a pair $(O, t)$ of an observable $O$ and a time-stamp $t \in \mathbb{R}_+$. An observation $(O, t)$ represents an act of atomically observing occurrences of events in $O$ at time $t$. Atomicity, in its general form, consists of two properties: all events in the set must occur together, and no interfering event can occur in between any two events from the set. The second clause is in general formalized by a dependence relation (see Section 2.3). In the case of an observation, atomically observing occurrences of events in $O$ at time $t$ means there exists a small $\epsilon \in \mathbb{R}_+$ such that during the time interval $[t - \epsilon, t + \epsilon]$:  

1. every event $e \in O$ is observed exactly once\footnote{A finer time granularity, i.e., a smaller $\epsilon$, may reveal some ordering relation on the set of events that occur in the same set of observation.} and

2. no event $e \notin O$ is observed.

In the absence of a specified dependence relation, we make the safe, conservative assumption that all events depend on each other. Therefore, the atomicity of an
observation, defined above, assumes the dependence relation to be total, i.e., all events are dependent, and no event can interleave within an observation.

We write \((s_0, s_1, \ldots, s_{n-1})\) to denote a \textit{finite sequence of size} \(n\) of elements over an arbitrary set \(S\), where \(s_i \in S\) for \(0 \leq i \leq n - 1\). The set of all finite sequences of elements in \(S\) is denoted as \(S^*\). A \textit{stream} over a domain \(S\) is a function \(\sigma : \mathbb{N} \rightarrow S\)\(^3\).

We use \(\sigma(i)\) to represent the \(i + 1^{st}\) element of \(\sigma\), and given a finite sequence \(s = (s_0, \ldots, s_{n-1})\), we write \(s \cdot \sigma\) to denote the stream \(\tau \in \mathbb{N} \rightarrow S\) such that \(\tau(i) = s_i\) for \(0 \leq i \leq n - 1\) and \(\tau(i) = \sigma(i - n)\) for \(n \leq i\). We use \(\sigma^{(n)}\) to denote the \(n\)-\textit{th} derivative of \(\sigma\), such that \(\sigma^{(n)}(i) = \sigma(i + n)\) for all \(i \in \mathbb{N}\). We use \(\sigma'\) as an abbreviation for the first derivative of the stream \(\sigma\), i.e., \(\sigma' = \sigma^{(1)}\). We use \(\mathcal{P}(X)\) to denote the power set of \(X\).

A \textit{Timed-Event Stream (TES)} over a set of events \(E\) and a set of time-stamps \(\mathbb{R}_+\) is a stream \(\sigma \in \mathbb{N} \rightarrow (\mathcal{P}(E) \times \mathbb{R}_+)\) where, for every \(i \in \mathbb{N}\), let \(\sigma(i) = (O_i, t_i)\) and:

1. \(t_i < t_{i+1}\), [i.e., time monotonically increases] and
2. for every \(n \in \mathbb{N}\), there exists \(k \in \mathbb{N}\) such that \(t_k > n\) [i.e., time is non-Zeno progressive].

\textbf{Notation 2} (Time stream). \textit{We use} \(\text{OS}(\mathbb{R}_+)\) \textit{to refer to the set of all monotonically increasing and non-Zeno infinite sequences of elements in} \(\mathbb{R}_+\).

\textbf{Notation 3} (Timed-Event Stream). \textit{We use} \(\text{TES}(E)\) \textit{to denote the set of all TESs whose observables are subsets of the event set} \(E\) \textit{with elements in} \(\mathbb{R}_+\) \textit{as their time-stamps}.

Given a sequence \(\sigma \in \text{TES}(E)\) with \(\sigma(i) = (O_i, t_i)\) for \(i \in \mathbb{N}\), we use the projections \(\text{pr}_1(\sigma) \in \mathbb{N} \rightarrow \mathcal{P}(E)\) and \(\text{pr}_2(\sigma) \in \text{OS}(\mathbb{R}_+)\) to denote respectively the sequence of observables where \(\text{pr}_1(\sigma)(i) = O_i\) and the sequence of time stamps where \(\text{pr}_2(\sigma)(i) = t_i\).

\textbf{Notation 4} (Observable time). \textit{For} \(\sigma \in \text{TES}(E)\) \textit{and} \(t \in \mathbb{R}_+\), \textit{we use} \(\sigma(t)\) \textit{to denote the observable} \(O\) \textit{in} \(\sigma\) \textit{if there exists} \(i \in \mathbb{N}\) \textit{with} \(\sigma(i) = (O_i, t)\), \textit{and} \(\emptyset\) \textit{otherwise}. \textit{We write} \(\Theta(\sigma)\) \textit{for the set of all} \(t \in \mathbb{R}_+\) \textit{such that there exists} \(i \in \mathbb{N}\) \textit{with} \(\sigma(i) = (O_i, t)\) \textit{with} \(O_i \subseteq E\).

Note that, for \(t \in \mathbb{R}_+\) where \(\sigma(t) = \emptyset\), the meaning of \(\sigma(t)\) is ambiguous as it may mean either \(t \notin \Theta(\sigma)\), or there exists an \(i \in \mathbb{N}\) such that \(\sigma(i) = (\emptyset, t)\). The ambiguity is resolved by checking if \(t \in \Theta(\sigma)\).

\(^3\)The set \(\mathbb{N}\) denotes the set of natural numbers \(n \geq 0\).
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Notation 5 (Pair derivative). For a pair $(\sigma, \tau)$ of TESs, we use $(\sigma, \tau)'$ to denote the new pair of TESs for which the observation(s) with the smallest time stamp has been dropped, i.e., $(\sigma, \tau)' = (\sigma^{(x)}, \tau^{(y)})$ with $x$ (resp. $y$) is 1 if $pr_2(\sigma)(0) \leq pr_2(\tau)(0)$ (resp. $pr_2(\tau)(0) \leq pr_2(\sigma)(0)$) and 0 otherwise.

2.1.2 Components

The design of complex systems becomes simpler if such systems can be decomposed into smaller sub-systems that interact with each other. In order to simplify the design of cyber-physical systems, we abstract from the internal details of both cyber and physical processes, to expose a uniform semantic model. As a first class entity, a component encapsulates a behavior (set of TESs) and an interface (set of events).

Like existing semantic models, such as time-data streams [3], time signal [87], or discrete clock [34], we use a dense model of time. However, we allow for arbitrary but finite interleavings of observations. In addition, our structure of an observation imposes atomicity of event occurrences within an observation. These distinctions mean that for every $\sigma(i) = (O, t), i \geq 0$ of a $\sigma \in TES(E)$: (1) $O$ is finite; and (2) there exists a real number $\epsilon > 0$ such that in the open interval $(t - \epsilon, t + \epsilon)$ no event $e \notin O$ occurs, and every event $e \in O$ occurs exactly once. Such a constraint abstracts from the precise timing of the occurrence of each event in the set $O$, and turns an observation into an all-or-nothing transaction.

Definition 1 (Component). A component is a tuple $C = (E, L)$ where $E \subseteq E$ is a set of events, and $L \subseteq TES(E)$ is a set of TESs. We call $E$ the interface and $L$ the externally observable behavior of $C$.

As a shorthand notation, given component $C = (E, L)$, we use $\sigma : C$ for $\sigma \in L$.

In contrast with other component models where observables range over the same universal set of events, therefore making component overly specified, our model encapsulates the set of observable events of a component in its interface. Thus, a component cannot observe an event that is not in its interface. Moreover, Definition 1 makes no distinction between cyber and physical components. We use the following examples to describe some cyber and physical aspects of components.

Example 1. Consider a set of two events $E = \{0, 1\}$, and restrict our observations to $\{1\}$ and $\{0\}$. A component whose behavior contains TESs with alternating observations
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of \{1\} and \{0\} is defined by the tuple \((E, L)\) where

\[
L = \{\sigma \in TES(E) \mid \forall i \in \mathbb{N}. \ (pr_1(\sigma)(i) = \{0\} \land pr_1(\sigma)(i + 1) = \{1\}) \lor \\
(pr_1(\sigma)(i) = \{1\} \land pr_1(\sigma)(i + 1) = \{0\})\}
\]

Note that this component is oblivious to time, and any stream of monotonically increasing non-Zeno real numbers would serve as a valid stream of time stamps for any such sequence of observations.

Example 2. Consider a component encapsulating a continuous function \(f : (D_0 \times \mathbb{R}_+) \to D\), where \(D_0\) is a set of initial values, and \(D\) is the codomain of values for \(f\). Such a function can describe the evolution of a physical system over time, where \(f(d_0, t) = d\) means that at time \(t\) the state of the system is described by the value \(d \in D\) if initialized with \(d_0\). We define the set of all events for this component as the range of function \(f\) given an initial parameter \(d_0 \in D_0\). The component is then defined as the pair \((D, L_f)\) such that:

\[
L_f = \{\sigma \in TES(D) \mid \exists d_0 \in D_0. \forall i \in \mathbb{N}. \ pr_1(\sigma)(i) = \{f(d_0, pr_2(\sigma)(i))\}\}
\]

Observe that the behavior of this component contains all possible discrete samplings of the function \(f\) at monotonically increasing and non-Zeno sequences of time stamp. Different instances of \(f\) would account for various cyber and physical aspects of components. The function \(f\) could be specified using, for instance, hybrid automata or differential equations.

Components are declarative entities that may denote either the behavior of a specification, or the behavior of an implementation. The usual relation between the behavior of a program and the property of such program constitutes a refinement relation.

Definition 2 (Refinement). A component \(B\) is a refinement of component \(A\), written as \(B \subseteq A\), if and only if \(E_B \subseteq E_A\) and \(L_B \subseteq L_A\).

Lemma 1. The relation \(\subseteq\) is a partial order on components.

Proof. Follows from reflexivity, antisymmetry, and transitivity of set inclusion. \(\square\)

An alternative to refinement is containment. The containment relation makes use of a point-wise inclusion relation on observations of two TESs. The containment relation on components requires that every TES in the behavior of one is point-wise contained in a TES from the behavior of the other.
Definition 3 (Containment). A TES $\sigma$ is contained in a TES $\tau$, written as $\sigma \leq \tau$, if and only if, for all $i \in \mathbb{N}$, $\text{pr}_1(\sigma)(i) \subseteq \text{pr}_1(\tau)(i)$ and $\text{pr}_2(\sigma) = \text{pr}_2(\tau)$.

Remark 1. The restriction in Lemma 2 to consider components with no internal self containments between distinct TESs is necessary for having $\leq$ as a partial order. Consider for instance the component $A$ with only two TESs in its behavior, $\sigma: A$ and $\tau: A$ where $\text{pr}_1(\sigma) = (\{a, b\})^\omega$ and $\text{pr}_1(\tau) = (\{a\})^\omega$ and $\text{pr}_2(\sigma) = \text{pr}_2(\tau)$. Let $B$ be a component with a singleton behavior $\delta: B$ such that $\text{pr}_1(\delta) = (\{a, b\})^\omega$ and $\text{pr}_2(\delta) = \text{pr}_2(\sigma)$. Then, $A \leq B$, and $B \leq A$, but $A \neq B$.

We extend the containment relation to components: a component $A = (E_A, L_A)$ is contained in a component $B = (E_B, L_B)$, written $A \leq B$, if and only if $E_A \subseteq E_B$, and for every $\sigma \in L_A$, there exists a $\tau \in L_B$ such that $\sigma \leq \tau$.

Lemma 2. The relation $\leq$ is a pre-order over arbitrary set of components. Moreover, $\leq$ is a partial-order over the set of components $C$ if, for all components $A \in C$ and for any two TESs $\sigma : A$ and $\tau : A$, $(\sigma \leq \tau \land \tau \leq \sigma) \implies \sigma = \tau$.

Proof. Let $A = (E_A, L_A)$, $B = (E_B, L_B)$, and $C = (E_C, L_C)$ be three components. We show that $\leq$ is reflexive, transitive, and antisymmetric for any set $C$ that satisfies the above condition:

1. reflexivity: $A \leq A$ holds.

2. transitivity. Let $A \leq B$ and $B \leq C$. Then, for all $\sigma : A$, there exists $\tau : B$ such that $\sigma \leq \tau$, and for all $\tau : B$, there exists $\delta : C$ such that $\tau \leq \delta$. Then, we conclude that for all $\sigma : A$, there exists $\delta : C$ such that $\sigma \leq \delta$ and $A \leq C$.

3. antisymmetric. We suppose that $A$ and $B$ are elements of the set $C$. If $A \leq B$ and $B \leq A$, then for all $\sigma : B$, there exists $\tau : A$ such that $\sigma \leq \tau$. As well, for any $\tau : A$, there exists $\sigma : B$ such that $\tau \leq \sigma$. Thus, for any $\sigma : B$, there exists $\tau : A$ and $\delta : B$ with $\sigma \leq \tau \leq \delta$. Given the assumption of $A$ and $B$, we can conclude that $\sigma = \tau = \delta$. Similarly, we show that $L_A \subseteq L_B$, and that $A = B$.

\[ \Box \]

2.1.3 Composition

A complex system typically consists of multiple components that interact with each other. The running example in Section 1.3 shows three components, a robot, a bat, and a field, where, for instance, a move observable of a robot must coincide with an
accommodating move observable of the field and a discharge observable of its battery. The design challenge is to faithfully represent the interactions among involved components, while keeping the description modular, i.e., specify the robot, the battery, and the field as separate, independent, but interacting components. For that purpose, we capture in an interaction signature the type of the interaction between a pair of components, and we define a family of binary products acting on components, each parametrized with an interaction signature. As a result, the product of two components, under a given interaction signature, returns a new component whose behavior reflects that the two operand components joint behavior is constrained according to the interaction signature. Such construction opens possibilities for modular reasoning both about the interaction among components and about their resulting composite behavior.

An interaction signature consists of two elements: a composability relation and a composition function. The composability relation specifies which pairs of TESs are allowed to compose, and the composition function constructs a new TES out of a pair TESs. The condition for two TESs to be composable may depend on an external context. For instance, the observation of event \( a \) at time \( t \) in a TES may conflict with the observation of event \( b \) at that same time \( t \) in another TES in a context where the latter could have observed \( a \) as well. To capture this notion, we generalized the notion of a composability relation to take as parameter a pair of carrier sets of events that acts as a context of alternative events for the pair of TESs. Then, when we write \((\sigma, \tau) \in R(E_1, E_2)\), we mean that \( \sigma \) and \( \tau \) are composable under the composability relation \( R \) given their respective context \( E_1 \) and \( E_2 \).

**Definition 4** (Composability relation on TESs). A composability relation is a parametrized relation \( R \) such that for all \( E_1, E_2 \subseteq \mathbb{E} \), we have \( R(E_1, E_2) \subseteq TES(E_1) \times TES(E_2) \).

**Definition 5** (Symmetry). A parametrized relation \( Q \) is symmetric if, for all \((x_1, x_2)\) and for all \((X_1, X_2)\): \((x_1, x_2) \in Q(X_1, X_2) \iff (x_2, x_1) \in Q(X_2, X_1)\).

A composability relation on TESs serves as a necessary constraint for two TESs to compose. We define composition of TESs as the act of forming a new TES out of two TESs.

**Definition 6.** A composition function \( \oplus \) on TES is a function \( \oplus : TES(\mathbb{E}) \times TES(\mathbb{E}) \rightarrow TES(\mathbb{E}) \).

---

4 Non-binary relations may also be considered, i.e., constraints imposed on more than two components.
In order to simplify the development of the theory of components, we group a pair of a composability relation and a composition function into an interaction signature.

**Definition 7.** An interaction signature \( \Sigma = (R, \oplus) \) is a pair of a composability relation \( R \) and a composition function \( \oplus \).

**Example 3 (Union of TESs).** The operation \( \cup \) forms the interleaved union of observables occurring in a pair of TESs, i.e., for two TESs \( \sigma \) and \( \tau \), we define \( \sigma \cup \tau \) to be the TES such that \( \Theta(\sigma \cup \tau) = \Theta(\sigma) \cup \Theta(\tau) \) and \( (\sigma \cup \tau)(t) = \sigma(t) \cup \tau(t) \) for all \( t \in \Theta(\sigma) \cup \Theta(\tau) \).

The following examples present some useful interaction signatures for composition of TESs that, e.g., enforce synchronization or mutual exclusion of observables.

**Example 4 (Synchronous interaction).** In this example, we define the synchronous interaction signature \( \Sigma_{\text{sync}} = (R_{\text{sync}}, \cup) \). In a cyber-physical system, the action (of a cyber system) and the reaction (of a physical system) co-exist simultaneously in the same observation, and are therefore synchronous.

Then, \( R_{\text{sync}}(E_1, E_2) \) relates pairs of TESs such that all shared events occur at the same time in both TESs, i.e., \( (\sigma, \tau) \in R_{\text{sync}}(E_1, E_2) \) if and only if, for all time stamps \( t \in \mathbb{R}_+ \), \( \sigma(t) \cap E_2 = \tau(t) \cap E_1 \). A synchronous interaction signature \( \Sigma_{\text{sync}} \) filters pairs of TESs that satisfy the \( R_{\text{sync}} \) relation and merges composable pairs of observations.

**Example 5 (Asynchronous interaction).** In this example, we define the asynchronous interaction signature \( \Sigma_{\text{async}} = (R_{\text{async}}, \cup) \). Typically, the asynchronous interaction signature prevents the same event to occur at the same time in a pair of TESs.

Then, \( R_{\text{async}}(E_1, E_2) \) relates pairs of TESs such that all shared event between \( E_1 \) and \( E_2 \) occur at different time, i.e., \( (\sigma, \tau) \in R_{\text{async}}(E_1, E_2) \) if and only if \( \sigma(t) \cap \tau(t) = \emptyset \) for all \( t \in \Theta(\sigma) \cup \Theta(\tau) \). An asynchronous interaction signature \( \Sigma = (R_{\text{async}}, \cup) \) filters pairs of TESs that satisfy the \( R_{\text{async}} \) relation and merges composable pairs.

**Example 6 (Free interaction).** A free interaction signature, \( \Sigma_{\text{free}} = (R_{\text{free}}, \cup) \), uses \( R_{\text{free}} \) for the most permissive composability relation on TESs such that, for any \( E_1, E_2 \subseteq \mathbb{E} \) and any \( \sigma \in \text{TES}(E_1) \) and \( \tau \in \text{TES}(E_2) \), we have \( (\sigma, \tau) \in R_{\text{free}}(E_1, E_2) \).

We define a binary product operation on components, parametrized by an interaction signature. Intuitively, the newly formed component describes, by its behavior, the evolution of the joint system under the constraint that the interactions in the system satisfy the composability relation. Formally, the product operation returns another
component, whose set of events is the union of sets of events of its operands, and its behavior is obtained by composing all pairs of TESs in the behavior of its operands deemed composable by the composability relation.

**Definition 8 (Product).** Let $\Sigma = (R, \oplus)$ be an interaction signature, and $C_i = (E_i, L_i)$, $i \in \{1, 2\}$, two components. The product of $C_1$ and $C_2$, under $\Sigma$, denoted as $C_1 \times_\Sigma C_2$, is the component $(E, L)$ where $E = E_1 \cup E_2$ and $L$ is defined by

$$L = \{\sigma_1 \oplus \sigma_2 \mid \sigma_1 \in L_1, \sigma_2 \in L_2, (\sigma_1, \sigma_2) \in R(E_1, E_2)\}$$

The following examples define several products on components given the interaction signatures introduced in Example 4, 5, and 6.

**Example 7 (Synchronous product).** The behavior of component $C_1 \times (R_{sync}, \oplus) C_2$ contains TESs obtained from the composition under $\oplus$ of every pair $\sigma_1 \in L_1$ and $\sigma_2 \in L_2$ of TESs that are related by the synchronous composability relation $R_{sync}$ (see Example 4) which excludes all event occurrences that do not synchronize. In the case where $\oplus = \cup$, we write $\bowtie = \times (R_{sync}, \cup)$, and we call the operator $\bowtie$ the join operator.

**Example 8 (Asynchronous product).** The behavior of component $C_1 \times (R_{async}, \oplus) C_2$ contains TESs resulting from the composition under $\oplus$ of every pair $\sigma_1 \in L_1$ and $\sigma_2 \in L_2$ of TESs that are related by the mutual exclusion composability relation $R_{async}$ (see Example 5) which may exclude some simultaneous event occurrences. In the case where $\oplus = \cup$, we write $\bowtie = \times (R_{async}, \cup)$.

**Example 9 (Free product).** The behavior of component $C_1 \times (R_{free}, \oplus) C_2$ contains every TES obtained from the composition under $\oplus$ of every pair $\sigma_1 \in L_1$ and $\sigma_2 \in L_2$ of TESs. This product does not impose any constraint on event occurrences of its operands (see Example 6).

**Example 10.** Consider a suitable interaction signature $\Sigma$ that captures the interactions between a robot $R$ and its field $F$, such that the expression $R \times_\Sigma F$ represents the resulting system. For instance, $\Sigma$ may force every observable move of the robot to synchronize with a displacement of the robot on the field $F$, and every read observable of the robot with a location displayed by the field. In the case of two interacting robots roaming on the same field, one would like to build the resulting system compositionally as an expression of the form $(R_1 \times_{\Sigma_1} F_1) \times_{\Sigma_3} (R_2 \times_{\Sigma_2} F_2)$, where each of the $\Sigma_i$ locally captures the interaction between its respective component. Note that, for instance, $\Sigma_3$ may enforce that the two fields $F_1$ and $F_2$ exclude the joint observations of $R_1$ and $R_2$ to be at the same location.
The product of two components indirectly depends on the interface of its operands, since its composability relation does so. Therefore, it is \textit{a priori} not certain that algebraic properties such as commutativity or associativity hold for such user defined products. Algebraic properties are important when designing a complex system in order to find equivalent and sometimes simpler expressions. Lemma 3 relates properties of a parametrized product with properties of its parameter, i.e., properties of the interaction signature. Intuitively, the first item of Lemma 3 considers interaction signatures that yield symmetric operations. As a result, the order of which components appear in the product parametrized by such signatures is irrelevant. The second item shows conditions on interaction signatures that allow flattening of nested products: the product of $A$ with $B \times_\Sigma C$ becomes equivalent to the product of $A \times_\Sigma B$ with $C$.

When an interaction signature satisfies both algebraic properties, the resulting product acts as an $n$-ary top level operator on a multiset of components. For instance, the synchronous interaction signature of Example 4 is one such top level $n$-ary operator.

\textbf{Lemma 3.} Let $\Sigma = (R, \oplus)$ be an interaction signature. Then:

- if $R$ is symmetric, then $\times_\Sigma$ is commutative if and only if $\sigma_1 \oplus \sigma_2 = \sigma_2 \oplus \sigma_1$ for all $(\sigma_1, \sigma_2) \in R$;

- if $R$ is such that, for all $E_1, E_2, E_3 \subseteq E$,

$$
(\sigma_1, \sigma_2 \oplus \sigma_3) \in R(E_1, E_2 \cup E_3) \land (\sigma_2, \sigma_3) \in R(E_2, E_3) \iff (\sigma_1, \sigma_2) \in R(E_1, E_2) \land (\sigma_1 \oplus \sigma_2, \sigma_3) \in R(E_1 \cup E_2, E_3)
$$

then $\times_\Sigma$ is associative if and only if $\sigma_1 \oplus (\sigma_2 \oplus \sigma_3) = (\sigma_1 \oplus \sigma_2) \oplus \sigma_3$ for all $(\sigma_1, \sigma_2 \oplus \sigma_3) \in R(E_1, E_2 \cup E_3)$ with $(\sigma_2, \sigma_3) \in R(E_2, E_3)$;

- if for all $E \subseteq E$ and $\sigma, \tau \in TES(E)$, we have $(\sigma, \tau) \in R(E, E) \implies \sigma = \tau$, then $\times_\Sigma$ is idempotent if and only if $\sigma \oplus \sigma = \sigma$ for all $(\sigma, \sigma) \in R$.

\textit{Proof.} Commutativity. Let $C_1 = (E_1, L_1)$ and $C_2 = (E_2, L_2)$ be two components, and $\Sigma = (R, \oplus)$ be an interaction signature with $R$ symmetric as in Definition 5. We write $C = (E, L) = C_1 \times_\Sigma C_2$ and $C' = (E', L') = C_2 \times_\Sigma C_1$. We first observe that $E = E_1 \cup E_2 = E'$. The condition for the product of two components to be

---

\[5\] Distributivity holds for some products. We leave the study of the conditions under which distributivity holds as future work.
commutative reduces to showing that \( L = L' \), also equivalently written as:

\[
L = L' \iff \{ \sigma_1 \oplus \sigma_2 \mid \sigma_1 \in L_1, \sigma_2 \in L_2, (\sigma_1, \sigma_2) \in R(E_1, E_2) \} = \{ \sigma_2 \oplus \sigma_1 \mid \sigma_1 \in L_1, \sigma_2 \in L_2, (\sigma_2, \sigma_1) \in R(E_2, E_1) \}
\]

If \( \sigma_1 \oplus \sigma_2 = \sigma_2 \oplus \sigma_1 \) for \((\sigma_1, \sigma_2) \in R(E_1, E_2)\), then \( L = L' \) and \( \times \Sigma \) is commutative.

Oppositely, if \( L = L' \), we show that \( \oplus \) is commutative. Let \( C_\sigma \) be the component \((E_\sigma, \{\sigma\})\) where \( E_\sigma = \bigcup\{\sigma(i) \mid i \in \mathbb{N}\} \). Thus, for any \((\sigma_1, \sigma_2) \in R(E_1, E_2)\), \( C_{\sigma_1} \times \Sigma C_{\sigma_2} = (E_{\sigma_1} \cup E_{\sigma_2}, \{\sigma_1 \oplus \sigma_2\}) \). A necessary condition for \( \times \Sigma \) to be commutative is that \( \{\sigma_1 \oplus \sigma_2\} = \{\sigma_2 \oplus \sigma_1\} \), which imposes that \( \sigma_1 \oplus \sigma_2 = \sigma_2 \oplus \sigma_1 \).

**Associativity.** Let \((R, \oplus)\) be a pair of a composability relation and a composition function on TESs with \( R \) such that, for every \((\sigma_1, \sigma_2, \sigma_3) \in L_1 \times L_2 \times L_3:\)

\[
(\sigma_1, \sigma_2) \in R(E_1, E_2) \land (\sigma_1 \oplus \sigma_2, \sigma_3) \in R(E_1 \cup E_2, E_3) \iff (\sigma_2, \sigma_3) \in R(E_2, E_3) \land (\sigma_1, \sigma_2 \oplus \sigma_3) \in R(E_1, E_2 \cup E_3)
\]

We consider three components \( C_i = (E_i, L_i) \), with \( i \in \{1, 2, 3\} \).

The set of events for component \(((C_1 \times \Sigma C_2) \times \Sigma C_3)\) is the set \( E_1 \cup E_2 \cup E_3 \), which is equal to the set of events for component \((C_1 \times \Sigma (C_2 \times \Sigma C_3))\).

Let \( L' \) and \( L'' \) respectively be the behaviors of components \((C_1 \times \Sigma C_2) \times \Sigma C_3\) and \( C_1 \times \Sigma (C_2 \times \Sigma C_3)\). If \( \sigma_1 \oplus (\sigma_2 \oplus \sigma_3) = (\sigma_1 \oplus \sigma_2) \oplus \sigma_3 \) for all \((\sigma_1, \sigma_2, \sigma_3) \in R(E_1, E_2 \cup E_3)\) with \((\sigma_2, \sigma_3) \in R(E_2, E_3)\), then \( L' = L'' \). We show some sufficient conditions for \( L' = L'' \), also written as

\[
L' = \{(\sigma_1 \oplus \sigma_2) \oplus \sigma_3 \mid \sigma_1 \in L_1, \sigma_2 \in L_2, \sigma_3 \in L_3, (\sigma_1, \sigma_2) \in R(E_1, E_2) \land (\sigma_1 \oplus \sigma_2, \sigma_3) \in R(E_1 \cup E_2, E_3)\}
\]

\[
= \{(\sigma_1 \oplus \sigma_2) \oplus \sigma_3 \mid \sigma_1 \in L_1, \sigma_2 \in L_2, \sigma_3 \in L_3, (\sigma_2, \sigma_3) \in R(E_2, E_3) \land (\sigma_1, \sigma_2 \oplus \sigma_3) \in R(E_1, E_2 \cup E_3)\}
\]

\[
= \{\sigma_1 \oplus (\sigma_2 \oplus \sigma_3) \mid \sigma_1 \in L_1, \sigma_2 \in L_2, \sigma_3 \in L_3, (\sigma_2, \sigma_3) \in R(E_2, E_3) \land (\sigma_1, \sigma_2 \oplus \sigma_3) \in R(E_1, E_2 \cup E_3)\}
\]

\[
= L''
\]

using the assumption on \( R \) for the first equality, and the assumption on \( \oplus \) for the second equality.

Let \((\sigma_1, \sigma_2 \oplus \sigma_3) \in R(E_1, E_2 \cup E_3)\) with \( (\sigma_2, \sigma_3) \in R(E_2, E_3)\), then \( C_{\sigma_1} \times \Sigma (C_{\sigma_2} \times \Sigma C_{\sigma_3}) = (C_{\sigma_1} \times \Sigma C_{\sigma_2}) \times \Sigma C_{\sigma_3} \) which then implies that \( \sigma_1 \oplus (\sigma_2 \oplus \sigma_3) = (\sigma_1 \oplus \sigma_2) \oplus \sigma_3 \).

**Idempotency.** We show that if for all \( E \subseteq \mathbb{E} \), and \( \sigma, \tau \in TES(E) \), we have that
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\((\sigma, \tau) \in R(E, E)\) implies \(\sigma = \tau\), then \(\times_{\Sigma}\) is idempotent if and only if \(\sigma \oplus \sigma = \sigma\) for \((\sigma, \sigma) \in R(E, E)\). We first observe that, given a component \(C = (E, L)\), the component \(C \times_{\Sigma} C = (E, L')\) has the same set of events, \(E\).

We show that \((\sigma_1, \sigma_2) \in R(E, E) = \sigma_1 = \sigma_2\) and \(\oplus\) idempotent is a sufficient condition for having \(L' = L\). Indeed,

\[
L' = \{\sigma_1 \oplus \sigma_2 \mid \sigma_1, \sigma_2 \in L, \ (\sigma_1, \sigma_2) \in R(E, E)\}
= \{\sigma_1 \oplus \sigma_1 \mid \sigma_1 \in L\}
= L
\]

Similar to the previous cases, if for all \(E \subseteq E\), and \(\sigma, \tau \in TES(E)\), we have that \((\sigma, \tau) \in R(E, E)\) implies \(\sigma = \tau\), then \(\times_{\Sigma}\) is idempotent if and only if \(\oplus\) is idempotent. Conversely, if \(C_\sigma \times_{\Sigma} C_\sigma = C_\sigma\) and \((\sigma, \sigma) \in R(E, E)\), then \(\sigma \oplus \sigma = \sigma\). \(\square\)

Monotonicity shows that the inclusion of component’s behavior is preserved by product. Let \(A\) and \(B\) be two components such that \(B \subseteq A\). Suppose that \(P\) is a component that models a property satisfied by component \(A\) and preserved under product with a component \(C\), then \(P\) is satisfied by component \(B\) and component \(B \times C\), by monotonicity. Note that the definition of monotonicity assumes \(\times\) to be commutative. That assumption can be relaxed by defining left and right monotonicity.

**Definition 9 (Monotonicity).** Let \(\times\) be a commutative product. Then, \(\times\) is monotonic if and only if, for \(B \subseteq A\) and for any \(C\), we have \(B \times C \subseteq A \times C\).

**Lemma 4 (Monotonicity of \(\triangleright \triangleleft\)).** The product \(\triangleright \triangleleft\) in Example \(\square\) is monotonic.

\[\text{Proof.}\] Let \(A\), \(B\), and \(C\) be three components, such that \(B \subseteq A\). Then, the interface of \(B \triangleright C\) is \(E_B \cup E_C\), which is included in \(E_A \cup E_C\) the interface of \(A \triangleright C\).

For any TES \(\sigma : B \triangleright C\), there exist two TESs \(\beta : B\) and \(\delta : C\) such that \((\beta, \delta)\) are synchronous, and \(\sigma = \beta \cup \delta\). Since for any \(\beta : B\) we also have \(\beta : A\), then \(\sigma\) is also an element of the behavior of \(A \triangleright C\), and \(B \triangleright C \subseteq A \triangleright C\). \(\square\)

The algebraic nature of our formalism allows the possibility to introduce other kinds of operations on components, such as division, as presented in Section \[2.2\]. Intuitively, the operation of division is parametrized by an interaction signature \(\Sigma\) and follows two steps. First, the set of quotients of component \(A\) divided by component \(B\) is constructed as the set of all components \(C\) such that \(A = B \times_{\Sigma} C\). Practically, every element in the set of quotients leads to the same composite behavior captured in \(A\),
when composed with $B$ under $\Sigma$. Then, one component is chosen from the set of quotients as the result of division.

2.1.4 A co-inductive construction

In this section, we show how local constraints on observations can be co-inductively lifted to global constraints on TESs. We get, as a result, a finite specification of some interaction signatures using simpler relations on observations. Moreover, we get a co-inductive proof mechanism to relate an interaction signature defined on TESs with an interaction signature lifted from constraints on observables, as shown in Lemma 7. Such construction gives, as well, an operational perspective on deriving an interaction signature as a step-wise constraint imposed on observables. Practically, the operational approach of the co-inductive definition is relevant when considering robots and their step-wise decision on their next observation.

The intuition for such construction is that, in some cases, the condition for two TESs to be composable depends only on a composability relation on observations. An example of composability constraint for a robot with its battery and a field enforces that each move event discharges the battery and changes the state of the field. As a result, every move event observed by the robot must coincide with a discharge event observed by the battery and a change of state observed by the field. The lifting of such composability relation on observations to a constraint on TESs is defined co-inductively. Finally, Lemma 10 gives weaker conditions for Lemma 3 to hold.

Definition 10 (Composability relation on observations). A composability relation on observations is a parametrized relation $\kappa$ such that for all pairs $(E_1, E_2) \in \mathcal{P}(E) \times \mathcal{P}(E)$, we have $\kappa(E_1, E_2) \subseteq (\mathcal{P}(E_1) \times \mathbb{R}_+) \times (\mathcal{P}(E_2) \times \mathbb{R}_+)$.

The following examples define locally on observations some relations analogous to those defined globally on TESs in Example 4 and Example 5.

Example 11. We give two examples of composability relations on observations:

- $((O_1, t_1), (O_2, t_2)) \in \kappa^{\text{sync}}(E_1, E_2)$ if and only if every shared event always occurs at the same time, i.e., $t_1 < t_2$ implies $O_1 \cap E_2 = \emptyset$, and $t_2 < t_1$ implies $O_2 \cap E_1 = \emptyset$, and $t_2 = t_1$ implies $O_1 \cap E_2 = O_2 \cap E_1$;

- $((O_1, t_1), (O_2, t_2)) \in \kappa^{\text{async}}(E_1, E_2)$ if and only if no shared event occurs at the same time, i.e., $t_1 = t_2$ implies $O_1 \cap E_2 = \emptyset = O_2 \cap E_1$. ■
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For two composability relations $\kappa_1, \kappa_2$, their intersection or union, written $\kappa_1 \cap \kappa_2$ and $\kappa_1 \cup \kappa_2$ respectively, is defined, for any $E_1, E_2, E_3 \subseteq \mathcal{E}$, as $(\kappa_1 \cap \kappa_2)(E_1, E_2) = \kappa_1(E_1, E_2) \cap \kappa_2(E_1, E_2)$ and $(\kappa_1 \cup \kappa_2)(E_1, E_2) = \kappa_1(E_1, E_2) \cup \kappa_2(E_1, E_2)$.

**Definition 11** (Lifting). Let $\kappa$ be a composability relation on observations, and, for any $\mathcal{R} \subseteq \text{TES}(E_1) \times \text{TES}(E_2)$, let $\Phi_\kappa(E_1, E_2)(\mathcal{R}) \subseteq \text{TES}(E_1) \times \text{TES}(E_2)$ be such that:

$$\Phi_\kappa(E_1, E_2)(\mathcal{R}) = \{(\tau_1, \tau_2) \mid (\tau_1(0), \tau_2(0)) \in \kappa(E_1, E_2) \wedge (\tau_1, \tau_2)' \in \mathcal{R}\}$$

The lifting of $\kappa$ on TESs, written $[\kappa]$, is the parametrized relation obtained by taking the greatest post fixed point of the function $\Phi_\kappa(E_1, E_2)$ for arbitrary pair $E_1, E_2 \subseteq \mathcal{E}$, i.e., the relation $[\kappa](E_1, E_2) = \bigcup_{\mathcal{R} \subseteq \text{TES}(E_1) \times \text{TES}(E_2)}\{\mathcal{R} \mid \mathcal{R} \subseteq \Phi_\kappa(E_1, E_2)(\mathcal{R})\}$.

**Lemma 5** (Correctness). For any $E_1, E_2 \subseteq \mathcal{E}$, the function $\Phi_\kappa(E_1, E_2)$ is monotone, and therefore has a greatest post fixed point.

**Proof.** Let $\kappa$ be a composability relation on observations, and let $E_1, E_2 \subseteq \mathcal{E}$. We recall that the function $\Phi_\kappa(E_1, E_2)$ is such that, for any $\mathcal{R} \subseteq \text{TES}(E_1) \times \text{TES}(E_2)$:

$$\Phi_\kappa(E_1, E_2)(\mathcal{R}) = \{(\tau_1, \tau_2) \mid (\tau_1(0), \tau_2(0)) \in \kappa(E_1, E_2) \wedge (\tau_1, \tau_2)' \in \mathcal{R}\}$$

Let $\mathcal{R}_1, \mathcal{R}_2 \subseteq \text{TES}(E_1) \times \text{TES}(E_2)$ be such that $\mathcal{R}_1 \subseteq \mathcal{R}_2$. We show that $\Phi_\kappa(E_1, E_2)(\mathcal{R}_1) \subseteq \Phi_\kappa(E_1, E_2)(\mathcal{R}_2)$. For any $(\tau_1, \tau_2) \in \text{TES}(E_1) \times \text{TES}(E_2)$,

$$(\tau_1, \tau_2) \in \Phi_\kappa(E_1, E_2)(\mathcal{R}_1) \iff (\tau_1(0), \tau_2(0)) \in \kappa(E_1, E_2) \wedge (\tau_1, \tau_2)' \in \mathcal{R}_1 \iff (\tau_1(0), \tau_2(0)) \in \kappa(E_1, E_2) \wedge (\tau_1, \tau_2)' \in \mathcal{R}_2 \iff (\tau_1, \tau_2) \in \Phi_\kappa(E_1, E_2)(\mathcal{R}_2)$$

Therefore, $\mathcal{R}_1 \subseteq \mathcal{R}_2$ implies that $\Phi_\kappa(E_1, E_2)(\mathcal{R}_1) \subseteq \Phi_\kappa(E_1, E_2)(\mathcal{R}_2)$, and we conclude that $\Phi_\kappa(E_1, E_2)$ is monotonic. We use the Knaster-Tarski theorem, where the underlying lattice is the powerset of TESs with inclusion relation, for the existence of a greatest fixed point of the monotonic function $\Phi_\kappa(E_1, E_2)$ applying to that lattice. Thus, $\Phi_\kappa(E_1, E_2)$ has a greatest fixed point defined as:

$$[\kappa](E_1, E_2) = \bigcup\{\mathcal{R} \mid \mathcal{R} \subseteq \Phi_\kappa(E_1, E_2)(\mathcal{R})\}$$

---

\(^6\)The Knaster-Tarski theorem shows that the greatest fixed point of $\Phi_\kappa(E_1, E_2)$ is also the greatest post-fixed point of $\Phi_\kappa(E_1, E_2)$

---
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Lemma 6. If $\kappa$ is a composability relation on observations, then the lifting $[\kappa]$ is a composability relation on TESs. Moreover, if $\kappa$ is symmetric (as in Definition 5), then $[\kappa]$ is symmetric.

Proof. We first note that, given a composability relation $\kappa$ on observables, the lifting $[\kappa]$ is a composability relation on TESs. Indeed, for any pair of interfaces $E_1, E_2 \subseteq \mathbb{E}$, any $(\sigma, \tau) \in [\kappa](E_1, E_2)$ is a pair in $TES(E_1) \times TES(E_2)$.

If $\kappa$ is symmetric (as in Definition 5), we show that $[\kappa]$ is also symmetric. Given a set $R \subseteq TES(E_1) \times TES(E_2)$, we use the notation $\overline{R}$ to denote the smallest set such that $(\sigma, \tau) \in R \iff (\tau, \sigma) \in \overline{R}$. Let $E_1, E_2 \subseteq \mathbb{E}$.

If $\kappa$ is symmetric, then for $R \subseteq TES(E_1) \times TES(E_2)$,

$$
\Phi_\kappa(E_1, E_2)(R) = \{(\tau_1, \tau_2) \mid (\tau_1(0), \tau_2(0)) \in \kappa(E_1, E_2) \land (\tau_1, \tau_2)' \in R\}
= \{(\tau_1, \tau_2) \mid (\tau_2(0), \tau_1(0)) \in \kappa(E_2, E_1) \land (\tau_1, \tau_2)' \in R\}
= \{(\tau_1, \tau_2) \mid (\tau_2(0), \tau_1(0)) \in \kappa(E_2, E_1) \land (\tau_2, \tau_1)' \in \overline{R}\}
= \{(\tau_1, \tau_2) \mid (\tau_2, \tau_1) \in \Phi_\kappa(E_2, E_1)(\overline{R})\}
$$

which shows that $[\kappa]$ is symmetric since, for any $E_1, E_2 \subseteq \mathbb{E}$,

$$
[\kappa](E_1, E_2) = \bigcup_{R \subseteq TES(E_1) \times TES(E_2)} \{R \mid R \subseteq \Phi_\kappa(E_1, E_2)(R)\}
$$

and

$$(\sigma, \tau) \in [\kappa](E_1, E_2) \iff \exists R. (\sigma, \tau) \in R \land R \subseteq \Phi_\kappa(E_1, E_2)(R)$$
$$\iff \exists \overline{R}. (\tau, \sigma) \in \overline{R} \land \overline{R} \subseteq \Phi_\kappa(E_2, E_1)(\overline{R})$$
$$\iff (\tau, \sigma) \in [\kappa](E_2, E_1)$$

where the first equivalence is given by the fact that $[\kappa](E_1, E_2)$ is the greatest post fixed point of $\Phi_\kappa(E_1, E_2)$, the second equivalence is obtained from equality (1), and the third equivalence is given by the fact that $[\kappa](E_2, E_1)$ is the greatest post fixed point.

As a consequence of Lemma 6, any composability relation on observations gives rise to a composability relation on TESs. Lemma 7 relates (a)synchronous composability relations on TESs with (a)synchronous composability relations on observations.

Lemma 7. Let $R_{\text{sync}}$ and $R_{\text{async}}$ be composability relations defined in Example 4 and Example 5, respectively. Let $\kappa_{\text{sync}}$ be the relation on observations defined in Example 11. For all $E_1$ and $E_2$, $R_{\text{sync}}(E_1, E_2) = [\kappa_{\text{sync}}](E_1, E_2)$ and $R_{\text{async}}(E_1, E_2) = \dots $
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Let \([\kappa^{async}]\)(\(E_1, E_2\)). When \(E_1 \cap E_2 = \emptyset\), then \(R_{sync}(E_1, E_2) = R_{async}(E_1, E_2)\).

Proof. We proof the result for \(R_{sync}(E_1, E_2) = [\kappa^{sync}]\)(\(E_1, E_2\)) and similar reasoning can be applied for \(R_{async}(E_1, E_2) = [\kappa^{async}]\)(\(E_1, E_2\)). We first show \(R_{sync}(E_1, E_2) \subseteq [\kappa^{sync}]\)(\(E_1, E_2\)), which is equivalent to \(R_{sync}(E_1, E_2) \subseteq \Phi_{[\kappa^{sync}]}(E_1, E_2)(R_{sync}(E_1, E_2))\). First, we observe that if \((\sigma, \tau) \in R_{sync}(E_1, E_2)\), then \((\sigma, \tau)' \in R_{sync}(E_1, E_2)\), as dropping the first observation(s) of \(\sigma\) and \(\tau\) preserves the property imposed by \(R_{sync}\). For all \((\sigma, \tau) \in R_{sync}(E_1, E_2)\), by definition of \(R_{sync}\) and \([\kappa^{sync}]\), we have that \((\sigma(0), \tau(0)) \in \kappa^{sync}(E_1, E_2)\). Since \(\Phi_{[\kappa^{sync}]}(E_1, E_2)(R_{sync}(E_1, E_2))\) is equal to the set

\[
\{(\sigma, \tau) \mid (\tau(0), \sigma(0)) \in \kappa^{sync}(E_1, E_2) \land (\sigma, \tau)' \in R_{sync}(E_1, E_2)\}
\]

we conclude that \(R_{sync}(E_1, E_2) \subseteq \Phi_{[\kappa^{sync}]}(E_1, E_2)(R_{sync}(E_1, E_2))\).

For the other inclusion, let first introduce \(time((\sigma, \tau))\) as the smallest time stamp of the head of both streams \(\sigma\) and \(\tau\), i.e., \(time((\sigma, \tau)) = \min(t_1, t_2)\) where \(t_1 = pr_2(\sigma)(0)\) and \(t_2 = pr_2(\tau)(0)\). For a pair \((\sigma, \tau) \in \kappa^{sync}(E_1, E_2)\), we have:

\[
(\sigma(0), \tau(0)) \in \kappa^{sync}(E_1, E_2) \land (\sigma, \tau)' \in \kappa^{sync}(E_1, E_2)
\]

\[
\implies \forall t < time((\sigma, \tau)') . \, \sigma(t) \cap E_2 = \tau(t) \cap E_1 \land (\sigma, \tau)' \in \kappa^{sync}(E_1, E_2)
\]

\[
\implies \forall n \in \mathbb{N}. \forall t < time((\sigma, \tau)^{(n)}) . \, \sigma(t) \cap E_2 = \tau(t) \cap E_1 \land (\sigma, \tau)^{(n)} \in \kappa^{sync}(E_1, E_2)
\]

\[
\implies \forall t . \, (\sigma(t) \cap E_2 = \tau(t) \cap E_1)
\]

\[
\implies (\sigma, \tau) \in R_{sync}
\]

We conclude that \(R_{sync} = [\kappa^{sync}]\).

The composability relation \(\kappa\) relates observations, i.e., elements of \(\mathcal{P}(E) \times \mathbb{R}_+\). We show in Definition 13 and Definition 14 how to define \(\kappa\) from a relation \(\cap\) on sets of events, i.e., elements in \(\mathcal{P}(E)\).

**Definition 12 (Intersection).** For any two components \(C_1 = (E_1, L_1)\) and \(C_2 = (E_2, L_2)\), we define the intersection \(C_1 \cap C_2\) to be the component \(C_1 \times ([\kappa^{sync}], \cap) C_2 = (E_1 \cup E_2, L)\) with \(\kappa^{sync}\) defined in Example 11.

For the following definitions, let \(C_1 = (E_1, L_1)\) and \(C_2 = (E_2, L_2)\) be two components, and \(\oplus\) be a composition function on TESs. We use \(\cap \subseteq \mathcal{P}(E) \times \mathcal{P}(E)\) to range over relations on observables.
Definition 13 (Synchronous observations). The composability relations introduced in Example 11 can also be extended to synchronize pairs of distinct events. Two observations are synchronous under \( \cap \) if, intuitively, the two following conditions hold:

1. every observable that can compose (under \( \cap \)) with another observable must occur simultaneously with one of its related observables; and
2. only an observable that does not compose (under \( \cap \)) with any other observable can happen before another observable, i.e., at a strictly lower time.

To formalize the conditions above, we introduce the independence relation \( \text{ind}_\cap(X, Y) = \forall x \subseteq X. \forall y \subseteq Y. (x, y) \not\in \cap \).

The synchronous composability relation on observations \( \kappa_\cap^{\text{sync}}(E_1, E_2) \) is the smallest set such that, for all \( O_1 \subseteq E_1 \) and \( O_2 \subseteq E_2 \):

- if \( (O_1, O_2) \in \cap \cup (\emptyset, \emptyset) \), then for all \( (O_1', O_2') \in \mathcal{P}(E_1) \times \mathcal{P}(E_2) \) such that \( \text{ind}_\cap(O_1', E_2) \) and \( \text{ind}_\cap(E_1, O_2) \) and for all time stamps \( t \), we have that \( ((O_1 \cup O_1', t), (O_2 \cup O_2', t)) \in \kappa_\cap^{\text{sync}}(E_1, E_2) \).

- if \( \text{ind}_\cap(O_1, E_2) \), then for all \( O_2' \subseteq E_2 \) and for all \( t_1 < t_2 \), we have that the pair \( ((O_1, t_1), (O_2, t_2)) \in \kappa_\cap^{\text{sync}}(E_1, E_2) \). Reciprocally, if \( \text{ind}_\cap(E_1, O_2) \) then for all \( O_1' \subseteq E_1 \) and \( t_2 < t_1 \), we have \( ((O_1, t_1), (O_2, t_2)) \in \kappa_\cap^{\text{sync}}(E_1, E_2) \).

Example 12. Although the relation in Definition 13 is a binary relation on observations, we show in this example how to synchronize multiple events transitively. For instance, consider three components, \( A = \{\{a\}, L_A\} \), \( B = \{\{b\}, L_B\} \), and \( C = \{\{c\}, L_C\} \). Let \( \cap \) be the smallest symmetric relation with \( \{\{a\}, \{b\}\}, \{\{b\}, \{c\}\} \subseteq \cap \). Then, \( \kappa_\cap^{\text{sync}} \) enforces every observable in \( A \) and \( C \) to occur at the same time as an observable in \( B \). Let \( \Sigma = (\kappa_\cap^{\text{sync}}), \cup \) with \( \cup \) defined in Example 3. Observe that, in general, \( (A \times_\Sigma B) \times_\Sigma C \neq (A \times_\Sigma C) \times_\Sigma B \). On the left hand side, the product of \( A \) and \( B \) synchronizes every occurrence of event \( a \) with an occurrence of event \( b \), which results in observables of the form \( \{a, b\} \) only (no interleaving is allowed by \( \kappa_\cap^{\text{sync}} \)). Since \( b \) and \( c \) are also related events, the composition with \( C \) leads to the component with observables \( \{a, b, c\} \). On the right hand side, \( A \) and \( C \) have independent observables and their composition allows for every interleaving. The product with \( B \), however, synchronizes every occurrence of event \( a \) or \( c \) with an occurrence of event \( b \), which results in interleaving of observables \( \{a, b\} \) and \( \{c, b\} \). Finally, observe that the component \( (A \times_\Sigma B) \times_\Sigma C \) transitively synchronizes occurrences of event \( a \) with occurrences of event \( c \) through occurrences of event \( b \). \[\blacksquare\]
The behavior of component \( C_1 \times ([\kappa_{\text{sync}}] \oplus E) C_2 \) contains TESs obtained from the composition under \( \oplus \) of every pair \( \sigma_1 \in L_1 \) and \( \sigma_2 \in L_2 \) of TESs that are related by the synchronous composability relation \( [\kappa_{\text{sync}}] \) which, depending on \( \cap \), excludes all event occurrences that do not synchronize.\(^7\) Note that in the case where \( \cap = \{(O, O) \mid O \subseteq E_1 \cup E_2 \setminus \emptyset\} \), then \( \kappa_{\text{sync}} \cap \kappa_{\text{-sync}} = \kappa_{\text{sync}} \).

**Definition 14 (Mutual exclusion).** Let \( \cap \subseteq \mathcal{P}(E)^2 \) be a relation on observables. We define two observations to be mutually exclusive under the relation \( \cap \) if no pair of observables in \( \cap \) can be observed at the same time. The mutually exclusive composability relation \( \kappa_{\text{excl}} \cap \) on observations allows the composition of two observations \((O_1, t_1)\) and \((O_2, t_2)\), i.e., \(((O_1, t_1), (O_2, t_2)) \in \kappa_{\text{excl}}(E_1, E_2)\), if and only if \( t_1 = t_2 \implies \neg (O_1 \cap O_2) \).

**Example 13.** Following Example 10, we introduce an interaction signature that composes two robot-field subsystems while excluding the possibility for the robots to both observe the same location on their fields. We define \( \cap = \{(\{\text{loc} (R_1); l\}, \{\text{loc} (R_2); l\}) \mid l \in [0; 20] \times [0; 20]\} \) as the set of pairs of observables containing, for both robots \( R_1 \) and \( R_2 \), an event that displays the same location as the other robot. Let \( \Sigma = ([\kappa_{\text{excl}}] \cup) \) with \( \cup \) defined in Example 3. Then, the product of the two subsystems, using the interaction signature \( \Sigma \), excludes the possibility for the two robots to observe the same location at the same time. Strictly speaking, the exclusion imposed by the interaction signature \( \Sigma \) does not imply that the two robots can not effectively be on the same physical location. We show in Section 2.1.6 how, combined with hyper-properties, such interaction signature may imply a safety property.\(^\square\)

The behavior of component \( C_1 \times ([\kappa_{\text{excl}}] \oplus E) C_2 \) contains TESs resulting from the composition under \( \oplus \) of every pair \( \sigma_1 \in L_1 \) and \( \sigma_2 \in L_2 \) of TESs that are related by the mutual exclusion composability relation \( [\kappa_{\text{excl}}] \) which, depending on \( \cap \), may exclude some simultaneous event occurrences.

We prove in Lemma 8 that the lifting of composability relations distributes across the intersection.\(^8\)

**Lemma 8.** For all composability relations \( \kappa_1, \kappa_2 \) and interfaces \( E_1, E_2 \):

\[
[k_1 \cap k_2](E_1, E_2) = [k_1](E_1, E_2) \cap [k_2](E_1, E_2)
\]

\(^7\)If we let \( \oplus \) be the element wise set union, define an event as a set of port assignments, and in the pair \( ([\kappa_{\text{sync}}] \oplus E) \cup \) let \( \cap \) be true if and only if all common ports get the same value assigned, then this composition operator produces results similar to the composition operation in Reo.\(^3\).

\(^8\)The lifting does not distribute across the union, however.
Proof.

\[
[k_1](E_1, E_2) \cap [k_2](E_1, E_2) = \bigcup \{ \mathcal{R} \mid \mathcal{R} \subseteq \Phi_{k_1}(E_1, E_2)(\mathcal{R}) \} \cap \\
\bigcup \{ \mathcal{R} \mid \mathcal{R} \subseteq \Phi_{k_2}(E_1, E_2)(\mathcal{R}) \}
= \bigcup \{ \mathcal{R} \mid \mathcal{R} \subseteq \Phi_{k_1}(E_1, E_2)(\mathcal{R}) \text{ and } \\
\mathcal{R} \subseteq \Phi_{k_2}(E_1, E_2)(\mathcal{R}) \}
= \bigcup \{ \mathcal{R} \mid \mathcal{R} \subseteq \Phi_{k_1}(E_1, E_2)(\mathcal{R}) \cap \Phi_{k_2}(E_1, E_2)(\mathcal{R}) \}
= \bigcup \{ \mathcal{R} \mid \mathcal{R} \subseteq \Phi_{k_1 \cap k_2}(E_1, E_2)(\mathcal{R}) \}
= [k_1 \cap k_2](E_1, E_2)
\]

since

\[
\Phi_{k_1}(E_1, E_2)(\mathcal{R}) \cap \Phi_{k_2}(E_1, E_2)(\mathcal{R}) = \{ (\tau_1, \tau_2) \mid (\tau_1(0), \tau_2(0)) \in k_1(E_1, E_2) \land \\
(\tau_1(0), \tau_2(0)) \in k_2(E_1, E_2) \land \\
(\tau_1, \tau_2)' \in \mathcal{R} \}
= \{ (\tau_1, \tau_2) \mid (\tau_1(0), \tau_2(0)) \in k_1(E_1, E_2) \cap k_2(E_1, E_2) \land \\
(\tau_1, \tau_2)' \in \mathcal{R} \}
= \Phi_{k_1 \cap k_2}(E_1, E_2)(\mathcal{R})
\]

Similarly, we give a mechanism to lift a composition function on observables to a composition function on TESs. Such lifting operation interleaves observations with different time stamps, and composes observations that occur at the same time.

**Definition 15** (Lifting - composition function). Let \(+ : \mathcal{P}(E) \times \mathcal{P}(E) \to \mathcal{P}(E)\) be a composition function on observables. The lifting of \(+\) to TESs is \([+] : TES(E) \times TES(E) \to TES(E)\) such that, for \(\sigma_i \in TES(E)\) where \(\sigma_i(0) = (O_i, t_i)\) with \(i \in \{1, 2\}\):

\[
\sigma_1[+]\sigma_2 = \begin{cases} 
\langle \sigma_1(0) \rangle \cdot (\sigma_1[+]\sigma_2) & \text{if } t_1 < t_2 \\
\langle \sigma_2(0) \rangle \cdot (\sigma_1[+]\sigma_2) & \text{if } t_2 < t_1 \\
\langle (O_1 + O_2, t_1) \rangle \cdot (\sigma_1[+]\sigma_2) & \text{otherwise}
\end{cases}
\]

Definition 15 composes observations only if their time stamp is the same. Alternative definitions might consider time intervals instead of exact times.
Remark 2. The last clause of Definition 13 considers the case where two observations occur at the same time. Recall that the time of an observation, as introduced earlier, is an abstraction that requires every event of the observation to occur after the events of the previous observation, and before the events of the next observation. Moreover, the time of two related observations, during composition, may be constrained by the interaction signature of the composition. For instance, the synchronous composability relation in Example 4 requires related observations to occur at the same time. Given those two facts, the likelihood that two observations have the same time is non zero.

Lemma 9. Let $\kappa_1$ and $\kappa_2$ be two composability relations and $\times(\kappa_1 \cap \kappa_2, \oplus)$ be a product on components. Then,

$$C_1 \times(\kappa_1 \cap \kappa_2, \oplus) C_2 = (C_1 \times((\kappa_1), \oplus) C_2) \cap (C_1 \times((\kappa_2), \oplus) C_2)$$

Proof. Let $C_1 \times[\kappa_1 \cap \kappa_2, \oplus] C_2 = (E, L)$ and $(C_1 \times((\kappa_1), \oplus) C_2) \cap (C_1 \times((\kappa_2), \oplus) C_2) = (E', L')$. We have $E = E_1 \cup E_2 = E'$. We show $L = L'$.

$$L = \{\sigma_1 \oplus \sigma_2 \mid \sigma_1 \in L_1, \sigma_2 \in L_2, (\sigma_1, \sigma_2) \in [\kappa_1 \cap \kappa_2] (E_1, E_2)\}$$
$$= \{\sigma_1 \oplus \sigma_2 \mid \sigma_1 \in L_1, \sigma_2 \in L_2, (\sigma_1, \sigma_2) \in [\kappa_1] (E_1, E_2) \cap [\kappa_2] (E_1, E_2)\}$$
$$= L'$$

Example 14. Composability relations as defined in Definition 13 and Definition 14 can be combined to form new relations, and therefore new products. The behavior of component $C_1 \times((\kappa_1, \cap \oplus) C_2$ contains all TESs that are in the behavior of both $C_1 \times((\kappa_1, \cap \oplus) C_2$ and $C_1 \times((\kappa_2, \cap \oplus) C_2$, which excludes observations containing an occurrence of at least one event related by $\cap$. ■

Co-inductive constructions of interaction signatures make proving algebraic results of Lemma 3 easier. Lemma 10 gives sufficient conditions to lift, by co-induction, properties of the underlying relation and composition function to meet the conditions of Lemma 3.

Lemma 10. Let $\Sigma = ([\kappa], [\pm])$ be an interaction signature with $+$ be a composition function on observables and let $\kappa$ be a composability relation on observations. Then,

- $\times_\Sigma$ is commutative if $\kappa$ is symmetric and $+$ is commutative;

---
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• $\times_\Sigma$ is associative if $+$ is associative and, for all $E_1, E_2, E_3$ and for all triple $O_i \in \mathcal{P}(E_i)$ with $i \in \{1, 2, 3\}$ and for all $t \in \mathbb{R}_+$:

\[
((O_1, t), (O_2, t)) \in \kappa(E_1, E_2) \land ((O_1 + O_2, t), (O_3, t)) \in \kappa(E_1 \cup E_2, E_3)
\]

if and only if

\[
((O_2, t), (O_3, t)) \in \kappa(E_2, E_3) \land ((O_1, t), (O_2 + O_3, t)) \in \kappa(E_1, E_2 \cup E_3)
\]

with $\kappa$ such that $((O_1, t_1), (O_2, t_2)) \in \kappa(E_1, E_2)$ implies

1. $((O_1, t_1), (\emptyset, t_2)) \in \kappa(E_1, E_2)$ if $t_1 < t_2$; and
2. $((\emptyset, t_1), (O_2, t_2)) \in \kappa(E_1, E_2)$ if $t_2 < t_1$;

and with $O + \emptyset = \emptyset + O = O$ for all $O \subseteq \mathcal{P}(\Sigma)$.

• $\times_\Sigma$ is idempotent if $+$ is idempotent and, for all $E \subseteq \Sigma$ we have $((O_1, t_1), (O_2, t_2)) \in \kappa(E, E) \implies (O_1, t_1) = (O_2, t_2)$.

Proof. Commutativity. From Lemma \[\] if $\kappa$ is symmetric, then its lifting $[\kappa]$ is also symmetric. Therefore, it is sufficient for $\kappa$ to be symmetric and for $+$ to be commutative in order for $[\kappa]$ to be symmetric and $[+]$ to be commutative, and therefore $\times_{([\kappa],[+])}$ to be commutative.

Associativity. We recall that, for a TES $\sigma$, the domain of $\sigma$ is the collection of all time stamps of observations, i.e., $\text{dom}(\sigma) = \{t \mid \exists i \in \mathbb{N}. \sigma(i) = (O, t)\}$. We define a domain equalizer function $\equiv$ that, given a tuple $(\sigma_1, ..., \sigma_n)$ returns a new tuple $(\sigma_1, ..., \sigma_n)\equiv = (\tau_1, ..., \tau_n)$ such that the domains of TESs $\tau_i$ are the same, i.e., $\exists c. \text{dom}(\tau_i) = c$; and $\tau_i$ differs with $\sigma_i$ only by empty observations, i.e., for all $t \in \mathbb{R}_+$, $\sigma_i(t) = \tau_i(t)$. Thus, the operation $\equiv$ adds silent observations to all TESs of the tuple such that the resulting domain for all $\tau_i$ is equal.

Let us first introduce a property induced by the assumptions on the composability relation $\kappa$. The fact that, for all $O_1 \subseteq E_1$ and $O_2 \subseteq E_2$, $((O_1, t_1), (O_2, t_2)) \in \kappa(E_1, E_2) \land t_1 < t_2 \iff ((O_1, t_1), (\emptyset, t_1)) \in \kappa(E_1, E_2)$ implies that a pair of TESs $(\sigma_1, \sigma_2)$ is related by $[\kappa]$ if and only if their extension with silent observations on equal domains, i.e., $(\sigma_1, \sigma_2)\equiv$, is also related by $[\kappa]$. We show by co-induction such property.
Chapter 2

Algebra of Components

For \( R \subseteq TES(E_1) \times TES(E_2) \), let

\[
\Phi^R_\kappa(R) = \{ (\sigma_1, \sigma_2) \mid \sigma_1(0) = (O_1, t_1) \land \sigma_2(0) = (O_2, t_2) \land \\
& t_1 < t_2 \implies (\sigma_1(0), (0, t_1)) \in \kappa(E_1, E_2) \land \\
& t_2 < t_1 \implies ((0, t_2), \sigma_2(0)) \in \kappa(E_1, E_2) \land \\
& t_1 = t_2 \implies (\sigma_1(0), \sigma_2(0)) \in \kappa(E_1, E_2) \land \\
& (\sigma_1, \sigma_2)' \in R \}
\]

The function \( \Phi^R_\kappa \) is a monotonous function applied on a complete lattice. By Knaster Tarski theorem, \( \Phi^R_\kappa \) has a greatest fixed point that we call \([\kappa_\equiv]\). Given the assumption on \( \kappa \), we can show that \([\kappa] \subseteq \Phi^R_\kappa([\kappa])\) and \([\kappa_\equiv] \subseteq \Phi_\kappa([\kappa_\equiv])\), which implies that \([\kappa] = [\kappa_\equiv]\). It follows that \((\sigma_1, \sigma_2) \in [\kappa] \iff (\sigma_1, \sigma_2) \equiv \in [\kappa]\).

A sufficient condition for the product \( \times_{([\kappa] , [+])} \) to be associative is that \(+\) is associative and for every \( \sigma_i \in TES(E_i) \) for \( i \in \{1, 2, 3\} \):

\[
P_1 := (\sigma_1, \sigma_2) \in [\kappa](E_1, E_2) \land (\sigma_1[+]\sigma_2, \sigma_3) \in [\kappa](E_1 \cup E_2, E_3) \iff \\
(\sigma_2, \sigma_3) \in [\kappa](E_2, E_3) \land (\sigma_1, \sigma_2[+]\sigma_3) \in [\kappa](E_1, E_2 \cup E_3)
\]

which is equivalent to

\[
(\sigma_1, \sigma_2) \in [\kappa_\equiv](E_1, E_2) \land (\sigma_1[+]\sigma_2, \sigma_3) \in [\kappa_\equiv](E_1 \cup E_2, E_3) \iff \\
(\sigma_2, \sigma_3) \in [\kappa_\equiv](E_2, E_3) \land (\sigma_1, \sigma_2[+]\sigma_3) \in [\kappa_\equiv](E_1, E_2 \cup E_3)
\]

and with similar arguments as before, is equivalent to

\[
(\tau_1, \tau_2) \in [\kappa_\equiv](E_1, E_2) \land (\tau_1[+]\tau_2, \tau_3) \in [\kappa_\equiv](E_1 \cup E_2, E_3) \iff \\
(\tau_2, \tau_3) \in [\kappa_\equiv](E_2, E_3) \land (\tau_1, \tau_2[+]\tau_3) \in [\kappa_\equiv](E_1, E_2 \cup E_3)
\]

with \((\tau_1, \tau_2, \tau_3) = (\sigma_1, \sigma_2, \sigma_3)_{\equiv}\).

As we can assume that all TESs in a triple satisfying \( P_1 \) have the same domain, it is sufficient to show that, for all \( O_i \subseteq E_i \) with \( i \in \{1, 2, 3\} \) and all \( t \in \mathbb{R}_+: \\
((O_1, t), (O_2, t)) \in \kappa(E_1, E_2) \land ((O_1 + O_2, t), (O_3, t)) \in \kappa(E_1 \cup E_2, E_3)
\]
if and only if
\[(O_2, t), (O_3, t) \in \kappa(E_2, E_3) \land ((O_1, t), (O_2 + O_3, t)) \in \kappa(E_1, E_2 \cup E_3)\]
which is assumed by \(\kappa\). Thus, given the properties of \(\kappa\), \(P_i\) holds.

Finally, we prove that if \(+\) is associative, then \([+]\) is associative. Let \(\sigma_i \in L_i\) and we write \(\sigma_i(0) = (O_i, t_i)\) for \(i \in \{1, 2, 3\}\), then:

\[
\begin{align*}
\sigma_1[+](\sigma_2[+]\sigma_3) &= \begin{cases} 
((O_1, t_1)) \cdot (\sigma_1[+](\sigma_2[+]\sigma_3)) & \text{if } t_1 < t_2, t_3 \\
((O_2, t_2)) \cdot (\sigma_1[+](\sigma_2[+]\sigma_3)) & \text{if } t_2 < t_1, t_3 \\
((O_3, t_3)) \cdot (\sigma_1[+](\sigma_2[+]\sigma_3)) & \text{if } t_3 < t_2, t_1 \\
((O_1 + O_2, t_1)) \cdot (\sigma_1[+](\sigma_2[+]\sigma_3)) & \text{if } t_1 = t_2 < t_3 \\
((O_2 + O_3, t_2)) \cdot (\sigma_1[+](\sigma_2[+]\sigma_3)) & \text{if } t_2 = t_3 < t_1 \\
((O_1 + O_3, t_1)) \cdot (\sigma_1[+](\sigma_2[+]\sigma_3)) & \text{if } t_1 = t_3 < t_2 \\
((O_1 + (O_2 + O_3), t_1)) \cdot (\sigma_1[+](\sigma_2[+]\sigma_3)) & \text{if } t_1 = t_3 = t_2
\end{cases}
\end{align*}
\]

The only case that differs from \((\sigma_1[+\sigma_2])[+]\sigma_3\) is when \(t_1 = t_3 = t_2\), which gives \(((O_1 + O_2) + O_3, t_1)\). Thus, if \(((O_1 + O_2) + O_3, t_1) = (O_1 + (O_2 + O_3), t_1)\) for every \(O_i \in \mathcal{P}(E_i)\) with \(i \in \{1, 2, 3\}\), then \(\sigma_1[+\sigma_2][+]\sigma_3 = \sigma_1[+\sigma_2][+]\sigma_3\) for every \(\sigma_i \in L_i\) with \(i \in \{1, 2, 3\}\).

Idempotency. If \(+\) is idempotent, then the lifting \([+]\) is also idempotent. We consider \(+\) to be idempotent. We show that, for all \(E \subseteq \mathbb{E}\) and \(o_1, o_2 \in \mathcal{P}(E) \times \mathbb{R}_+\) we have \((o_1, o_2) \in \kappa(E, E) \implies o_1 = o_2\), then for all \(\sigma, \tau \in \mathit{TES}(E)\), \((\sigma, \tau) \in [\kappa](E, E) \implies \sigma = \tau\), which is a sufficient condition for \(\times_{([\kappa], [+]})\) to be idempotent.

By definition \([\kappa](E, E)\) is the greatest fixed point of the function:

\[
\Phi_{\kappa}(E,E)(\mathcal{R}) = \left\{ (\tau_1, \tau_2) \mid (\tau_1(0), \tau_2(0)) \in \kappa(E, E) \land (\tau_1, \tau_2') \in \mathcal{R} \right\}
\]

\[
\subseteq \left\{ (\tau_1, \tau_2) \mid \tau_1(0) = \tau_2(0) \land (\tau_1', \tau_2') \in \mathcal{R} \right\}
\]

Therefore, we conclude that \([\kappa](E, E) \subseteq \left\{ (\sigma, \sigma) \mid \sigma \in \mathit{TES}(E) \right\}\). \(\square\)

The conditions exposed in Lemma 10 are applicable for the case of the join product, as shown in Theorem 1.

**Theorem 1.** The product \(\triangleright\) of Example 7 is commutative, associative, and idempotent.
Proof. Commutativity and idempotency of $\triangleright$ are following from $\kappa^{\text{sync}}$ being symmetric and satisfying the condition for idempotency.

Assume that $((O_1, t), (O_2, t)) \in \kappa^{\text{sync}}(E_1, E_2) \land ((O_1 \cup O_2, t), (O_3, t)) \in \kappa^{\text{sync}}(E_1 \cup E_2, E_3)$ holds, then $O_1 \cap E_2 = O_2 \cap E_1 \land (O_1 \cup O_2) \cap E_3 = O_3 \cap (E_1 \cup E_2)$ is true by definition of $\kappa^{\text{sync}}$.

We first observe that $(O_1 \cup O_2) \cap E_3 \cap E_2 = O_3 \cap (E_1 \cup E_2) \cap E_2$ implies that $O_2 \cap E_3 = O_3 \cap E_2$. Then, $(O_1 \cup O_2) \cap E_3 \cap E_1 = O_3 \cap (E_1 \cup E_2) \cap E_1$ implies that $O_1 \cap E_3 = O_3 \cap E_1$, using $O_1 \cap E_2 = O_2 \cap E_1$ we conclude that $O_1 \cap (E_1 \cup E_3) = (O_2 \cup O_3) \cap E_1$.

Thus, we showed that

$$((O_1, t), (O_2, t)) \in \kappa^{\text{sync}}(E_1, E_2) \land ((O_1 \cup O_2, t), (O_3, t)) \in \kappa^{\text{sync}}(E_1 \cup E_2, E_3)$$

if and only if

$$((O_2, t), (O_3, t)) \in \kappa^{\text{sync}}(E_2, E_3) \land ((O_1, t), (O_2 \cup O_3, t)) \in \kappa^{\text{sync}}(E_1, E_2 \cup E_3)$$

for all $O_i \subseteq E_i$ and $t \in \mathbb{R}_+$. Finally, by definition, $\kappa_{\text{sync}}$ is such that, for all $O_1 \subseteq E_1$ and $O_2 \subseteq E_2$:

1. $((O_1, t_1), (O_2, t_2)) \in \kappa_{\text{sync}}(E_1, E_2)$ and $t_1 < t_2$ if and only if $((O_1, t_1), (\emptyset, t_1)) \in \kappa_{\text{sync}}(E_1, E_2)$; and

2. $((O_1, t_1), (O_2, t_2)) \in \kappa_{\text{sync}}(E_1, E_2)$ and $t_2 < t_1$ if and only if $((\emptyset, t_2), (O_2, t_2)) \in \kappa_{\text{sync}}(E_1, E_2)$.

Given that $\cup$ is associative and $O \cup \emptyset = O$ for all $O$, we conclude that $\triangleright$ is associative.

We give in Lemma 11 some conditions for two products to distribute, and in Lemma 12 some conditions to extend the underlying relation on observables for a synchronous composability relation.

**Lemma 11.** Let $C_1$, $C_2$, and $C_3$ be three components, and let $\kappa_1$ and $\kappa_2$ be two composability relations on observables such that for all $\sigma_1, \sigma_2, \sigma_3 \in L_1 \times L_2 \times L_3$:

- $(\sigma_1, \sigma_2[\cup] \sigma_3) \in [\kappa_1]$ if and only if $(\sigma_1, \sigma_2) \in [\kappa_1]$ and $(\sigma_1, \sigma_3) \in [\kappa_1]$, and

- for all $\tau_1 \in L_1$, $(\tau_1[\cup] \sigma_2, \sigma_1[\cup] \sigma_3) \in [\kappa_2]$ if and only if $(\sigma_2, \sigma_3) \in [\kappa_2]$ and $\sigma_1 = \tau_1$.
Then,

\[ C_1 \times_{[\kappa_1]} (C_2 \times_{[\kappa_2]} C_3) = (C_1 \times_{[\kappa_1]} C_2) \times_{[\kappa_2]} (C_1 \times_{[\kappa_1]} C_3) \]

**Proof.** Let \( L \) be the behavior of component \((C_1 \times_{[\kappa_1]} C_2) \times_{[\kappa_2]} (C_1 \times_{[\kappa_1]} C_3)\), \( L' \) be the behavior of \( C_1 \times_{[\kappa_1]} (C_2 \times_{[\kappa_2]} C_3)\), \( L_{12} \) be the behavior of \((C_1 \times_{[\kappa_1]} C_2)\) and \( L_{13} \) be the behavior of \((C_1 \times_{[\kappa_1]} C_3)\). Then,

\[ L = \{ \sigma_1[\cup](\sigma_2[\cup]\sigma_3) \mid \sigma_1 \in L_1, \sigma_2 \in L_2, \sigma_3 \in L_3, \\
\quad (\sigma_1, \sigma_2[\cup]\sigma_3) \in [\kappa_1], \ (\sigma_2, \sigma_3) \in [\kappa_2] \} \]

\[ = \{ \sigma_1[\cup](\sigma_2[\cup]\sigma_3) \mid \sigma_1 \in L_1, \sigma_2 \in L_2, \sigma_3 \in L_3, \\
\quad (\sigma_1, \sigma_2) \in [\kappa_1], \ (\sigma_1, \sigma_3) \in [\kappa_1], \ (\sigma_2, \sigma_3) \in [\kappa_2] \} \]

\[ = \{ \sigma[\cup] \tau \mid \sigma \in L_{12}, \tau \in L_{13}, (\sigma, \tau) \in [\kappa_2] \} \]

\[ = L' \]

\[ \Box \]

**Lemma 12.** Let \( C_1 = (E_1, L_1) \) and \( C_2 = (E_2, L_2) \) be two components. Let \( \kappa_{\cap \cup}^{sync} \) be a composability relation on observables with \( \cap \subseteq \mathcal{P}(E_1) \times \mathcal{P}(E_2) \). Then, for any \( \cap' \) with \( \cap' \cap (\mathcal{P}(E_1) \times \mathcal{P}(E_2)) = \emptyset \), then:

\[ C_1 \times_{[\kappa_{\cap \cup}^{sync}]} C_2 = C_1 \times_{[\kappa_{\cap \cup}^{sync}]} C_2 \]

**Proof.** For any pair of composable observations \(((O_1, t_1), (O_2, t_2)) \in \kappa_{\cap \cup}^{sync} \), we have that \(((O_1, t_1), (O_2, t_2)) \in \kappa_{\cap \cup}^{sync} \) since \((O_1, O_2) \in \cap \) implies that \((O_1, O_2) \in \cap \cup \cap' \). Conversely, if \((O_1, O_2) \in \cap \cup \cap' \) and \( \cap' \cap \mathcal{P}(E_1) \times \mathcal{P}(E_2) = \emptyset \), then \((O_1, O_2) \in \cap \). Thus, for any \((\sigma_1, \sigma_2), (\sigma_1, \sigma_2) \in [\kappa_{\cap \cup}^{sync}] \) if and only if \((\sigma_1, \sigma_2) \in [\kappa_{\cap \cup}^{sync}] \).

\[ \Box \]

### 2.1.5 Properties of TESs

We distinguish two kinds of properties of TESs: properties that we call *trace properties*, and properties on sets of TESs that we call *behavior properties*, which correspond to hyper-properties in \([28]\). The generality of our model permits to interchangeably construct a component from a property and extract a property from a component. As illustrated in Example \([16]\) when composed with a set of interacting components, a component property constrains the components to only expose desired behavior (i.e., behavior in the property). In Section \([2.1.6]\) we provide more intuition for the practical relevance of these properties.
Definition 16. A trace property \( P \) is a subset \( P \subseteq \text{TES}(E) \) for some set of events \( E \). A component \( C = (E, L) \) satisfies a property \( P \), if \( L \subseteq P \), which we denote as \( C \models P \).

Example 15. We distinguish the usual safety and liveness properties\(^9\) and recall that every trace property can be written as the intersection of a safety and a liveness property. Let \( X \) be an arbitrary set, and \( P \) be a subset of \( \mathbb{N} \to X \). Intuitively, \( P \) is safe if every bad stream not in \( P \) has a finite prefix every completion of which is bad, hence not in \( P \). A property \( P \) is a liveness property if every finite sequence in \( X^* \) can be completed to yield an infinite sequence in \( P \), where \( X^* \) is the set of all finite sequences of elements in \( X \). For instance, the property of terminating behavior for a component with interface \( E \) is a liveness property, defined as:

\[
P_{\text{finite}}(E) = \{ \sigma \in \text{TES}(E) \mid \exists n \in \mathbb{N} \forall i > n. \ pr_1(\sigma)(i) = \emptyset \}
\]

\( P_{\text{finite}}(E) \) says that, for every finite prefix of any stream in \( \text{TES}(E) \), there exists a completion of that prefix with an infinite sequence of silent observations \( \emptyset \) in \( P_{\text{finite}}(E) \).

Definition 17. A trace property is similar to a component, since it describes a set of \( \text{TES}s \), except that it is a priori not restricted to any interface\(^9\). A trace property \( P \) can then be turned into a component, by constructing the smallest interface \( E_P \) such that, for all \( \sigma \in P \), and \( i \in \mathbb{N} \), \( pr_1(\sigma)(i) \subseteq E_P \). The component \( C_P = (E_P, P) \) is then the componentized-version of property \( P \).

Lemma 13. Given a property \( P \) over \( E \), its componentized-version \( C_P \) (see Definition 17) and a component \( C = (E, L) \), then \( C \models P \) if and only if \( C \cap C_P = C \).

Proof. We recall the definition of the intersection in Definition 12. For any two components \( C_1 = (E_1, L_1) \) and \( C_2 = (E_2, L_2) \), the intersection \( C_1 \cap C_2 \) is the component \( C_1 \times ([\kappa^{\text{sync}}],[\kappa]) \) \( C_2 = (E_1 \cup E_2, L) \). Given that \( \cap \) satisfies the condition for using Lemma 10, the product \( \cap \) is idempotent. Let \( C \cap C_P = (E, L') \). If \( (\sigma, \tau) \in L' \) then \( \sigma = \tau \). Thus, \( L' \subseteq L \cap L_P \).

Alternatively, let \( \sigma \in L \cap L_P \). We observe that at any point \( n \in \mathbb{N} \), we have \( (\sigma(n), \sigma(n)) \in \kappa^{\text{sync}}(E, E) \). Therefore, \( (\sigma, \sigma) \in [\kappa^{\text{sync}}] \).

We conclude that \( L \cap L_P = L' \).

\(^9\)In our formalism, a property is a set of \( \text{TES}s \) \( L \subseteq \text{TES}(E) \) for some \( E \subseteq \mathbb{E} \). Two properties \( P \) and \( L \) are equal if they contain identical \( \text{TES}s \), and equality is not subject to the interface over which properties are defined.
Example 16. We use the term coordination property to refer to a property used in order to coordinate behaviors. Given a set of $n$ components $C_i = (E_i, L_i)$, $i \in \{1, ..., n\}$, a coordination property Coord for the composed components is a property over events $E = E_1 \cup ... \cup E_n$, i.e., $\text{Coord} \subseteq \text{TES}(E)$.

Consider the synchronous interaction, as introduced in Example 4, of the $n$ components and let $C = C_1 \bowtie C_2 \bowtie ... \bowtie C_n$ be their synchronous product. Typically, a coordination property will not necessarily be satisfied by the composite component $C$, but some of the behavior of $C$ is contained in the coordination property. The coordination problem is to find (e.g., synthesize) an orchestrator component $\text{Orch} = (E_O, L_O)$ such that $C \bowtie \text{Orch} \models \text{Coord}$. The orchestrator restricts the component $C$ to exhibit only the subset of its behavior that satisfies the coordination property. In other words, in their composition, Orch coordinates $C$ to satisfy Coord. As introduced in Definition 17, since Coord ranges over the same set $E$ that is the interface of component $C_1 \bowtie C_2 \bowtie ... \bowtie C_n$, a coordination property can be turned into an orchestrator by building its corresponding component. The coordination problem can be made even more general by changing the composability relations or the composition functions used in the construction of $C$.

Trace properties are not sufficient to fully capture the scope of interesting properties of components of cyber-physical systems. Some of their limitations are highlighted in Section 2.1.6. To address this issue, we introduce behavior properties, which are strictly more expressive than trace properties, and give two illustrative examples.

Definition 18. A behavior property $\phi$ over a set of events $E$ is a hyper-property $\phi \subseteq \mathcal{P}(\text{TES}(E))$. A component $C = (E, L)$ satisfies a hyper-property $\phi$ if $L \in \phi$, which we denote as $C \models \phi$.

Example 17. A component $C = (E, L)$ can be oblivious to time. Any sequence of time-stamps for an acceptable sequence of observables is acceptable in the behavior of such a component. This “obliviousness to time” property is not a trace property, but a hyper-property, defined as:

$$\phi_{\text{shift}}(E) := \{ Q \subseteq \text{TES}(E) \mid \forall \sigma \in Q. \forall t \in \mathcal{OS}(\mathbb{R}^+). \exists \tau \in Q. \ \text{pr}_1(\sigma) = \text{pr}_1(\tau) \land \text{pr}_2(\tau) = t \}$$

Intuitively, if $C \models \phi_{\text{shift}}(E)$, then $C$ is independent of time.

Example 18. We use $\phi_{\text{insert}}(X, E)$ to denote the hyper-property that allows for arbitrary insertion of observations in $X \subseteq \mathcal{P}(E)$ into every TES at any point in time,
i.e., the set defined as:

\[ \{ Q \subseteq TES(E) \mid \forall \sigma \in Q. \forall i \in \mathbb{N}. \exists \tau \in Q. \exists x \in X. (\forall j < i. \sigma(j) = \tau(j)) \land (\exists t \in \mathbb{R}_+. \tau(i) = (x, t)) \land (\forall j \geq i. \tau(j + 1) = \sigma(j)) \} \]

Intuitively, elements of \( \phi_{\text{insert}}(X, E) \) are closed under insertion of an observation \( x \in X \) at an arbitrary time.

2.1.6 Components of the running example

This section is inspired by the work on soft-agents [84, 50], and elaborates on the more intuitive version that we presented in Section 1.3. Interactive cyber-physical systems are represented as components, and behavioral properties of those systems are formulated as components, as well. Through these examples, we show how we use component-based descriptions to model a simple scenario of a robot roaming around in a field while taking energy from its battery. We structurally separate the battery, the robot, and the field as independent components, and we explicitly model their interaction in a specific composed system.

Example 19 (Roaming robots). We capture, as a component, sequences of observations emerging from discrete actions of a robot at a fixed time rate. For simplicity, we consider that the robot can perform actions of two types only: a move in a cardinal direction, and a read of its position sensor. A move action of robot \( i \) creates an event of the form \( d(i, p) \) where \( d \) is the direction, and \( p \) is the power displayed by the robot. The read action of robot \( i \) generates an event of the form \( \text{read}(i, (x; y)) \) where \( (x; y) \) is a coordinate location.

Formally, we write \( R(i, T, P) = (E_R(i, P), L_R(T)) \) for the robot component with identifier \( i \) with \( E_R(i, P) \) the set

\[ \{ S(i, p), W(i, p), N(i, p), E(i, p), \text{read}(i, (x; y)) \mid x, y \in [-20, 20], p \leq P \} \]

and \( L_R(T) \subseteq TES(E_R(i, P)) \) be such that all observations are time stamped with a multiple of the period \( T \in \mathbb{R}_+ \), i.e., for all \( \sigma \in L_R(T) \), if \( (O, t) \in \sigma \) then there exists \( k \in \mathbb{N} \) such that \( t = k \cdot T \). The component \( R(i, T) \) therefore captures all robots whose directions are restricted to S(outh), W(est), N(orth), and E(ast), whose power
Table 2.1: Three prefixes of timed-event streams for $R(1, T, P)$, $R(2, T, P)$, and $R(3, T, P)$, where $T$ and $P$ are fixed, and each move action consumes the same power $p$.

<table>
<thead>
<tr>
<th>$t/T$</th>
<th>$\sigma: R(1, T, P)$</th>
<th>$\tau: R(2, T, P)$</th>
<th>$\delta: R(3, T, P)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${N(1, p)}$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>2</td>
<td>${W(1, p)}$</td>
<td>$-$</td>
<td>$-$</td>
</tr>
<tr>
<td>3</td>
<td>${W(2, p)}$</td>
<td>${N(2, p)}$</td>
<td>${E(3, p)}$</td>
</tr>
<tr>
<td>4</td>
<td>${S(1, p)}$</td>
<td>${W(2, p)}$</td>
<td>${E(3, p)}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

is limited to $P$, and whose location values are integers in the interval $[-20, 20]$. The robot stops whenever $p = 0$.

In Table 2.1, we display the prefix of one TES from the behavior of three robot components. Note that each line corresponds to a time instant, for which each robot may or may not have observed events. The symbol ‘−’ represents no observable, while otherwise we show the set of events observed. The time column is factorized by the period $T$, shared by all robots. Thus, at time $3 \cdot T$, robot $R(1, T, P)$ moves west, while robot $R(2, T, P)$ moves north, and robot $R(3, T, P)$ moves east, all with power $p$. We use $R(i)$ to denote the robot $R(i, T, P)$ with a fixed by arbitrary period $T$ and upper power $P$.

In the robot component of Example 19, observations occur at a fixed frequency. For some physical components, however, observations may occur at any point in time. For instance, consider the field on which the robot moves. Each time a robot moves may induce a change in the field’s state, and the field’s state may be observable at any time and frequency. Internally, the field may record its state changes by a continuous function, while restricting the possibilities of the robots to move due to physical limitations. We describe the field on which the robot moves as a component, and we specify, in Example 22, how robot components interact with the field component.

**Example 20** (Field). The field component captures, in its behavior, the dynamics of its state as a sequence of observations. The collection of objects on a field is given by the set $I$. The state of a field is a triple $(((x; y)_{i})_{i \in I}, (\vec{v}_{i})_{i \in I}, t)$ that describes, at time $t \in \mathbb{R}+$, the position $(x; y)_{i}$ and the velocity $\vec{v}_{i}$ of each object in $I$. We model each object in $I$ by a square of dimension 1 by 1, and the coordinate $(x; y)_{i}$ represents the central position of the square. We use $\mu = (((x_{0}; y_{0})_{i})_{i \in I}, (\vec{v}_{0i})_{i \in I}, t_{0})$ as an initial state for the field, which gives for each robot in $i \in I$ a position and an initial velocity. Note that static obstacles on the field can be modeled as objects $i \in I$ with position $(x; y)_{i}$ and zero velocity.
Formally, the field component is the pair \(F_\mu(I) = (E_F(I), L_F(I, \mu))\) with

\[E_F(I) = \{(x; y), \text{move}(i, \overrightarrow{v}) \mid i \in I, \ x, y \in \mathbb{R}, \overrightarrow{v} \in \mathbb{R} \times \mathbb{R}\}\]

where each event \(\text{move}(i, \overrightarrow{v})\) continuously moves object \(i\) with velocity \(\overrightarrow{v}\), and event \((x; y)\) displays the location of object \(i\) on the field.

The set \(L_F(I, \mu) \subseteq \mathbb{T}E_S(E_F(I))\) captures all sequences of observations that consistently sample trajectories of each objects in \(I\), according to the change of state of the field and the internal constraint. As a physical constraint, we impose that no two objects can overlap, i.e., for any disjoint \(i, j \in I\) and for all time \(t \in \mathbb{R}_+\), with \((x; y)_i\) and \((u; v)_j\) their respective positions, then \([x - 0.5, x + 0.5] \cap [u - 0.5, u + 0.5] = [y - 0.5, y + 0.5] \cap [v - 0.5, v + 0.5] = \emptyset\). Even though the mechanism for such a constraint is hidden in the field component, typically, the move of a robot is eventually limited by the physics of the field. We write \(F(I)\) when \(\mu\) is fixed but arbitrary.

There is a fundamental difference between the robot component in Example 19 and the field component in Example 20. The robot component has an adequate underlying sampling frequency which prevents missing any event if observations are made by that frequency. However, the field has no such frequency for its observations, which means that there may be another intermediate observation occurring between any two observations. In [62], we capture, as a behavioral property, the property for a component to interleave observations between any two observation.

**Example 21 (Protocol).** As shown in Example 20, physics may impose some constraints that force robots to coordinate. A protocol is a component that, for instance, coordinates the synchronous movement of a pair of robots. For example, when two robots face each other on the field, the \(\text{swap}(i, j)\) protocol moves robot \(R(i, P, T)\) north, west, and then south, as it moves robot \(R(j, P, T)\) east. Note that the protocol requires the completion of a sequence of moves to succeed. Another robot could be in the way, and therefore delay the last observables of the sequence. The swap component is defined by \(\text{swap}(i, j) = (E_P(i, j), L_P(i, j))\) where \(E_P(i, j) = E_R(i, P) \cup E_R(j, P)\) and \(L_P(i, j)\) captures all sequences of observations where the two robots \(i\) and \(j\) swap positions. ■

A useful interaction signature \(\Sigma\) is the one that synchronizes shared events between two components. We write \(\Sigma_{\text{sync}} = (R_{\text{sync}}, \cup)\) for such interaction signature, and give its specification in Example 4. The synchronous interaction signature \(\Sigma_{\text{sync}} = (R_{\text{sync}}, \cup)\) leads to the product \(\times_{\Sigma_{\text{sync}}}\) that forces two components to observe shared events at the same time. We write \(\bowtie\) for such product. As a result, \(R(1, P, T) \bowtie\)
Table 2.2: Three prefixes of timed-event streams for $R((1,T,P), R(2,T,P)$, and $R(3,T,P)$, together with the prefix resulting from forming their synchronous product with the swap protocol. Initially, $\mu(1) = (0;2), \mu(2) = (0;1), \mu(3) = (0;0)$.

<table>
<thead>
<tr>
<th>$t/T$</th>
<th>$\eta : R(1,P,T) \bowtie R(2,P,T) \bowtie R(3,P,T) \bowtie swap(2,3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${N(1,p)}$</td>
</tr>
<tr>
<td>2</td>
<td>${W(1,p)}$</td>
</tr>
<tr>
<td>3</td>
<td>${W(1,p), N(2,p)}$</td>
</tr>
<tr>
<td>4</td>
<td>${S(1,p), W(2,p), E(3,p)}$</td>
</tr>
<tr>
<td>5</td>
<td>${S(2,p)}$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

$R(2,P,T) \bowtie R(3,P,T) \bowtie swap(2,3)$ captures all sequences of moves for the robots constrained by the swap protocol, as shown by the elements of table 2.2.

Example 22 (Field-Robot signature). The interactions occurring between the field and the robot components impose simultaneity on some disjoint events. For instance, every observation of the robot containing the event $d(i,p) \in E_R(i,P)$ must occur at the same time as an observation of the field containing the event $\text{move}(i,v(d,p)) \in E_F(I)$ with $v(d,p)$ returning the velocity as a function of direction $d$ and power $p$. Also, every observation containing the event $\text{read}(i,(\lfloor x \rfloor, \lfloor y \rfloor)) \in E_R(i,P)$ must occur at the same time as an event $(x;y)_i \in E_F(I)$ where $\lfloor z \rfloor$ gives the integer part of $z$.

Formally, we capture such interaction in the interaction signature $\Sigma_{RF} = (R_{RF}, \cup)$, where $R_{RF}$ is the smallest symmetric relation defined as for all $(\tau, \sigma) \in R_{RF}$, for all $t \in \mathbb{R}_+$, for all $i \in \mathbb{N}$,

$$\text{read}(i,(n,m)) \in \tau(t) \iff (\exists (x;y)_i \in \sigma(t) \land n = \lfloor x \rfloor \land m = \lfloor y \rfloor)$$

and $d(i,p) \in \tau(t) \iff \text{move}(i,v(d,p)) \in \sigma(t)$ with $d \in \{N,W,E,S\}$.

As a result, the product $(R(1,T,P) \bowtie R(2,T,P) \bowtie R(3,T,P)) \bowtie \Sigma_{RF} F_\mu(I)$ captures all sequences of observations for the three robots constrained by the field component.

Remark 3. The floor part $\lfloor \cdot \rfloor$ acts as an approximation of the robot sensor on the field’s position value. A different interaction signature may, for instance, introduce some errors in the reading.

The interaction signature may also impose that $d(i,p)$ relates to the speed $(0,1/T), (0,-1/T), (-1/T,0)$, and $(1/T,0)$ when $d = N$, $d = S$, $d = W$, and $d = E$, respectively. Then, for a time interval $T$, the power $p$ moves the robot by one unit on the field.
Remark 4. In practice, it is unlikely that two observations happen at exactly at the same time. However, in our framework, the time of an observation is an abstraction that requires every event of the observation to occur after the events of the previous observation, and before the events of the next observation.

Example 23 (Battery). A battery component with capacity $C$ in mAH is a pair $B = (E_B(C), L_B(C))$ with events read($l$) $\in E_B(C)$ for $0\% \leq l \leq 100\%$, charge($\mu$) $\in E_B(C)$, and discharge($\mu$) $\in E_B(C)$ with $\mu$ a (dis)charging coefficient in $\%$ per seconds. The battery displays its capacity with the event capacity($C$). The behavior of sequences $\sigma \in L_B$ such that there exists a piecewise linear function $f : \mathbb{R}_+ \rightarrow \mathcal{P}(E_B)$ with, for $\sigma(i) = (O_i, t_i)$,

- for $\sigma(0) = (O_0, t_0)$, $f([0; t_0]) = 100\%$, i.e., the battery is initially fully charged;
- if $O_i = \{\text{read}(l)\}$, then $f(t_i) = l$ and the derivation $f'_{[t_i-1, t_i+1]}$ of $f$ is constant in $[t_i-1, t_i+1]$, i.e., the observation does not change the slope of $f$ at time $t_i$;
- if $O_i = \{\text{discharge}(\mu)\}$, then $f_{[t_i, t_{i+1}]}(t) = \max(f(t_i) - (t - t_i)\mu, 0)$;
- if $O_i = \{\text{charge}(\mu)\}$, then $f_{[t_i, t_{i+1}]}(t) = \min(f(t_i) + (t - t_i)\mu, 100)$;

where $f_{[t_1; t_2]}$ is the restriction of function $f$ on the interval $[t_1; t_2]$. There is a priori no restrictions on the time interval between two observations, as long as the sequence of timestamps is increasing and non-Zeno. Finally, we use $B_i$ for a battery whose events are identified by the natural number $i$. Then, for $B = (E_B(C), L_B(C))$, we have $B_i = (E_{B_i}(C), L_{B_i}(C))$ with $e \in E_B(C)$ if and only if the corresponding identified event $e_i \in E_{B_i}(C)$, e.g. read$_i(l) \in E_{B_i}(C)$ for all read($l$) $\in E_B(C)$. The set of TESs $L_{B_i}(C)$ is obtained by replacing in every TES in $L_B(C)$ the corresponding identified event in $E_{B_i}(C)$. $\square$

Example 24. We define $\Sigma_{RB} = ([\kappa_{RB}], \cup)$ where $\cup$ unions two TESs as defined in the preliminaries, and $[\kappa_{RB}]$ specifies co-inductively (see [62] for details of the construction), from a relation on observations $\kappa_{RB}$, how event occurrences relate in the robot and the battery components of capacity $C$. More specifically, $\kappa_{RB}$ is the smallest symmetric relation over observations such that $((O_1, t_1), (O_2, t_2)) \in \kappa_{RB}$ implies that $t_1 = t_2$ and

- the discharge event in the battery coincides with a move of the robot, i.e., $d(i, p) \in O_1$ if and only if discharge($\mu$) $\in O_2$. Moreover, the interaction signature imposes a relation between the discharge coefficient $\mu$ and the required power $p$, i.e., $\mu = p/C$;
The read value of the robot sensor coincides with a value from the battery component, i.e.,\( \text{read}(i,l) \in O_1 \) if and only if \( \text{read}(l) \in O_2 \);

- the robot reads the capacity value that corresponds to the battery capacity, i.e., \( \text{getCapacity}(i,c) \in O_1 \) if and only if \( \text{capacity}(c) \in O_2 \).

The product \( B \times \Sigma_{RB} R(i, P, T) \) of a robot and a battery component, under the interaction signature \( \Sigma_{RB} \), restricts the behavior of the battery to match the periodic behavior of the robot, and restricts the behavior of the robot to match the sensor values delivered by the battery.

As a result, the behavior of the product component \( B \times \Sigma_{RB} R(i, P, T) \) contains all observations that the robot performs in interaction with its battery. Note that trace properties, such as all energy sensor values observed by the robot are within a safety interval, does not necessarily entail safety of the system: some unobserved energy values may fall outside of the safety interval. Moreover, the frequency by which the robot samples may reveal some new observations, and such robot can safely sample at period \( T \) if, for any period \( T' \leq T \), the product \( B \times \Sigma_{RB} R(i, P, T') \) satisfies the safety property.

In case of a battery \( B_j \) with identifier \( j \) and a robot \( R(i) \) with identifier \( i \), we use \( \Sigma_{R_iB_j} \) for the interaction signature that synchronizes, as described above, occurrences of events of the battery \( B_j \) with occurrences of events of the robot \( R(i) \).

### Behavioral properties of components

Consider the system

\[
S(n, T_1, ..., T_n) = \bowtie_{i \in \{1, ..., n\}} (R(i, T_i) \times \Sigma_{R_iB_i} B_i) \times \Sigma_{RF} F(\{1, ..., n\})
\]

made of \( n \) robots \( R(i, T_i) \), each interacting with a private battery \( B_i \) under the interaction signatures \( \Sigma_{R_iB_i} \), and in product with a field \( F \) under the interaction signature \( \Sigma_{RF} \). We use \( \bowtie \) for the product with the free interaction signature (i.e., every pair of TESs is composable), and the notation \( \bowtie_{i \in \{1, ..., n\}} \{C_i\} \) for \( C_1 \bowtie ... \bowtie C_n \) as \( \bowtie \) is commutative and associative.

We fix \( n = 2 \) in Equation (2.1) and the same period \( T \) for the two robots. We write \( E \) for the set of events of the composite system \( S(2, T) \). We formulate the scenarios described in Section 1.3 in terms of a satisfaction problem involving a safety property on TESs and a behavioral property on the composite system. We first consider two
safety properties:

\[ P_{\text{energy}} = \{ \sigma \in TES(E) \mid \forall i \in \mathbb{N}. \{\text{read}_1(0), \text{read}_2(0)\} \nsubseteq \text{pr}_1(\sigma)(i)\} \]

which models that the two batteries don’t display simultaneously that their level is empty; and \( P_{\text{no-overlap}} \) which is the set

\[ \{ \sigma \in TES(E) \mid \forall i \in \mathbb{N}. \forall (x, y) \in [0, 20]^2, \{(x, y)_1, (x, y)_2\} \nsubseteq \text{pr}_1(\sigma)(i)\} \]

that captures all behaviors where the two robots are never observed together at the same location.

Observe that, while both \( P_{\text{energy}} \) and \( P_{\text{no-overlap}} \) specify some safety properties, they are not sufficient to ensure the safety of the system. We illustrate some scenarios with the property \( P_{\text{energy}} \). If a component never reads its battery level, then the property \( P_{\text{energy}} \) is trivially satisfied, although effectively the battery may run out of energy. Also, if a component reads its battery level periodically, each of its readings may return an observation agreeing with the property. However, in between two read events, the battery may run out of energy (and somehow recharge). To circumvent those unsafe scenarios, we add an additional behavioral property.

Let \( X_{\text{read}} = \{\text{read}(l_1)_1, \text{read}(l_2)_2 \mid 0 \leq l_1 \leq C_1, 0 \leq l_2 \leq C_2\} \) be the set of reading events for battery components \( B_1 \) and \( B_2 \), with capacities \( C_1 \) and \( C_2 \) respectively. The property \( \phi_{\text{insert}}(X_{\text{read}}, E) \), as detailed in Example 18, defines a class of component behaviors that are closed under insertion of read events for the battery component. Therefore, the system \( S(2, T) \) is energy safe if \( S(2, T) \models P_{\text{energy}} \) and its behavior is closed under insertion of battery read events, i.e., \( S(2, T) \models \phi_{\text{insert}}(X_{\text{read}}, E) \). In that case, every TES of the component’s behavior is part of a set that is closed under insertion, which means all read events that the robot may do in between two events observe a battery level greater than 0Wh. The behavior property enforces the following safety principle: had there been a violating behavior (i.e., a run where the battery has no energy), then an underlying TES would have observed it, and hence the behavioral property would have been violated.

Another scenario for the two robots is to consider their coordination in order to have them exchange their positions. Let \( F \) be initialized to have robot \( R_1 \) at position \((0,0)\) and robot \( R_2 \) at position \((5,0)\). The property of exchanging position is a liveness
property defined as:

\[
P_{\text{exch}} = \{ \sigma \in TES(E) \mid \{(0,0)_{1},(5,0)_{2}\} \subseteq pr_{1}(\sigma)(0) \text{ and } \exists i \in \mathbb{N}, \{(5,0)_{1},(0,0)_{2}\} \subseteq pr_{1}(\sigma)(i) \}\]

where \((x, y)_{i}\) is the position of robot \(i\) on the field. It is sufficient for a liveness property to be satisfied for the system to be live, i.e., in the case of \(P_{\text{exch}}\) being satisfied, the two robots eventually exchanged position. However, it may be that the two robots exchange their positions before the actual observation happens. In that case, using a similar behavioral property as for safety property will make sure that if there exists a behavior where robots exchange their positions, then such behavior is observed as soon as it happens.

### 2.2 Division and conformance

Composition is the act of assembling components to form complex systems. This property is particularly desirable if the underlying parts have different type of specifications (e.g., continuous or discrete), but still need to communicate and interact. Our work in Section 2.1 presents a component model that captures both discrete and continuous changes, for which timed-event streams (TESs) are instances of a component behavior. An observation is a set of events with a unique time stamp. A component has an interface that defines which events are observable, and a behavior that denotes all possible sequences of its observations (i.e., a set of TESs). The precise machinery that generates such component is abstracted away. Instead, we present interaction between components as an algebra on components, and we give a wide variety of user defined operations.

Decomposition is dual to composition, as it simplifies a component behavior by removing some of its parts. Decomposition is interesting in two ways: it gives insight on whether a system is composite of a specific component, and it returns a subsystem that, in composition with that component, would give back the initial system. Decomposition is not unique, and may induce a cost or a measure, i.e., a component \(A\) may be seen as a product \(B \times C\) or \(B \times D\) with \(C \neq D\). While the qualitative behavior may not change, i.e., the set of sequences of observations stays the same, the substitution of a component with another may somehow improve the overall system, e.g., by enhancing its efficiency. For instance, running time is often omitted when specifying systems whose behavior is oblivious to time itself. However, in practice, the time that
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a program takes to process its inputs matters. Thus, a component may be substituted with a component exposing the same behavior but running faster. Other criteria such as the size of the implementation, the cost of the production, procurement, maintenance, etc., may be considered in changing one component for another. In this paper, we also consider an orthogonal concern: the cost of coordination. Intuitively, the cost of coordination captures the fact that events of two components are tightly related. For example, if two events are related, the occurrence of an event in one component implies the occurrence of some events in another component. While such constraints are declarative in our model, their implementation may be costly. Thus, the relation between observable events of two components may increase the underlying cost to concurrently execute those two components. Finally, having operation to study system decomposition brings alternative perspective on fault detections and diagnosis [50].

Formally, we extend our algebra of components [62] with a new type of operator: a division operation. Division intuitively models decomposition, and acts as an inverse composition operation. Practically, the division of component $A$ by component $B$ returns one component $C$ from all the components $D$ such that $A = B \times D$. Different cost models give rise to different operations of division. We abstractly reason about cost using a partially ordered set of components and show that, for some orders, the set of candidates naturally gives rise to a maximal (minimal) element.

As a running example, we consider a set of robots moving continuously on a shared field. We use the operation of division to specify desirable updates that would prevent robots from interfering with other robots. We also apply division to find simpler components that, if used, would still preserve the entire system behavior. We finally specify the necessary coordination for the robots to self sort on the field.

2.2.1 Divisibility and quotients

Consider two components $B$ and $C$, and a product $\times$ over components, modelling the interaction constraints on $B$ and $C$. Then, the composite expression $A = C \times B$ captures, as a component, the concurrent observation of components $C$ and $B$ under the interaction modelled by $\times$. Consider a component $D$ such that $C \times B = D \times B$. If $D$ is different from $C$, then the equality states that the result of $D$ interacting with $B$ is the same as $C$ interacting with $B$. Consequently, in this context, component $C$ can be replaced by component $D$ while preserving the global behavior of $A$.

In general, a component $D$ that can substitute for $C$ is not unique. The set of alternatives for $D$ depends, moreover, on the product $\times$, on the component $B$, and...
and on the behavior of $A$. A ‘goodness’ measure may induce an order on this set of components, and eventually give rise to a best substitution. More generally, the problem is to characterize, given two components $A$ and $B$ and an interaction product $\times$, the set of all $C$ such that $A = C \times B$.

The divisibility of a component $A$ by a component $B$ under product $\times$ captures the possibility to write $A$ as a product of $B$ with another component.

**Definition 19** (Right (left) divisibility). A component $A$ is right (respectively, left) divisible by $B$ under the product $\times$ if there exists a component $C$ such that $B \times C = A$ (respectively, $C \times B = A$).

$A$ is divisible by $B$ under $\times$ when $A$ is both left and right divisible by $B$ under $\times$. Intuitively, the set of witnesses for divisibility, contains all the components that, if taken in a product (under the same interaction signature) with the divisor, yield the dividend. Such witnesses are called quotients.

**Definition 20** (Right (left) quotients). The right (respectively, left) quotients of $A$ by $B$ under the product $\times_\Sigma$, written $A/_{\Sigma}^* B$ (respectively, $A \setminus_{\Sigma}^* B$), is the set $\{C \mid B \times_\Sigma C = A\}$ (respectively, $\{C \mid C \times_\Sigma B = A\}$).

If $\times_\Sigma$ is commutative, then $A/_{\Sigma}^* B = A \setminus_{\Sigma}^* B$, in which case we write $\Sigma A B^*$. We define left (right) division operators that pick, given a choice function\(^{10}\) the best element from their respective sets of quotients as their quotients.

**Example 25.** Consider a robot that performs 5 moves, and then stops. Each move consumes some energy, and the robot therefore requires sufficient amount of energy to achieve its moves. The product of a robot $C$ with its battery $B$ under the interaction signature $\Sigma$ is given by the expression $A = C \times_\Sigma B$, where $\Sigma$ synchronizes a move of robot $C$ with battery $B$. Note that different batteries behave differently. The set of batteries that would lead to the same behavior is given by the quotients of $A$ by $B$.

**Definition 21** (Right (left) division). Let $A$ be divisible by $B$ under $\times_\Sigma$. The right (respectively, left) quotient of $A$ divided by $B$, under the product $\times_\Sigma$ and the choice function $\chi$ over the right (respectively, left) quotients, is the element $\chi(A/_{\Sigma}^* B)$ (respectively, $\chi(A \setminus_{\Sigma}^* B)$). We write $A/\chi B$ (respectively, $A \setminus_{\Sigma} B$) to represent the quotient.

**Example 26.** It is usual (e.g., [92]) to consider the greatest common divisor when forming the product of cyber-physical components, so that no observation is missed.

\(^{10}\)We assume the axiom of choice\(^{86}\) and the existence of a function $\chi$ that picks an element from a set.
Our operation of division, however, gives an alternative perspective. Let \( C(H) \) be a component whose observations have time stamps that are natural multiples of \( H \in \mathbb{R}_+ \). Then, let \( A = C(H_1) \times_\Sigma C(H_2) \). The set of components \( \{C(H) \mid A = C(H_1) \times_\Sigma C(H), H \in \mathbb{R}_+ \} \) contains all the quotients of \( A \) divisible by \( C(H_1) \). The selection of the component with the lowest period \( H \) would be one choice function for the division of \( A \) by \( C(H) \) under \( \Sigma \). When \( \Sigma \) enforces events from \( C(H_1) \) and \( C(H) \) to occur simultaneously, the product \( \times_\Sigma \) projects observation on a common multiple period, and the division returns one component with \( H \) as period and whose natural multipliers correspond to the greatest common divisor between integer multiplier in \( C(H_1) \) and \( C(H_2) \).

If \( \times_\Sigma \) is commutative, then \( A/_{\Sigma} B = A \setminus_{\Sigma} B \), in which case we denote the division \( A \) as \( \Sigma B \).  

**Example 27 (Lowest element).** One measure to order the set of quotients is to find a component that is contained in all the other component behaviors. Indeed, every quotient has the property that, in composition with the divisor, the resulting component equals the dividend. Then, finding a quotient that is contained in all other quotients may be optimal in terms of behavior complexity.

Let \( C \), the set of right (left) quotients for \( A \) divisible by \( B \) for product \( \times \), is equipped with an ordering such that the lowest element is an element of \( C \), then a function that picks the lowest element can act as a choice function to define the result of the division of \( A \) by \( B \).  

One may consider \( \leq \) as a natural ordering on quotients. However, the set of quotients equipped with the containment relation may not have a lowest element. One such example is shown in Table 2.3. Consider \( A, B, C, \) and \( D \) with \( \{0, 1, 2\}, \{0, 1\}, \{0, 2\}, \) and \( \{1, 2\} \) as interface, respectively. Using the synchronous composition operation, the TESs \( \tau \) and \( \eta \) compose with the TES \( \delta \) to give the TES \( \sigma \). However, \( C \) and \( D \) require synchronization on their shared event to compose with \( B \). A smaller component than \( C \) and \( D \) would be a component \( F \), whose interface is the singleton set containing event 2. However, such component has no shared event with \( B \), and may therefore freely interleave its observations, which does not correspond with observations in \( A \). Thus, \( F \) is not an element of the quotients, and \( C \) and \( D \) have no lower bound in the set of quotients.

We show in the next theorem that a subset of quotients with a shared interface has a lower bound. We discuss how the choice of an interface for a quotient may be guided by some qualitative design choices.
**Table 2.3**: Counter example for a lowest element in the division of $A$ by $B$, with $C$ and $D$ two quotients.

<table>
<thead>
<tr>
<th>$\sigma : A$</th>
<th>$\tau : B$</th>
<th>$\delta : C$</th>
<th>$\eta : D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>${0,1,2}$</td>
<td>${0,1}$</td>
<td>${0,2}$</td>
</tr>
<tr>
<td>$t_2$</td>
<td>${0,1,2}$</td>
<td>${0,1}$</td>
<td>${0,2}$</td>
</tr>
<tr>
<td>$t_3$</td>
<td>${0,1,2}$</td>
<td>${0,1}$</td>
<td>${0,2}$</td>
</tr>
<tr>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
<td>$\ldots$</td>
</tr>
</tbody>
</table>

**Theorem 2.** Let $\leq$ be the containment relation introduced in Definition 3. Let $\times_\Sigma$ be a commutative, associative, and idempotent product on components, and such that for any two components $C$ and $D$ with the same interface, $C \times_\Sigma D \leq C$. Given $A$ divisible by $B$ under $\times_\Sigma$, any finite subset of quotients sharing the same interface $E$ has a lower bound that is itself a quotient in $A/_{\Sigma}^\leq B$.

**Proof.** Let $C(E)$ be a finite subset of the set \{C | C has interface $E$ and $C \in A/_{\Sigma}^\leq B$\}. We also write $\times_\Sigma C(E)$ for the product of all components in $C(E)$.

For any $C \in C(E)$, we have 

$$\times_\Sigma C(E) \leq C$$

which makes $\times_\Sigma C(E)$ a lower bound for $C(E)$.

Given associativity, commutativity, and idempotency of $\times_\Sigma$, for any $C_1, C_2 \in C(E)$:

$$A = B \times_\Sigma C_1$$

$$A = B \times_\Sigma C_2$$

$$A \times_\Sigma A = A = (B \times_\Sigma C_1) \times_\Sigma (B \times_\Sigma C_2)$$

$$A = B \times_\Sigma (C_1 \times_\Sigma C_2)$$

which, applied over the set $C(E)$, gives $A = B \times_\Sigma (\times_\Sigma C(E))$. Thus, $\times_\Sigma C(E) \in C(E)$.

When conditions of Theorem 2 are satisfied, we write $A/_{\Sigma}^\leq E B$ for the lower bound of the set of quotients with interface $E$.

**Remark 5.** The operation of division defined by Theorem 2 raises several points for discussion. First, the set of quotients sharing the same interface is structured. Indeed, when the interface is fixed, each finite subset of quotients has a lowest element.}

---

11 Strictly speaking, closure under finite product does not necessarily imply closure under infinite product. We leave investigating the conditions under which closure under infinite product holds, for future work.
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under ≤, which makes the definition of a division operator possible. Second, the fact that there is, in general, no minimal element over the set of all quotients reveals the important role that interfaces play in system decomposition. In other words, one may consider another measure to choose a quotient interface, that is orthogonal to behavior containment (see Section 2.2.4 for a discussion about the cost of coordination).

We use 1 to denote the component \((\emptyset, \text{TES}(\emptyset))\), and 0 to denote the component \((\emptyset, \emptyset)\), that has the empty interface and no behavior.

A component \(A = (E_A, L_A)\) is closed under insertion of silent observations if, for any \(\sigma \in L_A\), and for any silent observation \((\emptyset, t)\) with \(t \in \mathbb{R}_+\), and given \(i \in \mathbb{N}\) such that \(\sigma(i) = (O, t_1)\) and \(\sigma(i + 1) = (O', t_2)\) with \(t_1 < t < t_2\), then there exists \(\eta \in L_A\) such that \(\sigma(k) = \eta(k)\) for all \(k \leq i\), \(\sigma(i + 1) = (\emptyset, t)\), and \(\sigma(k + 2) = \eta(k + 1)\) for all \(k > i\).

In order to reason about components algebraically, we want some properties to hold. For instance, that a component is divisible by itself and the set of quotients contains the unit element.

**Lemma 14.** Let \(A\) be a component closed under insertion of silent observations, and \(\Sigma_{sync}\) the synchronous interaction signature introduced in Example 4. Then, \(1 \in A/\Sigma_{sync} A\).

**Proof.** For any element \(\sigma : A\), and for any \(\tau : 1\), we have \((\sigma, \tau) \in R\) and \(\sigma[\cup] \tau : A\). Moreover, for any \(\sigma : A\), there exists \(\tau : 1\) such that \((\sigma, \tau) \in R\) and \(\sigma[\cup] \tau = \sigma\). Then, \(1\) is in the set of quotients of \(A\) by \(A\). \(\Box\)

**Remark 6.** Note that Lemma 14 assumes components to be closed under insertion of silent observations. The reason, as shown in the proof, comes from the product of \(1\) with a component \(A\) that may insert silent observations at arbitrary points in time. A consequence of Lemma 14 is the existence of a choice function that can pick, from the set of quotients, the unit component for the division of \(A\) by \(A\).

**Example 28.** Let \((R(1, P, T) \bowtie R(2, P, T) \bowtie R(3, P, T)) \times_{\Sigma_{RF}} F_\mu(I)\) be the product of three robot components and a field component with \(I = \{1, 2, 3\}\). Consider the component \(P = (E, L)\) with \(E = \{\text{read}((n, m), i), (n, m)_i | n, m \in \mathbb{N}\}\) and \(L \subseteq \text{TES}(E)\).

Then, \(((R(1, P, T) \bowtie R(2, P, T) \bowtie R(3, P, T)) \times_{\Sigma_{RF}} F_\mu(I)) /_{\Sigma_{RF}} E' P\), with \(E' = (E_R(1) \cup E_R(2) \cup E_R(3) \cup E_F(I)) \setminus \{(n, m)_i | n, m \in \mathbb{N}\}\), denotes the component that, in composition with \(P\), recovers the initial system. Note that the component resulting from division ranges over the interface \(E'\). As a consequence, all events \((n, m)_i\) have been

53
hidden in the quotient. Note that the division exists due to the interaction signature
\( \Sigma_{RF} \) that imposes simultaneity on occurrence of events read\((n, m), i\) and \((n, m)i\). ■

Lemma 15 and Lemma 16 show properties of divisability of components that are
similar arithmetic divisability: (1) \( n/(n/m) \) is divisible by \( m \), and (2) if \( n \) is divisible
by \( m \) and \( m \) is divisible by \( o \) then \( n \) is divisible by \( o \).

**Lemma 15.** Let \( \times_{\Sigma} \) be commutative. Given \( A \) divisible by \( B \) under \( \Sigma \) and \( \chi \) a choice
function on the set of quotients of \( A \) divisible by \( B \), then \( B \in A/_{\Sigma}^*(A/_{\Sigma}^*B) \).

**Proof.** If \( A \) is divisible by \( B \) under \( \Sigma \) and if \( \chi \) selects one quotient over the set, then
\( C = A/_{\Sigma}^*B \) is such that \( A = B \times_{\Sigma} C \). By commutativity of \( \times_{\Sigma} \), \( A = C \times_{\Sigma} B \) and
\( B \in A/_{\Sigma}^*C \). \(\Box\)

**Lemma 16.** Let \( \times_{\Sigma} \) be associative. If \( A \) is divisible by \( B \) under \( \Sigma \) and \( B \) is divisible
by \( C \) under \( \Sigma \), then \( A \) is divisible by \( C \) under \( \Sigma \).

**Proof.** If \( A \) is divisible by \( B \) under \( \Sigma \), then there exists \( D \) such that \( A = B \times_{\Sigma} D \). If \( B \)
is divisible by \( C \) under \( \Sigma \), then there exists \( E \) such that \( B = C \times_{\Sigma} E \). By substitution,
we have \( A = (C \times_{\Sigma} E) \times_{\Sigma} D \). Using associativity of \( \times_{\Sigma} \), we get \( A = C \times_{\Sigma} (E \times_{\Sigma} D) \)
which proves that \( A \) is divisible by \( C \) under \( \times_{\Sigma} \). \(\Box\)

### 2.2.2 Conformance

The criterion for divisibility of \( A \) by \( B \), under product \( \times \), is the existence of a quotient
\( C \) such that \( B \times C = A \). The equality between \( B \times C \) and \( A \) makes division a suitable
decomposition operator. We can define, a similar operation to describe all components
\( C \) that coordinate \( B \) in order for the result to behave in conformance with specification
\( A \). In this case, we replace equality with the refinement relation of Definition 2.

**Definition 22** (Right (left) conformance). Component \( B \) is right (respectively, left)
conformable with component \( A \) under \( \times \) if there exists a non-empty component \( C \)
such that \( C \times B \sqsubseteq A \) (respectively, \( B \times C \sqsubseteq A \)).

**Definition 23** (Right (left) conformance coordinators). The right (respectively, left)
conformance coordinators that make \( B \) behave in conformance with \( A \) under \( \times_{\Sigma} \),
denoted as \( A \downarrow_{\Sigma}^* B \) (respectively, \( A \uparrow_{\Sigma}^* B \)), is the set \( \{ C \mid C \times_{\Sigma} B \sqsubseteq A \} \) (respectively,
\( \{ C \mid B \times_{\Sigma} C \sqsubseteq A \} \)).

If \( \times_{\Sigma} \) is commutative, then \( A \downarrow_{\Sigma}^* B = A \uparrow_{\Sigma}^* B \), in which case we write \( A \downarrow_{\Sigma} B \).
Trivially, every component can be coordinated with the empty coordinator, i.e., the
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component \( 0 = (\emptyset, \emptyset) \). However, the set of coordinators having the same interface is structured and gives ways to define non-trivial coordinators, as in Theorem 3.

**Definition 24** (Right (left) coordinator). Let \( B \) be conformable with component \( A \), and let \( \chi \) be a choice function that selects the best component out of a set of components. The right (respectively, left) coordinator that makes \( B \) behave in conformance with \( A \), denoted as \( A \downarrow^*_\chi B \) (respectively, \( A \uparrow^*_\chi B \)), is the component \( \chi(A \downarrow^*_\Sigma B) \) (respectively, \( \chi(A \uparrow^*_\Sigma B) \)).

**Example 29** (Greatest element). One measure to order the set of coordinators is containment. The refinement relation used to define conformance also accepts coordinators that have no behavior at all, and trivially satisfies the behavior inclusion relation. To maximize the observables of the resulting composite behavior set, corresponds to finding the greatest coordinator under the containment relation.

More generally, if \( C \), the set of right (left) coordinators for \( B \) conformable with \( A \) under \( \times \), is equipped with an ordering such that the greatest element is an element of \( C \), then the function that picks the greatest element can act as a choice function to select the best conformance coordinator of \( B \) to behave as \( A \) under \( \times \).

Following the result of Theorem 2 if the interface of the quotient is fixed, then the subset of quotients that have the same interface has a least element with the containment relation introduced in Definition 3. We show in Theorem 3 that a similar result holds for the set of coordinators.

**Theorem 3.** Let \( \leq \) be the containment relation introduced in Definition 3. Let \( \times_{(R,\oplus)} \) be a commutative, associative, idempotent, and monotonic (as in Definition 9) product on components. Given \( B \) conformable with \( A \) under \( \times_{(R,\oplus)} \), any finite subset of coordinators sharing the same interface \( E \) has an upper bound that is itself a coordinator in \( A \downarrow^*_\Sigma B \).

**Proof.** Let \( C(E) \) be a finite subset of the set \( \{ C \mid C \text{ has interface } E \text{ and } C \in A \downarrow^*_\Sigma B \} \). We define the union of two components \( A = (E_A, L_A) \) and \( B = (E_B, L_B) \), as the component \( A \cup B = (E_A \cup E_B, L_A \cup L_B) \). The union of all components in \( C(E) \) is the component \( \bigcup C(E) = (E, \bigcup_{C \in C(E)} L_C) \) where \( L_C \) is the behavior of component \( C \). Moreover, we have that, for any component \( A, B, C \), with \( B \) and \( C \) sharing the same interface \( E \), \( (A \times_{(R,\oplus)} B) \cup (A \times_{(R,\oplus)} C) = A \times_{(R,\oplus)} (B \cup C) \). Indeed let \( L \) be the
behavior of \((A \times (R, \oplus)) B \cup (A \times (R, \oplus)) C\) and \(S\) be the behavior of \(A \times (R, \oplus) \left( B \cup C \right)\):

\[
L = \{\sigma \oplus \tau \mid \sigma \in L_A, \tau \in L_B, (\sigma, \tau) \in R(E_A, E)\} \cup \\
\{\sigma \oplus \tau \mid \sigma \in L_A, \tau \in L_C, (\sigma, \tau) \in R(E_A, E)\}
\]

\[= \{\sigma \oplus \tau \mid \sigma \in L_A, \tau \in L_B \cup L_C, (\sigma, \tau) \in R(E_A, E)\} = S\]

We show that \(\bigcup C(E)\) is an upper bound for the set of coordinators \(C(E)\). For any \(C \in C(E)\), we have

\[
C \subseteq \bigcup C(E)
\]

which implies that \(C \leq \bigcup C(E)\) and makes \(\bigcup C(E)\) an upper bound for \(C(E)\).

Given associativity, commutativity, and idempotency of \(\times (R, \oplus)\), for any \(C_1, C_2 \in C(E)\):

\[
B \times (R, \oplus) C_1 \subseteq A \\
B \times (R, \oplus) C_2 \subseteq A \\
(B \times (R, \oplus) C_1) \cup (B \times (R, \oplus) C_2) \subseteq A \\
B \times (R, \oplus) (C_1 \cup C_2) \subseteq A
\]

which, applied over the set \(C(E)\), gives \(B \times (R, \oplus) \left( \bigcup C(E) \right) \subseteq A\). Thus, \(\bigcup C(E) \in C(E)\).

Finding a conformance coordinator that makes \(B\) behave in conformance with \(A\) is looser than finding a quotient for \(A\) divisible by \(B\): any quotient of \(A\) by \(B\) under a product \(\times \Sigma\) is therefore a coordinator that makes \(B\) conformable with \(A\). Such quotient-coordinator has the property that it “coordinates” \(B\) such that the resulting behavior covers the whole behavior of \(A\).

For some suitable products, Theorem 2 and Theorem 3 state the existence, respectively, of a lowest element in the subsets of quotients and a largest element in the set of coordinators that share the same interface. The synchronous product introduced in Example 4 is one product that satisfies the requirements of each theorem.

### 2.2.3 Applications of Division

In this section, we consider the robot, field, and protocol components introduced in Examples 19, 20, and 21 together with the synchronous product \(\times \Sigma\) of Example 4 and the product \(\times \Sigma_{RF}\) of Example 22. Both products are commutative (Lemma 1 in 62),
and we therefore omit the right and left qualifiers for division and conformance.

**Initial conditions** For each robot, we fix the power requirement of a move and the time period \( T \) between two observations to be such that a move of a robot during a period \( T \) corresponds to a one unit displacement on the field. Then, each move action of a robot changes the location of the robot by a fixed number of units or none if there is an obstacle. We write \( R(i) \) for robot \( R(i, P, T) \) with such fixed \( P \) and \( T \).

As an example, the observation \( \{ \text{read}(i, (x; y)) \} \) followed by the observation \( \{ \text{read}(i, (x'; y')) \} \) gives only few possibilities for \((x'; y')\) : either \((x; y) = (x'; y')\), in which case the robot got blocked in the middle of its move, or \((x'; y')\) increases (or decreases) by one unit the \( x \) or \( y \) coordinates, according to the direction \( d \).

Let the initial state \( \mu \) of the field be such that \( \mu(1) = (3; 0) \), \( \mu(2) = (2; 0) \), and \( \mu(3) = (1; 0) \), which defines the initial positions of \( R(1) \), \( R(2) \) and \( R(3) \) respectively, and let there be obstacles throughout the field on the \( 3 \times 2 \) rectangle from \((0; -1)\) to \((4; 2)\), i.e., for all \((x, y) \in ([0; 4] \times [-1; 2]) \setminus ([1; 3] \times [0, 1])\), there exists \( i \in I \) such that \( \mu(i) = (x, y)_i \). As a result, the moves of each robot are restricted to the inside of the \( 3 \times 2 \) rectangle as displayed in Table 2.5.

**Approximation of the Field as a Grid**

**Problem** A field component captures in its behavior the continuous responses of a physical field interacting with robots roaming on its surface. The interface of the field contains therefore an event, per object, for each possible position and each possible move. In some cases, however, only a subset of those events are of interest. For instance, we may want to consider only integer position of objects on the grid, and discard intermediate observables. As a result, such component would describe a discrete grid instead of a continuous field, while preserving the internal physics: no two objects are located on the same position. We show how to define the grid as a subcomponent of the field, using the division operator.

**Definition of the grid** We use division to capture a discrete grid component \( G_{\mu}(I) \subseteq F_{\mu}(I) \) contained in the field component \( F_{\mu}(I) \). A grid component has the interface \( E_{G}(I) \), where \( E_{G}(I) \subseteq E_{F}(I) \) with \((x, y)_i \in E_{G}(I)\) implies \( x, y \in \mathbb{N} \).

We use the component \( C = (E_{G}(I), \text{TES}(E_{G}(I))) \) to denote the free component whose behavior contains all TESs ranging over the interface \( E_{G}(I) \). Then, by application of Theorem 2 we use the least element with respect to \( \leq \) of the set of quotients
of $C \times_{\Sigma_{\text{sync}}} F_\mu(I)$ divided by $F_\mu(I)$ under $\Sigma_{\text{sync}}$ to define the grid. Thus,

$$G_\mu(I) = \Sigma_{\text{sync}} \frac{C \times_{\Sigma_{\text{sync}}} F_\mu(I)}{F_\mu(I)} (\leq, E_G(I))$$

which naturally emerges as a subcomponent of the field component $F_\mu(I)$.

**Consequences**  The grid component inherits some physical constraints from the field $F_\mu(I)$, but is strictly contained in the field component. There is a fundamental difference between an approximation of the position as a robot sensor detects, and a restriction of the field to integer positions as in the grid component. In the former, the component reads a value that does not correspond precisely to its current position, while in the latter, the position read is exact but observable only for integer values.

As a result, the two component expressions $(R(1) \bowtie R(2) \bowtie R(3)) \times_{\Sigma_{\text{RF}}} G_\mu(I)$ and $(R(1) \bowtie R(2) \bowtie R(3)) \times_{\Sigma_{\text{RF}}} F_\mu(I)$ restrict each robot behavior in different ways: the grid component allows discrete moves only and the position that a robot reads is the same position as that of an object on the grid, while the field component allows continuous moves but the position that a robot reads is an approximation of the position of the robot on the field. In the sequel, we use the grid component $G_\mu(I)$ instead of the field component.

**Updates of components**

**Problem**  The interaction signature of a product operator on components restricts which pairs of behaviors are composable. As a consequence, some components may have more behavior than necessary, namely the elements that do not occur in any composable pair. An update is an operation that preserves the global behavior of a composite system while changing an operand of a product in the algebraic expression that models the composed system. The goal of such update, for instance, is to remove some behaviors that are not composable or prevent some possible runtime errors. We give an example of such update that replaces a robot component by a new version that removes some of its possibly blocking moves.

**Scenario**  For each robot, we fix its behavior to consist of TESs that alternate between move and reading observations. Moreover, for a robot’s period $T$, and arbitrary $n_i \in \mathbb{N}$, we let $T \times n_i$, $i \in \mathbb{N}$, represent the timestamp of the $i^{th}$ observation of a TES in its behavior, so long as $n_i < n_{i+1}$. Table 2.4 displays elements of the behavior for each
Table 2.4: Prefixes of four TESs for $R(1)$, $R(2)$, and $R(3)$. For direction $d$ and robot $i$, we write $d(i)$ instead of $d(i,p)$ since the power $p$ is initially fixed. We omit the set notation as observations are all singletons. We consider $(n_i)_{i \in \mathbb{N}}$ as an increase sequence of natural numbers.

<table>
<thead>
<tr>
<th>t/T</th>
<th>$\sigma : R(1)$</th>
<th>$\eta : R(1)$</th>
<th>$\tau : R(2)$</th>
<th>$\delta : R(3)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_0$</td>
<td>$\text{read}(1,(3;0))$</td>
<td>$\text{read}(1,(3;0))$</td>
<td>$\text{read}(2,(2;0))$</td>
<td>$\text{read}(3,(1;0))$</td>
</tr>
<tr>
<td>$n_1$</td>
<td>$N(1)$</td>
<td>$W(1)$</td>
<td>$N(2)$</td>
<td>$E(3)$</td>
</tr>
<tr>
<td>$n_2$</td>
<td>$\text{read}(1,(3;1))$</td>
<td>$\text{read}(1,(2;0))$</td>
<td>$\text{read}(2,(2;1))$</td>
<td>$\text{read}(3,(2;0))$</td>
</tr>
<tr>
<td>$n_3$</td>
<td>$W(1)$</td>
<td>$W(1)$</td>
<td>$W(2)$</td>
<td>$E(3)$</td>
</tr>
<tr>
<td>$n_4$</td>
<td>$\text{read}(1,(2;1))$</td>
<td>$\text{read}(1,(1;0))$</td>
<td>$\text{read}(2,(1;1))$</td>
<td>$\text{read}(3,(3;0))$</td>
</tr>
<tr>
<td>$n_5$</td>
<td>$W(1)$</td>
<td>$\emptyset$</td>
<td>$S(2)$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$n_6$</td>
<td>$\text{read}(1,(1;1))$</td>
<td>$\emptyset$</td>
<td>$\text{read}(2,(1;0))$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$n_7$</td>
<td>$S(1)$</td>
<td>$\emptyset$</td>
<td>$E(2)$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$n_8$</td>
<td>$\text{read}(1,(1;0))$</td>
<td>$\emptyset$</td>
<td>$\text{read}(2,(2;0))$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$n_9$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

robot. For instance, the TES $\eta : R(1)$ captures the observations resulting from $R(1)$ moving west twice. Note that, in composition with the grid component, the readings may conflict with the actual position of the robot, as some moves may not be allowed due to obstacles on the path.

For instance, given the expression $(R(1) \bowtie R(2) \bowtie R(3)) \times \Sigma_{RF} G_\mu(I)$, the TES $\eta$ is not observable as it is not composable with any of the TESs $\tau$ or $\delta$ from $R(2)$ and $R(3)$ respectively. We show how to use division to remove all of such behaviors.

Update The replacement for $R(1)$ should preserve the global behavior. We use division to define an update $R'(1)$ of $R(1)$ that removes all elements from its behavior that are not composable with any element from the behavior of $R(2)$ and $R(3)$ under the constraints imposed by the grid.

As a result, the component

$$R'(1) = \Sigma_{sync} \frac{(R(1) \bowtie R(2) \bowtie R(3)) \times \Sigma_{RF} G_\mu(I)}{(R(1) \bowtie R(2) \bowtie R(3)) \times \Sigma_{RF} G_\mu(I)} \leq E_R(1) \quad (2.3)$$

contains in its behavior all elements ranging over the interface $E_R(1)$ that are composable with elements in the behavior of the dividend component. Note that the set of quotients is filtered on the interface $E_R(1)$, and $R(1)$ trivially qualifies as a quotient. However, $R(1)$ is not minimal as $\eta$ can be removed from its behavior.
Table 2.5: Prefixes of three TESs for \(R(1)\), \(R(2)\), and \(R(3)\), graphically represented by some trajectories on a grid.

<table>
<thead>
<tr>
<th>(t/T)</th>
<th>(\sigma: R(1))</th>
<th>(\tau: R(2))</th>
<th>(\delta: R(3))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n_1)</td>
<td>(N(1))</td>
<td>(N(2))</td>
<td>(E(3))</td>
</tr>
<tr>
<td>(n_2)</td>
<td>(W(1))</td>
<td>(W(2))</td>
<td>(E(3))</td>
</tr>
<tr>
<td>(n_3)</td>
<td>(W(1))</td>
<td>(S(2))</td>
<td>(\text{read}(3,(x_3;y_3)))</td>
</tr>
<tr>
<td>(n_4)</td>
<td>(S(1))</td>
<td>(E(2))</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>(n_4)</td>
<td>(\text{read}(1,(x_1;y_1)))</td>
<td>(\text{read}(2,(x_2;y_2)))</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>(n_5)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Consequence As a consequence, we defined, using division, an update for component \(R(1)\) that removes some elements of its behavior while preserving the global behavior of the composite expression.

Note that the fact that in our example each robot alternates between a move and a read is crucial to remove, by composition, undesired behavior. Indeed, the readings of each robot must synchronize with the location displayed on the grid, and therefore implies that the robot successfully moved. The constraints imposed by the grid coordinate the robot by preventing two robots to share the same location.

Coordination and distribution

Problem Consider the scenario previously described with an additional modification: a robot no longer observes its location after every move, but only at the end of the sequence of moves. The TESs of each robot’s behavior are described in Table 2.5 where \((x_i,y_i)\) ranges over possible position readings for robot \(i\). As a result, conflicts between robots may no longer be observable, and the timing of observations may render some incidents of robots blocking each other unobservable. We define a coordinator that makes the system conformant to a global property. As opposed to the division operation, a conformance coordinator may restrict the system behavior to a subset that conforms to a specified property. We consider the following property \(P_{\text{sorted}}(I)\): “eventually, all the robots get sorted, i.e., every robot \(R(i)\) eventually ends on the grid location \((i;0)\).”.

60
Global coordinator We can define, from the sort property, a component as $C_{\text{sorted}}(I) = (E_{\text{sorted}}(I), L_{\text{sorted}}(I))$ whose interface is the union of the interfaces of all robots and the grid, i.e., $E_{\text{sorted}}(I) = E_G(I) \cup \bigcup_{i \in I} E_R(i)$, and whose behavior $L_{\text{sorted}}(I) \subseteq TES(E_{\text{sorted}}(I))$ contains all sequences of moves that make the robots eventually end in their respective sorted grid positions, i.e., $\sigma \in L_{\text{sorted}}(I)$ if and only if there exists $t \in \mathbb{R}_+$ such that $(O, t) \in \sigma$ with $(i; 0)_i \in O$ for all $i \in I$. Note that, by construction, the behavior of component $C_{\text{sorted}}(I)$ may contain some TESs from the behavior of component $(R(1) \triangleright R(2) \triangleright R(3)) \times \Sigma_{RF} G_\mu(I)$, namely ever TESs that satisfies the property.

Consequently, the product of component $C_{\text{sorted}}(I)$ with $(R(1) \triangleright R(2) \triangleright R(3)) \times \Sigma_{RF} G_\mu(I)$, under the signature $\Sigma_{sync}$, defines a component whose behavior contains all elements in the behavior of $(R(1) \triangleright R(2) \triangleright R(3)) \times \Sigma_{RF} G_\mu(I)$ that are also in the behavior of $C_{\text{sorted}}(I)$. Therefore, if the behavior of component $((R(1) \triangleright R(2) \triangleright R(3)) \times \Sigma_{RF} G_\mu(I)) \triangleright C_{\text{sorted}}(I)$ is not empty, $(R(1) \triangleright R(2) \triangleright R(3)) \times \Sigma_{RF} G_\mu(I)$ is conformant to $C_{\text{sorted}}(I)$ and $C_{\text{sorted}}(I)$ is a principal coordinator. However, using $C_{\text{sorted}}(I)$ as a coordinator requires each component to synchronize, at each step, with every other component. We show how to define a different choice function on the set of coordinators, in order to identify a minimalist form of coordination.

Minimalist coordinator We define a coordinator whose interface is strictly contained in the interface of the global $C_{\text{sorted}}(I)$ coordinator. More precisely, we search for a coordinator over the interface of robot $R(1)$ that makes the system $(R(1) \triangleright R(2) \triangleright R(3)) \times \Sigma_{RF} G_\mu(I)$ conformant to the property component $C_{\text{sorted}}(I)$. First, observe that the set of coordinators

$$(R(1) \triangleright R(2) \triangleright R(3)) \times \Sigma_{RF} G_\mu(I) \downarrow_{\Sigma_{sync}} C_{\text{sorted}}(I)$$

filtered on the interface $E_R(1)$ is empty. Indeed, for any set of timestamp factors $n_1$, $n_2$, $n_3$, and $n_4$ for the observables of $R(1)$ in Table 2.5, there exists an element from the behavior of $R(2)$ that delays its first action until after $n_3$, and eventually ends up in a blocking position. As a consequence, there is no coordinator restricted to the events of $R(1)$ that makes $(R(1) \triangleright R(2) \triangleright R(3)) \times \Sigma_{RF} G_\mu(I)$ conformant to $C_{\text{sorted}}(I)$.

Instead, we consider filtering the set of coordinators with the interface $E_R(1) \cup \{N(2)\}$. In this case, one can find a simple coordinator that makes the set of robots to conform with the sort property. Indeed, every observation $N(1)$ of robot $R(1)$ must occur after an observable $N(2)$ of robot $R(2)$. As a result, such coordinator $C_{12}$
restricts $R(1)$ to move only after $R(2)$ moves, which results in a composite system conformant to $C_{\text{sorted}}(I)$. Thus, the new coordinator $C_{12}$, in product with $R(1)$, $R(2)$, $R(3)$, and the grid $G_{\mu}(I)$ satisfies the sort property, i.e., $((R(1) \bowtie R(2) \bowtie R(3)) \times_{\Sigma_{RF}} G_{\mu}(I)) \bowtie C_{12} \subseteq C_{\text{sorted}}(I)$.

**Consequence**  We showed one global coordinator for the set of robots to satisfy the sort property, and one minimalist coordinator over the interfaces of $E_{R}(1)$ with an event from $E_{R}(2)$. The minimalist coordinator has an interface strictly included in the global coordinator, which therefore minimizes the amount of interaction among components. In the next section, we discuss the cost of coordination as a possible measure to order a set of conformance coordinators.

### 2.2.4 Discussion

The operations of division and conformance defined earlier characterize all possible updates and coordinators for a composite system. In general, the set of quotients or coordinators is not a singleton, which then necessitates a choice function to *pick* a component that suits the needs. We saw in Theorem 2 how such a choice function can be defined using an ordering on components, and choosing the least of such component. Intuitively, such choice function prefers a quotient with the least amount of observations. However, Theorem 2 assumes a fixed interface, and does not discuss how to rank components according to their interface. We discuss alternative rankings hereafter in the case of a synchronous product $\bowtie$ of Example 4.

#### Cost of coordination

Let $A = (E_A, L_A)$ and $B = (E_B, L_B)$ be two components such that the set of quotients of $A$ divisible by $B$ under $\bowtie$, the synchronous product, is non empty. Consider, as well, a component $C = (E_C, L_C)$ in the set of quotients. We discuss alternative scenarios based on the interface of component $C$.

Consider the case where $E_C \cap E_B \neq \emptyset$. Then, events in the intersection $E_C \cap E_B$ are events for which $C$ and $B$ must perform a simultaneous observation, i.e., with equal time stamp. The size of the intersection $E_C \cap E_B$ therefore characterizes how much coordination should take place among two implementations of components $B$ and $C$ to successfully achieve the synchronous observations. Alternatively, if a component $D = (E_D, L_D)$ is in the set of quotients such that $|E_D \cap E_B| < |E_C \cap E_B|$, the number
of shared events is smaller, which hints at a smaller amount of coordination among components $D$ and $B$.

In the case that $E_C \cap E_B = \emptyset$ and $E_C \neq \emptyset$, the family of quotients with interface $E_C$ are particularly useful. The fact that the two interfaces are disjoint tells us that $A$ can be decomposed in two components that do not need any coordination. Indeed, as $\approx$ only constraints occurrences of shared events, if $B$ and $C$ share no events then they can be run completely independently.

The two cases highlighted above give us some insight on how coordination can be used as a measure to rank components. Note that such ranking is contextual to the dividend and the divisor. Even though $C$ may require more coordination than $D$ to synchronize with $B$ in order to form component $A$, in the context of $A$ divisible by another component $F$, the component $C$ may become preferable to $D$.

The cost of coordination discussed here is orthogonal to efficiency measures discussed in 2. For that reason, the two measures can be combined to first rank components in terms of their interface to minimize the amount of coordination required, and then rank components sharing the same interface in terms of the size of their behavior. More thorough analysis could be done as to compare, from the behavior of each component, how often coordinated event effectively occurs.

**Series of division**

We defined the operator of division on components. We saw that, under some criteria, division may return a ‘better’ description of a composite system, i.e., for $A = B \times C$, the division of $A$ by $B$ may return a $D$ better than $C$ while preserving the behavior of $A$.

Then, one question that follows is that of convergence. Consider the expression $A = B \times C$, and the division of $A$ by $B$ returning a component $C' \neq C$. Symmetrically, the division of $A$ by the new component $C'$ may return a component $B' \neq B$. Repeating the same process, dividing $A$ by $B'$ and so on, gives a sequence of components $C^{(n)}$ and $B^{(n)}$ for the respective $n^{th}$ division. Does the sequence eventually converge to a fixed pair of components?

**2.3 Linearization**

The algebra that we introduced in Section 2.1 is expressive enough to model a large range of concurrent systems. While the focus of this thesis is on components with
cyber-physical aspects, we can use the algebraic setting to prove useful properties of components with cyber-cyber interactions.

In this section, we consider order sensitive components, which are components for which the order of observations matters but not the exact time labels of observations. For that reason, the behavior of such a component is closed under non-uniform stretching time, as long as the order of observations remains the same. We relax the notation throughout this section, and use a sequence $\sigma \in \mathcal{P}_f(\Sigma)^\omega$ to effectively reason about all the TESs $\tau \in TES(\Sigma)$ that have the same order of observations, i.e., $\sigma = \text{pr}_1(\tau)$.

Programming languages like Reo [47] and LUSTRE [24] describe concurrent systems in terms of sequences of transactions (or interactions). A transaction is a finite set of actions that occur atomically, which corresponds to a timeless observation, as introduced in Section 2.1. That is, a transactions occurs if and only if all the actions in the set occur, without the interference of any other action in between. Atomicity captures the notion of the all-or-nothing behavior and the possibility of interleaving of independent events only (see Section 2.1). A prime example of a transaction in concurrent systems is a barrier synchronization, which allows a group of processes to proceed only when all of them reach a particular local state. We refer to an infinite sequence of transactions as a transactional trace, and refer to a set of transactional traces as a transactional behavior. Note that a transactional behavior is independent of the time at which the transaction occurs, and records the order of occurring transactions only. We use $\mathbb{T}$ to denote the set of transactional behaviors. Transactional behaviors are particularly suitable to describe what behavior is acceptable in a concurrent system, by declaring all sequences of transactions that are allowed. A transactional component denotes a transactional behavior restricted to a set of actions that we refer to as its interface. Transactional components are therefore a subclass of components as introduced in Section 2.1.

A transactional component is linear if and only if every transaction in this component is a singleton set or the empty set. Programming languages without syntax for such transactions, like [23] [80] [11], describe concurrent systems as linear (transactional) components. Linear components describe sequential behaviors and are particularly suitable to describe how the behavior of a component is generated, since at most one action happens at any given time. We use $\mathbb{L}$ to denote the set of transactional behaviors.

When two processes that have shared actions in their interfaces are composed, the occurrence of a shared action in their behaviors must coincide. This coincidence is understood as synchronous communication between the two processes. The concept
of (a)synchronous communication is orthogonal to transactional or linear behaviors. In this section, we deal exclusively with synchronous communication. To construct complex concurrent systems out of simpler components, we equip components with a composition operator that captures synchronous communication.

The design of a specification of a concurrent system is easier using transactional components [4], while its execution is better captured by linear components. However, in practice, a sequential processor can do at most one action at a time, and the number of actions that can happen at the same time is bounded by the number of parallel processors. Consequently, an implementation of a synchronous component on a sequential machine necessitates to linearize transactions to sequences of actions. A linearization of a synchronous component is valid if it preserves the all-or-nothing semantics of its transactions, and linearization of the product is the product of linearizations. The problem is therefore to characterize what linearization from transactional components in $\mathbb{T}$ to linear components in $\mathbb{L}$ are valid. Intuitively, the linearization of a transactional component is valid if the behavior of the resulting components preserves the intended semantics of the behavior of the initial transactional component.

Moreover, in the case of concurrent and distributed systems, compositionality is an important feature that allows one to run software in parts, and assemble the compiled parts at runtime. Besides static composition, dynamic composition is required for, e.g., dynamic updates, modular compilation, or reconfiguration. Semantically, runtime composition is captured by the composition operation $\otimes$ in $\mathbb{L}$. After defining transactional components in Section 2.3.2, we characterize valid linearizations in Section 2.3.4 and give two practical instances, one that runs every component in lockstep, and one that allows for interleaving of independent transactions. More particularly, we require that a sequence after linearization contains all events of a transactional behavior and preserve some ordering among dependent events.

### 2.3.1 Dependency and concurrency

We fix a (possibly infinite) set $\Sigma$ of primitive actions, and write $\tau \notin \Sigma$ to denote an internal action. We write $\Sigma_\tau = \Sigma \cup \{\tau\}$ to denote the set of actions. We do not make any assumptions on the structure of primitive actions. For instance, $\Sigma$ may consist of actions $a_c$ of the meaning “the traffic light indicates color $c$”, or $\Sigma$ may consist of actions $a_{p,d}$ of the meaning “port $p$ fires with data $d$”. We use regular expressions to denote a set of sequences of actions. Given a set $X$, with $a, b \in X$, the expressions $a + b$, $ab$, $a^*$ respectively denote the sets of sequences $\{a, b\}$, $\{ab\}$, and $\{a, aa, aaa, ...\}$.
Later on, we use regular expressions over a carrier that is the finite power set of \( X \): we should not confuse the set notation from the terms of the carrier and the set notation from the set of sequences that the expression denotes.

Some actions are dependent. For instance, the statement “port \( p \) fires with data \( d \) always happens before port \( p \) fires with data \( e \)” induces a dependency relation between \( a_{p,d} \) and \( a_{p,e} \). We define dependency as follows.

**Definition 25.** Dependency is a partial order \( \leq \) on \( \Sigma_\tau \), such that \( \tau \) is not related to any primitive action in \( \Sigma \).

In the sequel, we consider a fixed but arbitrary dependency \( \leq \) and say that \( a \) happens before \( b \) if \( a \leq b \). Dependency induces a symmetric, reflexive dependency relation

\[
D_\leq = \{(a,b) \in \Sigma^2 \mid a \leq b \text{ or } b \leq a\},
\]

which brings us to the realm of Mazurkiewicz traces \([67]\). Actions \( a \) and \( b \) are dependent if \( (a,b) \in D_\leq \) and are independent if \( (a,b) \notin D_\leq \). Note that, without loss of generality, we can make the partial order strict and remove the elements \( (a,a) \) from the dependency relation.

**Remark 7.** Consider a client that can send requests \( a \) and \( b \). Suppose that \( (a,b) \notin D_\leq \). Then, \( a \) and \( b \) are independent (e.g., one request does not require the other request) and the client may perform the requests in parallel.

The dependency relation allows us to permute independent actions. In the case of finite sequences, it suffices to define a trace equivalence as the smallest equivalence relation that allows commutation of consecutive independent actions. However, such a definition would allow only finitely many commutations, which means that \( (ab)^\omega \) and \( (ba)^\omega \) are not trace equivalent, whenever \( a \) and \( b \) are independent. Following Gastin \([37]\), we define trace equivalence by means of (infinite) dependency graphs.

**Definition 26.** The dependency graph \( \Gamma_\leq(s) \) of a sequence \( s \in \Sigma_\tau^\omega \) of actions is a graph \((V,E)\) with vertices \( V \) and edges \( E \) defined as

\[
V = \{(a,i) \mid a \in \Sigma_\tau, 0 \leq i < |s|_a\}
\]

\[
E = \{(a,i) \rightarrow (b,j) \mid (a,b) \in D_\leq \text{ and the } i\text{th } a \text{ occurs before the } j\text{th } b \text{ in } s\}
\]

where \( |s|_a \in \mathbb{N} \cup \{\infty\} \) is the number of occurrences of action \( a \in \Sigma_\tau \) in \( s \).
We define trace equivalence (modulo dependency \(\leq\)) as the kernel of \(\Gamma_{\leq}\):

\[\equiv_{\leq} = \ker(\Gamma_{\leq}) = \{(u, v) \mid \Gamma_{\leq}(u) = \Gamma_{\leq}(v)\}\].

In the sequel, we drop the subscript \(\leq\), if there is no danger of confusion. For a sequence \(s \in \Sigma^\omega\), we write \([s] = \{r \in \Sigma^\omega \mid r \equiv s\}\) for the equivalence class of \(s\). For a set \(L \subseteq \Sigma^\omega\), we write \([L] = \{r \in \Sigma^\omega \mid s \in L, r \equiv s\}\) for the closure of \(L\) under trace equivalence.

**Remark 8.** The most primitive verification tool of a software engineer is the print statement. Let \(\Sigma\) denote the set of all possible results of every print statement occurring in a program. If the program is sequential, its observable behavior can be accurately expressed as a set \(L \subseteq \Sigma^\infty\) of possibly infinite sequences of observations. The set \(L\) contains all relevant observable information of a sequential system.

If the software is concurrent, distinct statements may print simultaneously. To prevent unreadable output, the print statements acquire exclusive access to the log file or console before printing. While such linearization of observations restores the readability of the output, it hides the fact that the program is concurrent. Hence, the set of sequences of observations does not contain all relevant information of a concurrent system.

\[\diamondsuit\]

### 2.3.2 Transactional and linear components

We fix a collection \(T \subseteq \mathcal{P}_f(\Sigma)\) of finite sets of primitive actions, called *transactions*. A transaction \(A \in T\) is atomic, as defined in Section 2.1, such that all primitive actions in \(A\) occur simultaneously, and no other dependent action can interleave. The empty transaction \(\emptyset\) is related to the internal \(\tau\) step as we will see later. Note that some actions in \(\Sigma\) are conflicting, such as \(a_{p,d}\) and \(a_{p,e}\) from Section 2.3.1 for distinct data \(d \neq e\). Since conflicting actions never occur in the same transaction, we generally have \(T \neq \mathcal{P}_f(\Sigma)\) and \(\emptyset \in T\).

A *transactional trace* is an infinite sequence \(A_0A_1A_2 \cdots \in T^\omega\) of transactions. A *transactional behavior* is a set \(K \subseteq T^\omega\) of transactional traces. The composition operator on transactional behaviors \(K \in \mathcal{P}(T^\omega)\) is intersection, \(\cap\), of sets. Let \(I \subseteq \Sigma\) be a set of primitive actions. Consider the largest\(^{12}\) symmetric relation \(\sim_I\) on \(T^\omega\) that

\(^{12}\)This largest relation exists, because the union of all \(\sim_I\) that satisfy Equation 2.4 satisfies Equation 2.3
satisfies

$$\forall r, s \in T^\omega \quad r \sim_I s \Rightarrow r(0) \cap I = s(0) \cap I$$

and

$$r' \sim_I s',$$

(2.4)

where \( r'(i) = r(i + 1) \) and \( s'(i) = s(i + 1) \), for all \( i \geq 0 \). A transactional behavior \( K \subseteq T^\omega \) is \( \sim_I \)-closed, whenever \( r \sim_I s \in K \) implies \( r \in K \), for all \( r, s \in T^\omega \).

Given a transactional behavior \( K \), a transactional component is a pair \((I, K)\) with \( I \subseteq \Sigma \) and such that \( K \) is \( \sim_I \)-closed. We call \( I \) its interface.

**Example 30** (Sync channel). A Sync channel is a transactional component with \( I = \{a, b\} \) as interface containing an input port \( a \) and an output port \( b \). Whenever the Sync fires its input port, it simultaneously fires its output port.

Formally, let \( \Sigma = \{a, b\} \) consist of two actions \( a \) and \( b \) that correspond with firing of the input and output ports of the Sync channel, respectively. The behavior of the Sync is defined as the set \((\{a, b\} + \emptyset)^\omega\).

In a larger context, such as \( \Sigma = \{a, b, c\} \), for some other port \( c \), behavior for the Sync component extends to \((\{a, b, c\} + \{a, b\} + \{c\} + \emptyset)^\omega\), because we assume that components are closed under addition/removal of actions outside of their interface. That is, the set \((\{a, b, c\} + \{a, b\} + \{c\} + \emptyset)^\omega\) is \( \sim_I \)-closed.

**Remark 9.** There is a subtle difference between concurrent actions and transaction. Concurrency is about independence of actions such that they may happen simultaneously. A transaction is about timing of actions such that they will happen atomically, which may also be simultaneous. Since the two terms are both referring to actions that may happen at the same instance, it is easy to confuse the terms. A transaction makes sense only in a concurrent setting: actions are atomic and are therefore concurrent. However, concurrent actions are not necessarily atomic.

**Example 31.** Let \( C_1 \) and \( C_2 \) be two Sync components, with interface \( \{a, b\} \) and \( \{b, c\} \), respectively. The behavior of the composition of \( C_1 \) and \( C_2 \) consists of all behaviors in \( C_1 \) that are also behaviors in \( C_2 \) (composition is intersection). By modelling atomicity of actions with transactions one gets transitivity of atomicity for free. Indeed, if \( a \) and \( b \) are atomic and \( b \) and \( c \) are atomic, then \( a \) and \( b \) occur within the same transaction and \( b \) and \( c \) occur within the same transaction. Hence, \( a \) and \( c \) eventually occur within the same transaction in the composition of \( C_1 \) and \( C_2 \), which means that they are atomic.

A linear trace is a special kind of transactional trace, where every element is either a singleton action, or the empty set. In order to simplify notation, we identify a
sequence of actions $a_0a_1a_2\cdots \in \Sigma_\tau^\omega$ with the linear trace $A_1A_2A_3\cdots \in \mathcal{P}(\Sigma)^\omega$, where each action $a_i$ corresponds to the singleton transaction $\{a_i\}$ if $a_i \neq \tau$, and to the transaction $\emptyset$ otherwise. A linear behavior is a set $L \subseteq \Sigma_\tau^\omega$ of linear traces, and a linear component is a pair $(I, K)$ of an interface $I$ and a linear behavior $K$ that is $\sim_I$ closed.

We consider an arbitrary associative, commutative, idempotent composition operator $\otimes$ on linear components. Typically, intersection of sets, $\cap$, is used as composition operator but see Section 2.3.4 for an example of a different composition operator.

**Linearization** Every transactional behavior has one or more equivalent linear behaviors that are related to it via linearization. The linearization is defined hierarchically, from transactions to traces and behaviors. Each level “lifts” the definition of linearization to sequences of transactions, and to sets of sequences of transactions.

The linearization of a transaction results in a set of sequences of actions. Our fixed dependency of actions, $\leq$, restricts the order in which the actions of a transaction can linearize. Let $A \subseteq \Sigma$ be a finite set of primitive actions. An element $a \in A$ is minimal in $A$ iff $x \leq a$ implies $x = a$, for all $x \in A$. We write $\min(A)$ for the set of all minimal elements of $A$.

Let $\lambda$ denote the empty sequence. The set of linearizations $\ell(A) \subseteq \Sigma_\tau^*$ of a transaction $A \in T$ with respect to dependency is defined inductively on the size of $A$ as

$$\lambda \in \ell(\emptyset), \text{ and if } u \in \ell(A) \text{ and } a \in \min(A \cup \{a\}) \setminus A, \text{ then } \tau u \in \ell(A) \text{ and } au \in \ell(A \cup \{a\}).$$

One reason to allow arbitrary interleaving of $\tau$-actions is that it allows us to encode transactions with an explicit terminating $\tau$-step.

**Example 32.** We have $\ell(\emptyset) = \tau^*$, $\ell(\{a\}) = \tau^*a\tau^*$, and

$$\ell(\{a, b\}) = \begin{cases} 
\tau^*a\tau^*b\tau^* & \text{if } a < b, \\
\tau^*b\tau^*a\tau^* & \text{if } b < a, \\
\tau^*(a\tau^*b + b\tau^*a)\tau^* & \text{otherwise,}
\end{cases}$$

where $a \neq b$ and $\tau^*$ is the Kleene star operator applied on $\tau$, and $+ \text{ is union.} \blacklozenge$

**Definition 27 (Linearization).** The linearization relation is coinductively defined as the largest relation $\rightsquigarrow \subseteq T^\omega \times \Sigma_\tau^\omega$ that satisfies one of the following conditions. If $A_0A_1A_2\cdots \rightsquigarrow a_0a_1a_2\cdots$, then either

\footnote{The largest relation exists, because the union of all $\rightsquigarrow$ that satisfy Definition 27 satisfies Definition 27.}
1. for all \( i \geq 0 \), we have \( A_i = \emptyset \) and \( a_i = \tau \); or

2. for some \( i, j \geq 0 \), \( A_i \neq \emptyset \), \( a_0 \cdots a_j \in \ell(A_0) \), and \( A_1 A_2 \cdots \leadsto a_{j+1} a_{j+2} \cdots \).

The first item of Definition 27 considers the case of a sequence with the empty transaction only. In this case, the resulting linear behavior is the singleton set with \( \tau \) actions only.

We explain informally the second item in Definition 27. The index \( i \) and the condition \( A_i \neq \emptyset \) is to exclude item (1). The index \( j \) and the sequence \( a(0) \cdots a(j) \) is a linearization of \( A_0 \), which is the head of the sequence of transactions. The last part (i.e., \( A_1 A_2 \cdots \leadsto a(j+1) a(j+2) \cdots \)) is the coinductive definition.

An empty transaction \( A_i = \emptyset \), for \( i \geq 0 \) of a sequence \( A_0 A_1 A_2 \cdots \in T^\omega \) is trailing iff \( A_j = \emptyset \), for all \( j \geq i \). Linearization ignores non-trailing empty transactions, as they can match with the empty sequence of actions. However, linearization recognizes trailing empty transactions and relates them to \( \tau^\omega \).

**Example 33.** We have \( \emptyset^\omega \leadsto \tau^\omega \). Suppose that \( a < b \). Then, \( \{a,b\}^\omega \leadsto s \) if and only if \( s \in (\tau^* a \tau^* b)^\omega \). Also, \( \{a,b\}^\emptyset \leadsto s \) if and only if \( s \in (\tau^* a \tau^* b)^\emptyset \). Thus, linearization ignores non-trailing empty transactions. We also have \( \{a\}{b}^\emptyset \leadsto s \) if and only if \( s \in (\tau^* a \tau^* b)^\emptyset \). Hence, linearization also confuses the transaction \( \{a,b\} \) with the sequence of transactions \( \{a\}{b} \).

For a transactional behavior \( K \subseteq T^\omega \), we define \( K \leadsto \equiv \{ s \in \Sigma^\omega_{\tau} : \exists \alpha \in K, \alpha \leadsto \equiv s \} \) to be the linear component that contains all linearizations of sequences from \( K \). The set of linearizations \( K \leadsto \equiv \) of \( K \) is generally not closed under trace equivalence.

**Example 34.** Consider the actions \( \Sigma = \{a, b, c, d\} \), with dependency \( a < b \) and \( c < d \). Let \( \alpha = \{a,b\} \{c,d\}^\omega \), \( s = abcd\tau^\omega \), and \( s' = acrd\tau^\omega \). Since \( \tau \) is not related to \( b \) or \( d \) by Definition 25, we have \( s \equiv s' \) (see Definition 26). Furthermore, we have \( \alpha \leadsto s \), while \( \alpha \not\leadsto s' \). Therefore, \( \{\alpha\} \leadsto \equiv \) is not closed under trace equivalence.

**Definition 28** (Weak linearization). The weak linearization relation is the composition \( \leadsto \equiv \) of linearization and trace equivalence.

That is, \( \alpha \leadsto \equiv s \) if and only if \( \alpha \leadsto s' \equiv s \), for some \( s' \in \Sigma^\omega_{\tau} \). By construction, \( K \leadsto \equiv \{ s \in \Sigma^\omega_{\tau} : \exists \alpha \in K, \alpha \leadsto \equiv s \} = [K \leadsto \equiv] \) is closed under trace equivalence.

### 2.3.3 Problem statement: compositional linearization

Let \( T \subseteq \mathcal{P}_f(\Sigma) \) be a set of transactions over the set of actions \( \Sigma \). Let \( T = \mathcal{P}(T^\omega) \) be the space of transactional behaviors with \( \cap \) as composition operator. Let \( L \subseteq T \)
be the space of linear behaviors with an arbitrary commutative, associative, idempotent product $\otimes$ as composition operator. As introduced in previous subsection, the linearization relates transactional behaviors to linear behaviors.

Let $\varphi : T \to L$ be a linearization function. Then, $\varphi$ is a compositional linearization if and only if $\varphi$ is a homomorphism, i.e., for all behaviors $K_1, K_2 \in T$, $\varphi(K_1 \cap K_2) = \varphi(K_1) \otimes \varphi(K_2)$. Not all compositional linearization give rise to a useful linearization. As an example, take the trivial linearization that maps every transactional behaviors to the singleton set containing the sequence of empty transaction. While being compositional, such linearization does not preserve the intended semantics. Instead, we consider valid linearizations.

**Definition 29** (Valid linearization). Let $\varphi : T \to L$ be a linearization. Then, $\varphi$ is valid if:

1. $\varphi$ is compositional, i.e., for all $K, K' \in T$, $\varphi(K \cap K') = \varphi(K) \otimes \varphi(K')$; and
2. $\rightsquigarrow \equiv$ is total and surjective on $K \times \varphi(K)$ for all $K \in T$.

The first item in Definition 29 implies that $\varphi$ preserves composition, which allows us to linearize in parts and assemble later (possibly at run time). This is particularly useful for the inclusion of closed-source third-party software, which is precompiled by its vendor. Furthermore, first item in Definition 29 can be used to speed up application of updates, since parts that are not changed do not need to be linearized again.

The second item in Definition 29 means that, for every behavior $K \in T$, every trace in $\varphi(K)$ is a linearization of some trace in $K$, and every trace in $K$ has some linearization in $\varphi(K)$. In other words, the second item in Definition 29 asserts that a valid linearization does actually ‘linearize’. Moreover, the equivalence relation $\equiv$ enables commutation of events that are independent, which corresponds to the second clause of the definition of atomicity of a transaction, as defined in Section 2.1.

**Remark 10.** Delinearization is the translation of a linear behavior to a transactional behavior. If a linearization $\varphi$ is injective, it naturally comes with a delinearization $\varphi^{-1}$ that, for those linear behaviors in the image of $\varphi$, gives back a transactional behavior.

Note that $\rightsquigarrow$ as defined in Section 2.3.2 is not compositional for $\otimes = \cap$, and therefore not valid. As an example, let $K_1 = (\emptyset\{a\})^\omega$ and $K_2 = (\{a\}\emptyset)^\omega$. Then, $K_1 \cap K_2 = \emptyset$ while $K_1 \rightsquigarrow \cap K_2 \rightsquigarrow = (\tau^a a\tau^\omega) \cap (\tau^a a\tau^\omega) = \tau^a a\tau^\omega$. In the next section, we characterize all valid linearizations, and we give two practical instances.
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2.3.4 Valid linearizations: lock step and interleaving

As defined in Definition 29, a valid linearization is a function that maps a transactional behavior to a linear behavior while preserving the compositional structure. We seek a morphism whose co-domain is a linear behavior from the set of transactions of its domain.

The lock-step linearization is a valid linearization which we present first. Each linearization is delineated with a special \( \tau \) symbol. The resulting linear behavior has, for each trace, a \( \tau \) symbols that delineates every transaction, and is therefore homomorphic with set intersection as the composition operation. While intuitive, such linearization is not efficient and requires every component in the intersection to run in lock-step.

We give another instance of a valid linearization, where we relax the lock-step behavior to tolerate some interleaving of independent actions.

**Lock-step linearization** A straightforward example of a valid linearization is based on synchronous rounds. Here, we use the \( \tau \) action (also the empty transaction) to indicate the end of a round. This allows us to reconstruct the transactions from a sequence of actions. To be precise, we define grouping coinductively as follows.

**Definition 30** (Grouping). The grouping relation is the largest \( 14 \) subset \( G \subseteq \Sigma_\tau^\omega \times T^\omega \), such that \( (a_0a_1\cdots,A_0A_1\cdots) \in G \) implies

1. \( a_0 = \tau, \ A_0 = \emptyset, \) and \( (a_1a_2\cdots,A_1A_2\cdots) \in G; \) or
2. \( a_0 \in \min(A_0) \) and \( (a_1a_2\cdots,(A_0 \setminus \{a_0\})A_1\cdots) \in G \)

**Example 35.** If \( a \) and \( b \) are independent, then \( (ab\tau ba\tau, \{a,b\}\emptyset \{a,b\}\emptyset^\omega) \in G. \) If \( a \) and \( b \) are such that \( a < b \), then \( (ab\tau^\omega, \{a,b\}\emptyset^\omega) \in G \) but \( (ba\tau^\omega, \{a,b\}\emptyset^\omega) \notin G. \) \( \diamond \)

**Lemma 17.** \( G \) is a functional relation.

Hence, we find a partial function \( g : \Sigma_\tau^\omega \rightarrow T^\omega \) with \( g(a_0a_1\cdots) = A_0A_1\cdots \) if and only if \( (a_0a_1\cdots,A_0A_1\cdots) \in G. \) The domain of \( g \) consists of all sequences \( s \in \Sigma_\tau^\omega \), such that \( \tau \) occurs infinitely often in \( s \), and every primitive action occurs at most once between consecutive \( \tau \) actions. We define the linearization based on synchronous rounds as the preimage of grouping \( g.\)
Definition 31. For every transactional behavior $K \subseteq T^\omega$, we define

$$g^{-1}(K) = \{s \in \text{dom}(g) \mid g(s) \in K\}$$

It is straightforward to check that $g^{-1}$ is a valid linearization, if we take intersection $\cap$ as the composition operator $\otimes$ on $\mathcal{P}(\Sigma^\omega)$.

Theorem 4. $g^{-1}$ is a valid linearization, for $\otimes = \cap$.

Although Theorem 4 shows that the linearization based on synchronous rounds is valid, the resulting linear behaviors are locking the execution into strict rounds. As a result, independent actions can only swap within a transaction but not over sequences of transactions.

Example 36 (Parallel Syncs). Consider a Sync channel $K_1$ from $a$ to $b$ and a Sync channel $K_2$ from $c$ to $d$. Set $\Sigma = \{a, b, c, d\}$ with $a < b$ and $c < d$. The composition of $K_1$ and $K_2$ is the behavior

$$K_1 \cap K_2 = (\{a, b, c, d\} + \{a, b\} + \{c, d\} + \emptyset)^\omega.$$

Then, $g^{-1}(K_1 \cap K_2)$ equals

$$(a(bcd + c(bd + db))\tau + c(dab + a(bd + db))\tau + ab\tau + cd\tau + \tau)^\omega$$

Now consider the prefix acb of a behavior in $g^{-1}(K_1 \cap K_2)$. Ignoring the c from the second Sync $K_2$, we see that acb completes an $\{a, b\}$ transaction of the first Sync $K_1$. One would expect that the transactions $\{a, b\}$ and $\{c, d\}$ are independent, because they are disjoint and their respective actions are not related by the partial order. However, $g^{-1}(K_1 \cap K_2)$ dictates that the second Sync $K_2$ must complete its $\{c, d\}$ transaction before anything else can happen. Hence, first Sync $K_1$ can accept new input only after acbd$\tau$. Consequently, the concurrency of the transaction $\{a, b\}$ and $\{c, d\}$ is weaker than expected: while actions $a$ and $b$ are independent with actions $c$ and $d$, the two transaction $\{a, b\}$ and $\{c, d\}$ cannot interleave arbitrarily.

We want to design a valid linearization $\varphi$, such that, for instance, the sequence $(acdcdb\tau)^\omega$ is part of $\varphi(K_1 \cap K_2)$. ♦

Interleaving tolerant linearization To avoid the oversynchronization in Theorem 36, we must allow traces that minimize the explicit $\tau$ action, i.e., the $\tau$ inserted after every round in the lock-step linearization. Observe that $g^{-1}(K) \subseteq \text{dom}(g)$, for
every behavior $K \subseteq T^\omega$. The set $\text{dom}(g)$ consists of sequences over $\Sigma_\tau$ that contain infinitely many $\tau$ actions and between any two $\tau$ actions, every primitive action happens at most once.

Recall the linearization relation $\rightsquigarrow$ from Section 2.3.2 and from Section 2.3.1 that $[L]$ is the closure of $L \subseteq \Sigma_\tau^\omega$ with respect to trace equivalence $\equiv$. Consider the map $\varphi$ defined, for all behavior $K \subseteq T^\omega$, as

$$\varphi(K) = g^{-1}(K) \cup ([K \rightsquigarrow] \setminus \text{dom}(g)),$$

where $[K \rightsquigarrow]$ is the closure modulo trace equivalence of the set of all linearizations of behaviors from $K$. Intuitively, the linearization $\varphi$ adds to the image of $g^{-1}$ some linear behaviors that are not in the domain of the grouping. Observe that $\varphi$ is injective, since

$$g(\varphi(K) \cap \text{dom}(g)) = g(g^{-1}(K)) = K.$$

Consider the composition operator $\otimes$ defined, for behaviors $L_1, L_2 \subseteq \Sigma_\tau^\omega$, as

$$L_1 \otimes L_2 = L_1 \cap L_2 \cap [L_1 \cap L_2 \cap \text{dom}(g)].$$

(2.5)

**Lemma 18.** For $L \subseteq \text{dom}(g)$, we have $[L] = [g(L) \rightsquigarrow]$.

**Theorem 5.** $\varphi$ is valid, with $\otimes$ defined in Equation 2.5.

**Example 37** (Parallel Syncs with concurrency). Consider the Sync channels as in Example 36. Then, the linear behavior $\varphi(K_1 \cap K_2)$ contains runs like $acbabab\tau^\omega$. Although actions $a$ and $b$ are independent to actions $c$ and $d$, the linearization $g^{-1}$ forbid arbitrary interleaving of transactions $\{a, b\}$ and $\{c, d\}$. As a result, the linearization $\varphi$ allows for such arbitrary interleaving.

\[\diamondsuit\]

### 2.4 Related work and future work

(De)composition. In [27], the authors present a declarative and an operational theory of components, for which they define a refinement relation and compositionality results for some composition operators. Our work is related as it aims for similar results, but for the case of Cyber-Physical systems. Thus, instead of having input and output actions, components have timed observations, and composability relations. We present, as well, quotient operation on components, and show how it can be used to synthesize coordinating CPSs.
In [76], the authors consider the problem of decomposition of constraint automata. This work provides a semantic foundation to prove that the construction in [76] is a valid division.

In [71], the authors consider the problem of decomposition in process algebra for the parallel operator. The notion of prime process is introduced, and the unicity of decomposition of a process as a parallel composition of primes is posed. The problem is answered for different types of congruences on processes. The work has been extended for decomposition of processes in the \( \pi \)-calculus in [33].

**Algebra, co-algebra** The algebra of components described in this paper is an extension of [62]. Algebra of communicating processes [36] (ACP) achieves similar objectives as decoupling processes from their interaction. For instance, the encapsulation operator in process algebra is a unary operator that restricts which action to occur, i.e., \( \delta_H(t \parallel s) \) prevent \( t \) and \( s \) to perform actions in \( H \). Moreover, composition of actions is expressed using communication functions, i.e., \( \gamma(a, b) = c \) means that actions \( a \) and \( b \), if performed together, form the new action \( c \). Different types of coordination over communicating processes are studied in [20]. In [12], the authors present an extension of ACP to include time sensitive processes.

The modeling of component’s interaction using co-algebraic primitives is at the foundation of the Reo language [8]. In [18], the question of separation of components into two sub-components is addressed from a co-algebraic perspective.

The interaction signature that parametrizes algebraic operator is related to the synchronization algebra in [90]. A synchronization algebra relates events labeling edges of a synchronization tree. The product of two synchronization trees is therefore parametrized by the underlying synchronization algebra on its events. Our interaction signature generalizes that of synchronization algebra in the sense that composability relations are defined at three levels: on TESs, on observations, or on events. We study mechanisms to lift composability relations from events to observations and to TESs, therefore proving the algebraic properties of the parametrized product given algebraic properties of the underlying composability relation.

In [38], the authors consider a monadic semantics for hybrid programs. The hybrid monad captures the continuous behavior of a hybrid program and enjoys a construction of an iteration operator. Our work complements this approach by focusing on a semantics for interaction, which might be relevant to extend hybrid programs with communication primitives.
Related work and future work

Discrete Event Systems  Our work represents both cyber and physical aspects of systems in a unified model of discrete event systems \cite{73, 5}. In \cite{56}, the author lists the current challenges in modelling cyber-physical systems in such a way. The author points to the problem of modular control, where even though two modules run without problems in isolation, the same two modules may block when they are used in conjunction. In \cite{81}, the authors present procedures to synthesize supervisors that control a set of interacting processes and, in the case of failure, report a diagnosis. An application for large scale controller synthesis is given in \cite{72}. Our framework allows for experiments on modular control, by adding an agent controller among the set of agents to be controlled. The implementation in Maude enables the search of, for instance, blocking configurations.

Coordination  In \cite{73}, the author describes infinite behaviors of process and their synchronization. Notably, the problem of non-blockingness is stated: if two processes eventually interact on some actions, how to make sure that both processes will not block each others. The concept of centrality of a process is introduced.

Transactional components  Transactional components such has in Reo have been extensively studied from a formal perspective. In \cite{47}, Jongmans presents over 30 semantics for Reo. Current work adds an intermediate linear semantics for Reo, for which proving the correctness of an implementation as given in \cite{77, 78, 45, 32} would be possible. We also believe that the results presented in this paper may be of benefit to other similar semantics, such as \cite{21}.

From a trace theoretical perspective, the notion of transaction has also been studied. In \cite{43}, elements in $\mathcal{P}_f(\Sigma)^*$ are also called step sequences. However, the axiom $C = DE$ mentioned in \cite{43}, for $C, D, E \subseteq \Sigma$ with $D \cap E = \emptyset$, allows one to split a step into two consecutive substeps, which does not apply in our case, because our transactions are atomic and cannot be split. So, we consider the case of traces, where actions are sets. In \cite{37}, Gastin investigates the problem of reconstructing sequences of transactions from a sequence of actions investigated. The Foata normal form, defined in \cite{37}, Definition 2.10, partitions a trace into sets of mutually independent actions, and is used for this purpose. Unfortunately, not every sequence of transactions emerges as a Foata normal form, which makes the normal form not suitable for our purpose.

Linearization  The linearization of transactional behaviors to linear behaviors has been approached in the context of databases queries and transactions. In \cite{35}, the
authors consider the problem of serialization, which aims at reordering a sequence
of events into a sequence of individual transactions. In their work, a transaction is
a sequence of events that starts with a unique beginning symbol and ends with a
unique final symbol. Our work relaxes the assumption that each transaction needs
two delimiters.

**Synchronous and asynchronous** The composition of synchronous systems with
asynchronous systems has been investigated in the context of interconnecting machines
on a network. Globally asynchronous locally synchronous (GALS) is an architecture
for designing electronic circuits which addresses the problem of safe and reliable data
transfer between independent clock domains [26]. In our paper, we do the opposite:
locally asynchronous globally synchronous (LAGS). For example, in the Sync channel,
we split the locally synchronous \{a, b\} transaction into asynchronous a and b steps,
and recover the \{a, b\} transaction via global synchronization.
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Reo as an algebra of order sensitive components

In this Chapter, we instantiate the algebra of components introduced in Chapter 2 to compositionally design, compile, and analyse order sensitive components. Order sensitive components are components for which only the fact that an observation happens before another observation matters, but not the absolute time at which the observation occurs nor the interval of time between two observations. Many real world applications fall in the class of interacting order sensitive components, and dedicated design languages, such as the Reo coordination language \[6, 3, 48\], focus on formally specifying the interaction occurring among such components.

Reo protocols coordinate components by means of elementary and composite connectors. The behavior of a whole system based on these components is mainly defined by its Reo protocol, which makes the reliability of the coordination protocol a central part of the verification. We list in Table 3.1 few properties of interest to study the temporal behavior of connectors. We note a port \(p\) in italic, together with some key words such as silent and always. Reo semantics is at the level of transactional components: ports fire within transactions. An executable of a Reo specification (e.g., an implementation) would however use sequential (yet concurrent) primitives, and falls into the category of linear components. This Chapter discusses a possible implementation of the linearization introduced in Section 2.3. The property of synchrony captures that two ports \(a\) and \(b\) fire together. In a sequential setting, we allow, as shown in Section 2.3, silent steps between firing of \(a\) and firing of \(b\): we call this relation \(a\ then\
Chapter 3

We show that the property of synchrony on transactional components is then reflected by the property $a$ then $b$ on a sequential setting. To experiment and verify temporal properties, we give a translation from Reo to Promela. Promela, the specification language used for the LTL model checker SPIN, is sequential and relies on message passing through channels. Some tools currently exist to translate a Reo circuit into a language used by a model checker [55]. However, no general mechanism is described to deal with the translation of synchronous properties on Reo circuits to asynchronous properties on the target language. This section extends a prior work [63].

We express, in Section 3.1, the formal semantics of Reo as an algebra of order sensitive components. We show that this algebra can express Reo connectors using the primitive notion of a port component, and a set of interaction signatures. We use the results of Chapter 2 to show algebraic properties of the Reo composition operator, and discuss some connector equivalences. Section 3.2 introduces a logical specification of Reo connector as guarded commands. The semantics of such connector is linked to the Reo semantics by considering sequences of observations that satisfy the connector’s constraint. Section 3.3 is motivated by the extension [60] of our Reo compiler to generate verifiable specification using the SPIN model checker [41]. We implement a translation from a logical specification of Reo connectors to Promela, an executable language, and show that properties of synchrony are preserved during translation. We use the SPIN model checker to investigate some temporal properties of basic Reo connectors, and give a general framework and domain specific language for verifying temporal properties of Reo protocols.

Table 3.1: Properties on firing of ports and their meaning

<table>
<thead>
<tr>
<th>Properties</th>
<th>Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$ fires</td>
<td>exchange of data at $a$</td>
</tr>
<tr>
<td>silent</td>
<td>no firings</td>
</tr>
<tr>
<td>$a$ before $b$</td>
<td>$a$ fires then eventually $b$ fires</td>
</tr>
<tr>
<td>$a$ then $b$</td>
<td>$a$ fires then silent until $b$ fires</td>
</tr>
<tr>
<td>synchrony (sync)</td>
<td>always $a$ fires iff $b$ fires</td>
</tr>
<tr>
<td>asynchrony (async)</td>
<td>always $a$ before $b$ or $b$ before $a$</td>
</tr>
</tbody>
</table>
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3.1 Reo

In Chapter 2, we introduced an algebra of components and their parametrized products. We also presented properties of components, such as being order sensitive. The order sensitivity property manifests the fact that a component behavior is independent to the concrete time value of its observations, and only the order of observations matters. For instance, the time at which a packet is sent on a network is usually irrelevant, but the order at which each packet arrives at its destination is important.

We show in this section how to define Reo connectors (and Reo primitives) using our algebra of components. More precisely, we give a description of Reo primitives (like a merger, a replicator, a fifo1, etc.) as product of port components under some interaction signatures. This way, we open new reasoning about circuit equivalences based on the underlying algebraic laws of such operators (e.g., associativity, commutativity, and distributivity).

A component in Reo has an interface consisting of a set of ports, and a behavior specifying the sequence of data flowing at each port. Components interact with other components via shared ports by agreeing on the data flowing at that port.

Current work on Reo focuses particularly on a specific class called connector. A connector specifies the exchange or transformation of data only, but not its creation nor its deletion. Therefore, a connector has open ended input and outputs ports, to which consumer and producers are eventually placed. Typically, for a connector to have observable behaviors, components plugged at the input ports must feed data into that port, while components at the output ports must consume data through that port. As an example, the sync connector in Reo has an input and output open ended points, and synchronously forwards input data to its output. If connected to two components, one at each endpoint, a sync connector essentially models a simultaneous send and receive operation between those two components. Connectors may be connected to each others, forming of more complex input/output relations.

Formally, each port denotes a set of Timed-Data Streams (TDS), which are infinite sequences of a datum paired with a time stamp. Intuitively, a Timed-Data Stream tells what data flows at what time through a port, and faithfully transcribes the observable behavior of that port. A component denotes a set of tuples of TDSs, where each port from the component's interface is uniquely represented by a TDS in each tuple. A component therefore specifies which of the TDS tuples are accepted or rejected. We study properties of Reo connectors expressed as a fragment of the component framework of Chapter 2.
The first model for Reo was introduced in [3], and made use of timed-data streams where each port labels its firing with a time stamp. The representation of time as a real value is motivated by the necessity to allow arbitrarily many finite interleavings between two observations. Most of Reo connectors, however, are order sensitive, which implies that the precise value of the time stamp of an observation does not matter, only the order of observations matters.

**Port as a component** In Reo, the most primitive form of computations take place at a port. A port denotes events that occur over time at a unique location. Often, a port does not restrict which sequence of events may occur, and captures all possible such sequences.

We therefore model a port as a unary component from the model introduced in Chapter 2. We use $P_a(D) = (E_a(D), L_a)$ to denote the port $a$ with domain $D$ where $E_a(D) = \{(a, d) \mid d \in D\}$ that contains all events for port $a$, and its behavior $L_a \subseteq TES(E_a(D))$ contains all TESs with singleton or empty observations, i.e., such that $\sigma \in L_a$ implies that for all $i \in \mathbb{N}$, $|\sigma(i)| \leq 1$. When the context is clear, we drop the domain of a port and simply write $P_a = (E_a, L_a)$. Note that a port is an order sensitive component, as only the order between occurrences of events matter, but not the exact time nor the time interval between two observations.

**Example 38** (Alternating port). We define $P_m = (E_m, L_m)$ where $E_m = \{(m, 0), (m, 1)\}$ and $\sigma \in L_m \subseteq TES(E_m)$ if and only if, for all $i \in \mathbb{N}$, $\sigma(2i) = (\{(m, 0)\}, t_i)$ and $\sigma(2i + 1) = (\{(m, 1)\}, t_{i+1})$, which consists of a stream of alternating bits at port $m$.

**Interaction signature** Following Example 11, we define three main interaction signatures that are used to form binary and $n$-ary Reo components.

The *synchronous* signature $\Sigma_{(a,b)}^{sync} = ([\kappa_{(a,b)}^{sync}], [\cup])$ enforces events at port $a$ to occur at the same time as the same event at port $b$, i.e., $((O_1, t_1), (O_2, t_2)) \in \kappa_{(a,b)}^{sync}(E_a, E_b)$ if and only if

\[
\begin{align*}
t_1 < t_2 &\implies O_1 \cap E_b = \emptyset \land \\
t_2 < t_1 &\implies O_2 \cap E_a = \emptyset \land \\
t_2 = t_1 &\implies \forall d.((a, d) \in O_1 \iff (b, d) \in O_2)
\end{align*}
\]

Note that $\kappa^{sync}$ from Example 11 when restricted to observations occurring at ports, is the symmetric and reflexive relation that synchronizes the occurrences of events at every shared port, i.e., $\kappa^{sync}$ is the union of all $\kappa_{(x,x)}^{sync}$ with $x$ a port name.
The asynchronous signature $\Sigma^{async}_{(a,b)} = ([\kappa^{async}_{(a,b)}], [\cup])$ prevents events from port $a$ and $b$ to occur at the same time, i.e., $((O_1, t_1), (O_2, t_2)) \in \kappa^{async}_{(a,b)}(E_a, E_b)$ if and only if

$$\forall d_1, d_2. ((a, d_1) \in O_1 \land (b, d_2) \in O_2) \implies t_1 \neq t_2$$

The relational signature $\Sigma^{rel}_{(a,b,\cap)} = (([\kappa^{rel}_{(a,b,\cap)}], [\cup]), \cap)$, for $\cap \subseteq E_a \times E_b$ a relation, relates an event $(a, d_1)$ from port $a$ to a simultaneous event $(b, d_2)$ at port $b$ such that $((a, d_1), (b, d_2)) \in \cap$, i.e., $((O_1, t_1), (O_2, t_2)) \in \kappa^{rel}_{(a,b,f)}(E_a, E_b)$ if and only if

$$t_1 < t_2 \implies O_1 \cap \text{dom}(\cap) = \emptyset \land
\quad t_2 < t_1 \implies O_2 \cap \text{codom}(\cap) = \emptyset \land
\quad t_2 = t_1 \implies (\forall d_1. (a, d_1) \in O_1 \cap \text{dom}(\cap))
\implies (\forall d_2. (b, d_2) \in O_2 \cap \text{codom}(\cap))
\implies ((a, d_1), (b, d_2)) \in \cap)$$

where $\text{dom}(\cap) \subseteq E_a$ and $\text{codom}(\cap) \subseteq E_b$ are the sets of events in the domain and co-domain of the relation $\cap$. Every event that is not in the related by $\cap$ can therefore freely occur at anytime. Note that if $\cap$ is the identity relation on the data element, i.e., $(a, d_1), (b, d_2) \in \cap$ implies $d_1 = d_2$, then $\Sigma^{rel}_{(a,b,\cap)}$ is equal to the signature $\Sigma^{sync}_{(a,b)}$.

**Example 39 (Binary component).** Let $a$ be a port, and $m$ an alternating port. Let $f_0$ be the functional relation such that $f_0(a, v) = (m, 0)$ for all $(a, v) \in E_a$, the product $P_a \times_{\Sigma^{rel}_{(a,m,f_0)}} P_m$ represents the component that synchronizes all values at port $a$ with the value $0$ at port $m$. Reciprocally, fixing the functional relation $f_1$ to be such that $f_1(b, v) = (m, 1)$ for all $(b, v) \in E_b$, the product $P_b \times_{\Sigma^{rel}_{(b,m,f_1)}} P_m$ represents the component that synchronizes all values at port $b$ with the value $1$ at port $m$.

The delay signature $\Sigma^{delay}_{(a,b,\cap)} = ([\kappa^{delay}_{(a,b,\cap)}], [\cup])$, for port $a$, $b$, and a relation $\cap \subseteq E_a \times E_b$, restricts every occurrence of data at port $a$ to be related to a later observable at port $b$, i.e., $((O_1, t_1), (O_2, t_2)) \in \kappa^{delay}_{(a,b,\cap)}$ if and only if

$$t_1 < t_2 \implies (\forall d_1. (a, d_1) \in O_1 \implies (\forall d_2. (b, d_2) \in O_2 \implies ((a, d_1), (b, d_2)) \in \cap))$$

When $\cap$ is the identity relation on the data element, i.e., $((a, d_1), (b, d_2)) \in \cap$ implies $d_1 = d_2$, we simplify the notation to write $\Sigma^{delay}_{(a,b)}$. 
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Reo syntax  Reo has a graphical syntax that visualizes composition of components. Figure 3.1 shows three kinds of components: synchronous channels, asynchronous channels and nodes. In this section, we describe the semantics of these kinds only intuitively. Typically, we call a binary component a channel and certain kinds of other components nodes.

First, we consider two synchronous channels. The sync channel in Figure 3.1 represents a synchronous transfer of data from port $a$ to port $b$. The syncdrain in Figure 3.1 models a synchronous firing of port $a$ and $b$ without necessarily equating data at those ports. There are also asynchronous channels. A fifo1 channel (depicted in Figure 3.1) has an internal buffer with the capacity to hold one data item. This buffer is initially empty. When its buffer is empty, a fifo1 channel accepts a data item through its input port $a$, places it in its buffer, which then becomes full. When its buffer is full, a fifo1 channel no longer accepts any input. When the buffer of a fifo1 channel is full, the channel delivers the content of its buffer to a get operation performed by the environment on its output port $b$, and its buffer becomes empty. A get on the output port of a fifo1 channel with an empty buffer blocks until after its buffer becomes full. Thus, the get and put operations on the ports of a fifo1 channel succeed only asynchronously: never together. The asyncdrain channel in Figure 3.1 never allows a pair of put operations on its boundary ports to succeed synchronously. Finally, Figure 3.1 has two ternary components: a merger and a replicator. A merger synchronizes data transfer through at most one of its input boundary ports with data transfer through its output port. If data is available at both input ports, a merger non-deterministically chooses one to synchronize with its output port. A replicator forwards the data from its input port to both of its output ports. All ports must be ready for the replicator to proceed. A filter forwards the data from its input to its output if the predicate $\phi$ labeling the filter holds on the input data. In the case where the predicate $\phi$ does not hold on the data at its input, the data is lost. Oppositely, the blocking filter, written $bfilter$, blocks when the data at its input violates the constraint $\phi$. See Section 4.3 for the use of Reo primitives to construct connectors.

Reo semantics  Typically, the composition operator is fixed in Reo to be $\times^{\text{sync}}$ that joins behaviors of components on shared port names. We use the notation $\triangleright$ to denote such operation. Reo fixes the semantics of a node [6], whereas all channels are user defined. There is, however, a commonly useful set of channels (see Figure 3.1) that we use in this section. We define algebraically some common channels out of the port component introduced earlier and few interaction signatures that we listed.
More generally, we define Reo components as a fragment of our component algebra:

\[ C := C \times \Sigma C | P_x \]

where \( \Sigma \in \{ \Sigma_{\text{sync}}, \Sigma_{\text{sync}}^{(a,b)}, \Sigma_{\text{async}}^{(a,b)}, \Sigma_{\text{delay}}^{(a,b,\cap)}, \Sigma_{\text{rel}}^{(a,b,\cap)} \} \) for some port names \( a, b, x \), for some relation on events \( \cap \).

We define the following Reo channels and nodes:

- \( \text{sync}(a, b) = P_a \times \Sigma_{\text{sync}}^{(a,b)} P_b \)
- \( \text{syncdrain}(a, b) = P_a \times \Sigma_{\text{rel}}^{(a,b,\cap)} P_b \) with \( \cap = (E_a \times E_b) \)
- \( \text{filter}(a, b, f) = P_a \times \Sigma_{\text{rel}}^{(a,b,f)} P_b \) with \( \cap_f = \{(a, d), (b, f(d)) \mid d \in \text{dom}(f)\} \)
- \( \text{fifo1}(a, b, M) = (P_a \times \Sigma_{\text{rel}}^{(a,m,f_0)} P_m) \times \Sigma_{\text{delay}}^{(a,b)} \cup \Sigma_{\text{sync}}^{(m,m)} (P_b \times \Sigma_{\text{rel}}^{(b,m,f_1)} P_m) \)
- \( \text{merger}(a, b, c) = (P_a \times \Sigma_{\text{rel}}^{(a,c)} P_b) \times \Sigma_{\text{sync}}^{(a,b)} \cup \Sigma_{\text{sync}}^{(b,c)} P_c \)

with \( \Sigma_{\text{delay}}^{(a,b)} \cup \Sigma_{\text{sync}}^{(m,m)} = ([\kappa_{\text{delay}}^{(a,b)}] \cup [\kappa_{\text{sync}}^{(m,m)}], [\cup]) \) and \( \Sigma_{\text{sync}}^{(a,c)} \cup \Sigma_{\text{sync}}^{(b,c)} = ([\kappa_{\text{sync}}^{(a,b)}] \cup [\kappa_{\text{sync}}^{(b,c)}], [\cup]) \) and \( \cap_f = \{((a, d_1)), ((b, d_2)) \mid d_2 = f(d_1) \text{ or } \} \). The \( \text{sync}(a, b) \) component is such that the data observed at port \( a \) and \( b \) are equal and synchronous, i.e., occurs at the same time. The \( \text{syncdrain}(a, b) \) component ensures that both the data of \( a \) and \( b \) are observed at the same time, but does not restrict their data to be equal. The component \( \text{fifo1}(a, b, M) \) synchronizes the observation of a data at \( a \) with the change of the memory state \( M \), and then outputs the same data at \( b \). As defined here, the \( \text{fifo1}(a, b, M) \) component is infinitely productive, i.e., always eventually has an input at \( a \) and an output at \( b \). The component \( \text{filter}(a, b, f) \) synchronizes events from \( a \) with
event from $b$ related by the function $f$. Any unrelated event at $a$ or $b$ can freely happen. Note that, in the case that $f$ is the identity, we recover the Reo filter behavior where the condition $d \in \text{dom}(f)$ denotes some predicate $\phi$. The blocking filter behavior can be encoded by composition of a non-blocking filter and other Reo primitives. The $\text{merger}(a, b, c)$ component either synchronizes $a$ with $c$ or $b$ with $c$ but never all ports together.

A strength of Reo is its compositional nature: protocols are built out of primitives. We use the join operation defined in Example 7 (see Theorem 1) for the proof of associativity and commutativity of $\triangleright\triangleright$ to define two Reo connectors:

$$\begin{align*}
\text{alternator}(a, b, c) &= \text{sync}(a, c_1) \triangleright\triangleright \text{fifo1}(x, c_2) \triangleright\triangleright \text{syncdrain}(a, b) \triangleright\triangleright \\
\text{fifo2}(a, b) &= \text{fifo1}(a, x, M_1) \triangleright\triangleright \text{fifo1}(x, b, M_2)
\end{align*}$$

### 3.2 Logical specification of connector components

Components defined in Section 3.1 are order sensitive components: the order of the sets of events in their behavior matters, but not the exact time of occurrence of that set. Yet, no finite specification of component behavior is given.

In this section, we give a logical specification of components as a predicate in guarded command form. Intuitively, the guards of the predicates are conditions for the commands to be executed. Consecutive satisfactions of the guarded command predicate form the behavior of the corresponding component. The resulting logical specification can be translated to an output language for execution or verification.

This work relates to existing work on verification of temporal on Reo components. In addition, this section presents a powerful intermediate representation in Section 3.2.1 that minimizes the size of the conjunction of guarded command predicates. Moreover, we introduce a structure for a port at runtime that facilitates that specification of properties in Table 3.1 as temporal properties.

**Language of constraints** We formally characterize the behavior of a component as a predicate relating the data flow through its ports. Note that we first study the behavior of a component in its ideal environment, i.e. all input and output sequences are possible. The resulting behavior that a component describes is a set of tuples of data streams representing the synchronous flowing of data through the ports of its interface.
Data elements that flow through ports and get stored in memory belong to a domain that we call $D$. In this work, we use a unique domain for all port and memory, since we do not use any algebraic operations on data. Note that Reo allows more structured data elements exchanged through ports and memories. As we will later see in the characterization of components’ behavior, the need of talking about the case where no data is observed at a port or memory is of importance. The item $\ast$ is added to the data domain $D$, and $D\ast$ denotes the resulting data domain.

Ports and memories appear as variables in the logical characterization. Port and memory variables take values in the domain $D\ast$. The set of port variables is denoted as $P$, and $M$ denotes the set of memory variables. While ports do not have any memory (as mentioned in the previous paragraph), memories always store the previous data item. For each memory variable $m \in M$, there is a memory variable $m' \in M'$. Their interpretation becomes clear in the next paragraph.

User defined components are characterized by a user supplied predicate or function among the ports of its interface. The sets $Q$ and $F$ respectively denote the set of $n$-ary predicate symbols and $n$-ary function symbols.

A term is either a variable $p \in P$, $m \in M$, or $m' \in M'$, an $n$-ary function application $f(t_1, ..., t_n)$ where $f \in F$ is an $n$-ary function symbol, or a constant $d \in C$.

A formula is built inductively by:

$$\phi ::= t_1 = t_2 \mid B(t_1, ..., t_n) \mid \phi_1 \land \phi_2 \mid \neg \phi$$

Where $B \in Q$ is a predicate symbol. The set of formula expressions is denoted by $\mathcal{F}$. We use the shorthand notation $t_1 \neq t_2$ for $\neg (t_1 = t_2)$, $\bot$ for $t_1 \neq t_1$, and we get $\phi \lor \psi = \neg (\phi \land \neg \psi)$ as well as $\phi \Rightarrow \psi = \neg \phi \lor \psi$.

We allow existential quantifier at the outermost left position of a formula. Quantifiers range over port variables only. A port occurring in $\phi$ but not existentially quantified is called a free port variable. We call atomic a formula that is either an equality, an inequality, or a predicate. We call $V_\phi$ the set of free variables occurring in $\phi$, and similarly $P_\phi \subseteq V_\phi$ and $M_\phi \subseteq V_\phi$ for the set of free port and memory variables. When $\phi$ is clear from the context, we drop the subscript notation.

**Example 40.** A Reo component, as introduced earlier, constrains the flow of data through its boundary ports. We call constraint of the component the logical formula used to relate the data flowing through the ports. We usually write $\text{comp}(a, b)$ for the formula of the component $\text{comp}$ having as free port variables $a$ and $b$. We give below two examples for components sync and fifo1.
Given a port $p \in P$, the proposition of whether or not $p$ fires is encoded as an equality between $p$ and elements of $D_*$. We say that $p$ fires if $p \neq \ast$. On the other hand, $p$ does not fire if $p = \ast$. Taking $a, b \in P$, we can now express that $a$ and $b$ fire synchronously with the same datum, as the formula $a = b$.

$$\text{sync}(a, b) = a = b$$

$$\text{fifo1}(a, b) = (m' = a \land a \neq \ast \land b = \ast \land m = b) \lor$$
$$((m' = a \land a = \ast \land b \neq \ast \land m = b) \lor$$
$$((m' = m \land a = \ast \land b = \ast))$$

The constraint for a fifo1 channel has three clauses. The first one corresponds to filling the buffer with the data item observed at port $a$; the second one empties the buffer through port $b$; and the last one corresponds to the case where no port fires, in which case the value in the buffer must remain unchanged.

As hinted previously, protocols can be built by composing primitives. In the case of a composite component, the resulting constraint is defined as the conjunction of the constraints of the underlying components.

The logic is agnostic regarding the direction of data flow and merely represents the constraint on the data observed at each port.

**Solution of constraints**  Every constant element of $D_*$ get mapped to an element of the homonym domain $D_*$. Let $\gamma$ be the map for every $n$-ary function symbol $f \in F$ to an element of $D_*^n \to D$. Let $I$ be the map for every $n$-ary predicate symbol $B \in Q$ to an element of $D_*^n \to 2$. Let $\Gamma : V \to D_*$ be the interpretation function for variable symbols where $V = P \cup M \cup M'$. The interpretation of a term $t$, noted $[t]_{(\Gamma, \gamma)}$, is the standard inductive interpretation providing the signature $(\Gamma, \gamma)$

A **solution** to a formula $\phi$ is an assignment $\Gamma$ such that $\Gamma$ satisfies $\phi$, written as $\Gamma \models \phi$, defined inductively on $\phi$ as:

$\Gamma \models \top$ always

$\Gamma \models t_1 = t_2$ iff $[t_1]_{(\Gamma, \gamma)} = [t_2]_{(\Gamma, \gamma)}$

$\Gamma \models \phi_1 \land \phi_2$ iff $\Gamma \models \phi_1$ and $\Gamma \models \phi_2$

$\Gamma \models \neg \phi$ iff $\Gamma \not\models \phi$

$\Gamma \models \exists p \phi$ iff there exists $d \in D_*$ such that $\Gamma \models \phi[d/p]$

$\Gamma \models B(t_1, \ldots, t_n)$ iff $([t_1]_{(\Gamma, \gamma)}, \ldots, [t_n]_{(\Gamma, \gamma)}) \in I(B)$
We extend the domain definition of an n-ary function from \( D^n \) to \( D_*^n \) by defining 
\[
f(t_1, ..., t_n) = * \iff t_1 = * \lor ... \lor t_n = *.
\]

**Example 41.** Following the Example 40, the set of solutions for a sync and a fifo1 channel corresponds to the assignments for all free variables in the formula sync\((a, b)\) and fifo1\((a, b)\) that satisfy the formula. We use the data domain \( D = \{0, 1, *\} \), and for clarity, we write \((0, 1)\) as the assignment that maps \( a \mapsto 0 \) and \( b \mapsto 1 \). In this context, the assignments \((0, 0)\), \((1, 1)\), and \((*, *)\) are the only assignments that satisfy the constraint sync\((a, b)\). We write \((0, 1, 0, 1)\) the assignment that maps \( a \) to the first element, \( b \) to the second element, \( m \) to the third, and \( m' \) to the last element. Thus, considering the constraint fifo1\((a, b)\), the assignment \((0, *, *, 0)\) and \((1, *, *, 1)\) both satisfy the constraint. In the case of the latter, the next value of the memory should now be equal to 1, and only assignment mapping the memory to 1 would be allowed. We explain in the next paragraph the behavior of a component as all the infinite sequences of assignments that satisfy its internal constraint.

3.2.1 Connector as guarded commands: an intermediate form

A component, if it has some open ports, is not in isolation but must co-evolve with its environment. The solution of its internal constraints must conform with the data provided or requested by the environment.

**Guarded commands** We propose a method based on guards and command to implement and simulate transactional behavior. The guard is a predicate on the state of the ports and the memory. If the guard is true, the update describes a constraint that both the component and its environment must satisfy. In an implementation language, updates are themselves sequential, which can introduce some interleaving in a concurrent setting. We later show, by making use of temporal properties, that the translation to an sequential (yet concurrent) implementation preserves the atomicity property.

We first refine the language of constraint and impose some requirement on \( \phi \) to be a guarded command. We show some properties if \( \phi \) satisfied those requirements.

We denote by \( v^{in} \) an input variable and \( v^{out} \) an output variable. An input term \( t^{in} \) refers to either a data element \( d \in D_* \), an n-ary function \( f(t_1^{in}, ..., t_n^{in}) \) whose arguments are input terms \( t_1^{in}, ..., t_n^{in} \).
A guards $g$ is a conjunction of literals $l$ defined as follows:

$$l := B(t_{1}^{in}, ..., t_{n}^{in}) \mid t_{1}^{in} \sim t_{2}^{in} \mid v_{out} \sim d$$

where $\sim \in \{=, \neq\}$.

A commands $c$ is a conjunction of equalities of the kind $v_{out} = t_{in}$. We say that a formula $\phi$ is in guarded command form if

$$\phi = \bigwedge_{i} (g_{i} \implies c_{i}) \land (\bigvee_{j} g_{j})$$

where $g_{i}$ are formulas in the language of guards and $c_{i}$ are formulas in the language of commands.

Given $\phi$ in guarded command form, we call an implication of the type $g \implies c$ in $\phi$, a guarded command of $\phi$. We call the number of guarded commands in such a formula, the size of that formula. We denote the set of guards by $G$, and the set of commands by $C$. Note that guarded commands are quantifier free formulas.

We say that a quantifier free formula $\phi = \phi_{1} \lor ... \lor \phi_{n}$ in disjunctive normal form and expressed in the language of constraints is deterministic if $\phi$ can be written with the grammar of guarded commands such that $\phi = g_{1} \land c_{1} \lor ... \lor g_{n} \land c_{n}$, where $\land$ has precedence over $\lor$, $g_{i}$ are guards, $c_{i}$ are commands, and $g_{i} \land g_{j} \equiv \bot$ for all $i, j$ where $i \neq j$.

We assume that if a $v_{out}$ is involved in an equality, then the other term is either $\ast$, or an input term $t_{in}$. In other words, if an equality $v_{1}^{out} = v_{2}^{out}$ appears in the constraint $\phi$, there must exist an input term $t_{in}$ such that $v_{1}^{out} = t_{in}$ and $v_{2}^{out} = t_{in}$ in order for $\phi$ to be written in the guarded command form. Moreover,

**Proposition 1.** A deterministic formula $\phi = \bigvee_{i}(g_{i} \land c_{i})$ can be written as a guarded command where:

$$\phi = \bigwedge_{i} (g_{i} \implies c_{i}) \land (\bigvee_{i} g_{i})$$

where $i$ ranges over the number of disjuncts of $\phi$.

**Proof.** By induction on the structure of $\phi$. We assume $\phi$ is in disjunctive normal form, and negation is pushed to the literals. We can write $\phi = \phi_{1} \lor ... \lor \phi_{n}$ where $\phi_{i}$ are conjunctions of equalities, inequalities, or predicates.

**Step 1** (identification): We syntactically partition each $\phi_{i}$ with its corresponding guard $g_{i}$ and command $c_{i}$ such that $\phi_{i} = g_{i} \land c_{i}$. We get the resulting formula $\phi = g_{1} \land c_{1} \lor ... \lor g_{n} \land c_{n}$. We syntactically substitute $g_{i} \land c_{i}$ by $(g_{i} \implies c_{i}) \land g_{i}$. We then get
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\[ \phi = (g_1 \iff c_1) \land g_1 \lor \ldots \lor (g_n \iff c_n) \land g_n. \]

**Step 2 (factorization):** Because the formula \( \phi \) is deterministic, for all \( i \neq j \) we have \( g_i \land g_j \equiv \bot \), which equivalently gives \( g_i \land \neg g_j \equiv g_i \). We can then rewrite \( (g_1 \iff c_1) \land g_1 \) as \( (g_1 \iff c_1) \land (g_2 \iff c_2) \land g_1 \), since

\[
\begin{align*}
(g_1 \iff c_1) \land (g_2 \iff c_2) \land g_1 & = g_1 \land c_1 \land g_2 \lor g_1 \land c_1 \land c_2 \\
& \equiv g_1 \land c_1 \lor g_1 \land c_1 \land c_2 \\
& \equiv g_1 \land c_1 \\
& \equiv (g_1 \iff c_1) \land g_1
\end{align*}
\]

By induction on the number of implications, we conclude that \( (g_j \iff c_j) \land g_j \) is equivalent to \( \land_i (g_i \iff c_i) \land g_j \) for all \( j \), and thus:

\[ \phi = \land_i (g_i \iff c_i) \land (\lor_i g_i) \]

\[ \square \]

Given two guarded commands \( \phi = \land_i (g_i \iff c_i) \land (\lor_j g_j) \) and \( \psi = \land_i (g_i' \iff c_i') \land (\lor_j g_j') \), we write the composition \( \phi \land \psi \) as the formula:

\[ \phi \land \psi = \land_i (g_i \iff c_i) \land (g_i' \iff c_i') \land (\lor_{i,j} g_i \land g_j) \]

**Proposition 2.** Given two deterministic formulas \( \phi \) and \( \psi \), their product \( \phi \land \psi \) is also deterministic.

**Proof.** Since \( \phi \) and \( \psi \) are deterministic, we can write \( \phi = \land_i (g_i \iff c_i) \land (\lor_j g_j) \) and \( \psi = \land_i (g_i' \iff c_i') \land (\lor_j g_j') \) where for \( i \neq j \), \( g_i \land g_j \equiv \bot \) and \( g_i' \land g_j' \equiv \bot \). The product \( \phi \land \psi \) can be seen as:

\[ \phi \land \psi = (g_1 \land c_1 \lor \ldots \lor g_n \land c_n) \land (g_1' \land c_1' \lor \ldots \lor g_n' \land c_n') \]

\[ = (g_1 \land g_1' \land c_1 \land c_1' \lor \ldots \lor g_n \land g_n' \land c_n \land c_n') \]

The new formula \( \phi \land \psi \) inherits from \( \phi \land \psi \) that for any \( i \), \( j \), \( k \) and \( l \) such that \( i \neq j \lor k \neq l \), we have \( g_i \land g_k \land g_j \land g_l \equiv \bot \). Therefore, \( \phi \land \psi \) is also deterministic and
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can be written as a guarded command:

$$
\phi \land \psi = \bigwedge_{i,j} ((g_i \land g'_j) \implies (c_i \land c'_j)) \land \bigvee_{i,j} (g_i \land g'_j)
$$

As the construction in the proof of Proposition \[2\] shows, writing the composition of two deterministic formulas as a deterministic formula may increase the size of the resulting formula.

We present some optimizations that can be applied to formulas before forming their product. We use the formula

$$
\phi = \bigwedge_i (g_i \implies c_i) \land (\bigvee_i g_i)
$$

and

$$
\psi = \bigwedge_j (g'_j \implies c'_j) \land (\bigvee_j g'_j)
$$

to illustrate these transformations, where \(i\) and \(j\) range over a finite set of natural numbers.

In general, the disjunction of guards \(\bigvee_i g_i\) constituting the last part of the guarded command can imply a relation on the literals of the guards, and simplify the guards themselves. We consider the example of the sync channel:

$$
\phi_{\text{sync}} = (a = * \land b = * \land a = b) \lor (a \neq * \land b \neq * \land a = b)
$$

$$
= ((a \neq * \land b \neq *) \implies a = b) \land
((a = * \land b \neq *) \implies a = b) \land
((a = * \land b = *) \lor (a \neq * \land b \neq *))
$$

$$
= (a \neq * \implies a = b) \land (a \neq * \iff b \neq *)
$$

In this example, the guarded command form of the formula for \(\text{sync}\) induces a relation on \(a\) fires and \(b\) fires that simplifies the formula. It also means that in subsequent compositions, we can consider literals \(a \neq *\) and \(b \neq *\) as interchangeable. We consider as future work the exploitation of such relations that emerge from the disjunction of guards.

Given the product \(\phi \land \psi\), if we find \(g_k\) and \(g'_l\) such that \(g_k \iff g'_l\), we can equivalently consider \(\phi \land \psi\) as the following formula:

$$
\phi \land \psi = ((g_k \land g'_l) \implies (c_k \land c'_l)) \land
\bigwedge_{i \neq k} (g_i \implies c_i) \land (g'_l \implies c'_l) \land (\bigvee_{i,j} g_i \land g'_j)
$$
In other words, if $\phi$ is of size $N$ and $\psi$ of size $M$, we decrease the size of $\phi \land \psi$ by 1 by identifying two guards, i.e., the size of $\phi \land \psi$ is $M + N - 1$. If we compare the resulting size of the disjunctive normal form, since $g_k \land g'_l$ is exclusive of all other guards $g_i$ and $g'_j$ for all $i \neq k$ and $j \neq l$, identifying two guards remove $M + N$ clauses from $M \times N$.

**Example 42.** We now consider an example of guarded commands for the fifo1 primitive. The fifo1 primitive has a permanent constraint written in Fig. 3.2, with the io designation of $\text{io}(a) = 1$ and $\text{io}(b) = 0$, i.e., $a$ is an input port and $b$ is an output port. The formula of a fifo1 is deterministic, and with the result of Proposition 1, we can write its permanent constraint as a guarded command:

$$\phi_{\text{fifo}1} = (g_1 \implies c_1) \land (g_2 \implies c_1) \land (g_3 \implies c_2) \land (g_1 \lor g_2 \lor g_3)$$

where we have the following guards:

- $g_1 := (a \neq * \land b = * \land m = *)$,
- $g_2 := (a = * \land b \neq * \land m \neq *)$, and
- $g_3 := (a = * \land b = *);$ and the following commands

  - $c_1 := (m' = a \land m = b)$, and
  - $c_2 := m' = m$.

The formula for a fifo1 channel has three different guards. The first guard $g_1$ checks whether its source port $a$ is active, in which case the command $c_1$ fills the buffer with the data observed at port $a$; the second guard $g_2$ checks whether the channel’s sink port $b$ is active, in which case its command $c_1$ empties the buffer through port $b$. The last guard $g_3$ checks if the two ports $a$ and $b$ are inactive, and if true, triggers the command $c_2$ where memories are copied over.

**Proposition 3.** Given $\phi$ a deterministic formula written in guarded command form, $\Gamma$ is a solution of $\phi$ if and only if there exists a unique guarded command $g \implies c$ of $\phi$ such that:

$$\Gamma \models g \land c$$

**Proof.** We assume $\phi = \bigwedge_i (g_i \implies c_i)$ of size $n \in \mathbb{N}$ where $g_i$ are guards and $c_i$ are commands for all $1 \leq i \leq n$.

$$\Gamma \models \phi \text{ iff } \Gamma \models \bigwedge_i (g_i \implies c_i) \land (\bigvee_i g_i)$$

$$\text{iff } \forall 1 \leq i \leq n, \Gamma \models g_i \implies c_i \text{ and } \Gamma \models \bigvee_{j \leq n} g_j$$

Because guards are exclusive to each others ($\phi$ is a deterministic formula), if there
exists $1 \leq i \leq n$ such that $\Gamma \models g_i$, then $\Gamma \not\models g_j$ for all $j \neq i$. Therefore, there exists a unique $1 \leq j \leq n$ such that $\Gamma \models g_j$.

$$\Gamma \models \phi \text{ iff for all } 1 \leq i \leq n, \Gamma \models g_i \implies c_i \text{ and}$$

there exists a unique $1 \leq j \leq n$, $\Gamma \models g_j$.

Since there exists a unique guard that $\Gamma$ can satisfy, for all $1 \leq i \leq n$ such that $i \neq j$, $\Gamma \models g_i \implies c_i$ since $\Gamma \models \neg g_i$. Thus:

$$\Gamma \models \phi \text{ iff there exists a unique } 1 \leq j \leq n, \Gamma \models g_j$$

and $\Gamma \models g_j \implies c_j$.

Which is equivalent to:

$$\Gamma \models \phi \text{ iff there exists a unique } 1 \leq j \leq n, \Gamma \models g_j$$

and $\Gamma \models c_j$.

\[ \square \]

### 3.2.2 Behavior of connectors

**Operational semantics.** We present in this section the operational semantics of constraint $\phi$ specifying a protocol as a labeled transition system, where we consider memory assignment as labels for *states*, and port assignments as labels for *transitions* between states. We call $\Gamma_{V_\phi}$ the set of assignment functions $\Gamma : P \cup M \cup M' \rightarrow D^*$ that satisfy the constraint $\phi$. Given an assignment $\Gamma \in \Gamma_{V_\phi}$, we denote by $\Gamma_P$, $\Gamma_M$, and $\Gamma_{M'}$ the restrictions of $\Gamma$ to respectively the port variables, un-primed memory variables, and primed memory variables assignment.

The operational semantics of a connector characterized by an internal constraint $\phi$, where $V_\phi = P \cup M \cup M'$, is defined in terms of a labeled transition system $(S, L, s_0, \Gamma_{V_\phi}, \rightarrow)$, where:

- $S$ the set of states
- $s_0$ is the initial state
- $L : S \rightarrow (M \rightarrow D_*)$ is a labeling function
- $\Gamma_{V_\phi} = \{ \Gamma \mid \Gamma \models \phi \}$ is the set of solutions of $\phi$
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• $\rightarrow \subseteq S \times (P \rightarrow D) \times S$ the transition relation s.t.: $(s_0, \Gamma_P, s_1) \in \rightarrow$ iff there exists $\Delta \in \Gamma_{V_\phi}$ such that $\Delta_P = \Gamma_P$, $\Delta_M = L(s_0)$, and $\Delta_{M'} = L(s_1)$.

According to this definition, each state in $s_i \in S$ represents a data assignment for memories of a component (free variables in $\phi$) at an instant $i$.

In the case where $M = \emptyset$, which means no memories are defined in the protocol, then the set of states $S$ is composed only of one state $s_0$, such that $L(s_0) = \emptyset$.

By Proposition 3, the label transition system of a deterministic constraint is deterministic with respect to its label: for any state $s \in S$ and pair of distinct states $s', s'' \in S$, if $(s, \Gamma, s') \in \rightarrow$ and $(s, \Gamma', s'') \in \rightarrow$, then $\Gamma \neq \Gamma'$. Indeed, the two solutions $\Gamma$ and $\Gamma'$ must satisfy two different guarded commands, and since $\phi$ is deterministic, the two guards cannot be satisfied at the same time. Then, $\Gamma$ and $\Gamma'$ must differ in at least one port assignment. It makes sense therefore to use such a label transition system to define the operational semantics of a connector specified by a deterministic constraint, as the resulting LTS is deterministic.

**Example 43.** This example prolongs the Example 41, and use the data domain $D = \{1, \ast\}$. States are labeled by memory assignment. A fifo1 has only one memory, therefore a state labeled by the element $(d)$ represents the assignment of value $d$ to the memory. Transitions are labeled by port assignment. A fifo1 has two ports in its interface, therefore we express the assignment $a$ maps to $d$ and $b$ maps to $d$ as the tuple $(d_a, d_b)$. Initially, the fifo1 start with an empty memory.

The set $\Gamma_{V_\phi}$ for the fifo1 channel corresponds to all solution of the constraint $\text{fifo1}(a, b)$, that could be listed in the same manner as explained in Example 41. The resulting LTS for a fifo1 channel is shown in Figure 3.2.

**Execution path** We define an infinite execution path $\sigma$ of a transition system $\text{LTS}$ as a sequence of transitions, i.e. $\sigma = s_0, \Gamma_P_0, s_1, \Gamma_P_1, s_2, \ldots, s_i, \Gamma_P_i, s_{i+1}, \ldots$, where $(s_i, \Gamma_P_i, s_{i+1}) \in \rightarrow$.

We denote by $w_\sigma$ the word induced by the path $\sigma$ consisting of the sequence of the assignments $\Gamma$, i.e. $w_\sigma = (\Gamma_i)_{i \in \mathbb{N}}$ where $\Gamma_i(p) = \Gamma_p(p)$ and $\Gamma_i(m) = L(s_i)(m)$ for
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all \( p \in P \), and \( m \in M \) where \( L \) is the labeling function of the LTS. We write \( \mathcal{T} \) for the set of infinite words, and \( w \in \mathcal{T} \) is accepted if there exists an infinite execution path \( \sigma \) of LTS such that \( w = w_\sigma \). Given \( w \in \mathcal{T} \), the element \( w(i) \) designates the \( i \)-th port and memory assignment in \( w \), and \( w(i)(v) \) gives the specific assignment for the port variable if \( v \in P \) or memory variable if \( v \in M \). The \( n \)-th derivation of a word \( w \) is noted as \( w^{(n)} \) and defined such that \( w^{(n)}(i) = w(n + i) \) for all \( i \in \mathbb{N} \). Based on this definition, we have \( w^{(0)}(i) = w(i) \). For example, in the first table (from the left) in Table 3.2 we have: \( w^{(0)}(0) = (*,*,*) \), \( w^{(0)}(1) = (1,*,*) \), and \( w^{(1)}(0) = (1,*,*) \), \( w^{(1)}(1) = (*,1,*) \), where the values of the first, the second, and the third elements in the tuples are associated respectively to the ports and memory, \( a \), \( m \), and \( b \).

Behavior of components We define the behavior of a component whose specification is given by a formula \( \phi \) as the set of infinite words accepted by the LTS, i.e.:

\[
L_\phi = \bigcup_{w \in \mathcal{T}} \{ w \mid w \text{ is an accepted word} \}
\]

We refer to the behavior of a port as the restriction of the behavior of a component to a single variable. We note \( w|_a \) the restriction of the word \( w \) to the port variable \( a \in P \). The restriction \( w|_a \) thus denotes the stream of values observed at port \( a \), and is such that \( w|_a(i) = w(i)(a) \) for all \( i \in \mathbb{N} \).

Example 44. The example of an execution of the protocol corresponding to the connector fifo1 is represented by Table 3.2.

<table>
<thead>
<tr>
<th>a</th>
<th>m</th>
<th>b</th>
<th>a</th>
<th>m</th>
<th>b</th>
<th>a</th>
<th>m</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>*</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>1</td>
<td>*</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>*</td>
<td>1</td>
<td>*</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>*</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>1</td>
<td>*</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.2: Three words in the behavior set of a fifo1 channel with domain \( D = \{1,*\} \)

We use the same convention as in Section 2.3, namely that a behavior of a order sensitive component is described without time labels. Moreover, using the set notation for an assignment \( \Gamma \) of ports to values, a word labeling an LTS is a sequence of sets of assignments, which denotes the representative of a set of equivalent behaviors under stretching. Thus, the semantics of a constraint \( \phi \) is given as a component \( (E_\phi, L_\phi) \)
where $E_\phi$ contains all possible assignments for all free ports and memories occurring in $\phi$.

### 3.3 Verification of temporal properties on connectors

To specify the properties of the executions of Reo protocols, we define in this section the LTL formulas semantics on Reo connector behaviors.

Let $C$ be a Reo protocol specified with the formula $\phi$, such that its operational semantics is specified with LTS. Let $\sigma$ be an execution path of LTS. We refer by $w_\sigma$ a word accepted by LTS over $\sigma$, and denote $T$ the set of accepted words.

An LTL formula is expressed using the following syntax:

$$
\phi ::= v = d \mid \varphi_1 \land \varphi_2 \mid \neg \varphi \mid X\varphi \mid \Box \varphi \mid \Diamond \varphi \mid \varphi_1 U \varphi_2
$$

where $v$ is a port or memory variable in $P \cup M$ and $d$ is an element of the data domain $D_\ast$.

We interpret the LTL formulas over the accepted word $w_\sigma$ and define the satisfaction relation $|$ such as,

- $w_\sigma \models v = d$ iff $w_\sigma^{(0)}(0)(v) = d$
- $w_\sigma \models \varphi_1 \land \varphi_2$ if and only if $w_\sigma \models \varphi_1$ and $w_\sigma \models \varphi_2$
- $w_\sigma \models \neg \varphi$ if and only if $w_\sigma \not\models \varphi$
- $w_\sigma \models X\varphi$ if and only if $w_\sigma^{(1)} \models \varphi$
- $w_\sigma \models \Box \varphi$ if and only if $w_\sigma^{(i)} \models \varphi$ for all $i \in \mathbb{N}$
- $w_\sigma \models \Diamond \varphi$ if and only if $w_\sigma^{(i)} \models \varphi$ for some $i \in \mathbb{N}$
- $w_\sigma \models \varphi_1 U \varphi_2$ if and only if there exists $j \in \mathbb{N}$ such that $w_\sigma^{(j)} \models \varphi_2$, and $w_\sigma^{(i)} \models \varphi_1$ for all $0 \leq i < j$.

We introduce several properties of interest on Reo circuit. Given $p$, $m$, and $m'$ respectively port, memory, and next memory variables, we denote by $p$ and $m$ the atomic propositions $p \neq *$ and $m' \neq m$ which represent that $p$ is firing and $m$ is changing value. In both cases, we say that $p$ or $m$ fires.

**Example 45.** As an example of LTL formula for a sync channel, we have $\Box(a \iff b)$ where $a$ and $b$ are port variables. For a fifo1 channel, we have $\Box(a \implies X(-aUb))$ and also $\Box(b \implies X(-bUa))$.  
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We now look into the implementation and verification of a protocol described by a formula in guarded command form. As Proposition 3 shows each solution is described by a unique guarded command. Therefore a program implementing a protocol checks the set of guards that are satisfied by the state of the environment and the internal state, and nondeterministically satisfies one and only one corresponding command. We develop in the next section the steps leading from a protocol specification to a program written in Promela.

3.3.1 From synchronous protocol to asynchronous implementation

In the previous section, we detailed the requirement and the procedure to write a protocol as a formula in the guarded command form. The implication of having such a form for a protocol makes it possible and easier to translate it into a program. In this section, we define a translation from a formula written as a guarded command to a Promela program. We show the correctness of the translation, by comparing the semantic of a Reo specification, and that of its target program in Promela.

Translation of Reo to Promela Throughout this section, we assume a generic data type denoted as Data for data flowing in the protocol, since data type is specific in the application that employs the protocol. We go through the main constructs in Reo, being ports, components, and connectors.

Ports In Reo, as defined in the previous section, a port is a location where two components synchronize and exchange data. In Promela, we implement a Reo port as a pair of two Promela channels, each with a buffer size of one. We show that our Promela implementation of a port simulates Reo’s synchronized message passing between components.

typedef port {
    chan data = [1] of {Data};
}
As expressed in Listing 3.1, a port has a data channel and a synchronization channel. The data channel is responsible for the data flow between input and output ends of a port. The Promela sync channel ensures synchronous exchange between these two ends.

As described in Listing 3.2, two actions can be performed on such a constructed port: put and take.

Listing 3.2: put and take functions

The action put has two arguments: a port q and a datum a. The function call put(q, a) atomically fills the data channel of q with the datum a, and blocks on the trig channel, waiting to synchronize with the component on the output side of q. The integer x is used to empty the trig channel, but its value does not matter.

The action take has a port q and a variable a as arguments. The function call take(q, a) atomically notifies, by filling the trig channel, that there is a component willing to take data, and blocks on the data channel, until a datum can be taken into the variable a. The integer value of −1 written into the synchronization channel is arbitrary, as trig is used only for signaling.

We describe two temporal properties that reflect the synchronous behavior of a port in an asynchronous implementation. We say that a port fires whenever a data is exchanged between the input party and the output party. If a port does not fire, it is silent. In the case of an implementation of a port with two buffers, the firing property occurs whenever a port has both an input and an output request: both buffers are full. We say the a buffer (or a memory) is full whenever it contains a data, and is empty otherwise. We define some macros in Listing 3.3 for firing and silent property of port p, and for full and empty buffer.

Listing 3.3: Macros for firing of ports

```c
#define p_fires ( !(len(p.data) == 0) && !(len(p.trig) == 0) &&
```
Components  We call an external component that interacts with the main protocol, an agent. For each port \( q \) in the protocol’s interface, we assume an agent connected to that port. More precisely, if \( q \) is used as an input port by the protocol, the agent connected to \( q \) must use \( q \) as an output port, and vice versa. We give in Listing 3.4 an example of a definition of an agent with two ports as its arguments, one input and one output.

\[
\text{proctype agent}(\text{port} \ p_1; \ \text{port} \ p_2) \{ \\
\quad /* \ p_1: \text{input}, \ p_2: \text{output} */ \\
\quad \text{do} \\
\quad \quad :: /* \text{action} */ \\
\quad \text{od}
\}
\]

Listing 3.4: A generic structure for an agent

Each agent is defined as a proctype in Promela, and runs concurrently with the main protocol. We represent the generic behavior of an agent as an infinite sequence of non-deterministic actions (with the do – od loop), but the definition of the precise behavior of an agent is left for the user. Since agents and protocol share ports, it is possible that an agent blocks until a datum is delivered at its port.

We assume a set of agents given by the user. Our compiler generates only the skeleton of an agent including the set of ports in its interface, with the direction of each port (either input or output). As an extension, we intend to make the input/output restriction of ports direction more strict, using the Promela assertion \( x_r \) and \( x_s \) to prevent misuse of port directionality. We later specify some properties of the desired observable behavior.

Connectors  As introduced previously, the main difference between a component and a connector is the ability for the component to block on some put or get operations on its port. We showed in the previous section a guarded command transformation for a connector, where the guard plays the role of a safety check on the state of the input
and output ports, and the command gives the values exchanged at the output ports in terms of the value taken at the input ports.

A connector is a process running concurrently to the components. We define a connector as a proctype, taking as argument all ports in the interface of the connectors. The internal operation in the connector proctype are defined based on the definition of its internal constraint. We call $P$ the set of free port variables used in the connector’s constraint, and $M$ the set of memory variables.

We first instantiate every variable occurring free in the connector’s internal constraint as a channel structure in Promela. For every port variable $p \in P$, we define a global instance of the port structure defined in previous paragraph, with the same name as the variable. Since variable have unique names, the structure is also unique for every ports. The structure for a port is global, and will later be used for checking some temporal properties. For every memory variable $m \in M$, we define a local channel of size 1. Constant symbols are mapped to their corresponding domain. Promela only supports few data types, we assume that the constants get an interpretation in one of those data type (integer, boolean, float, characters). Function symbols are mapped to inline procedures in Promela. For each function used in Reo, we assume that an inline procedure with the same name will be provided in Promela. We use, for every port or memory variables, an additional variable in Promela that will temporary store the data occurring at a port or memory. This additional variable is typically used when multiple output variables take the value of a single input variable: in this case, the value of the input variable is temporary stored, and replicated to every outputs.

Based on the result of Proposition 1, we take the connector in its guarded command form. We use $\mathcal{GC}$ for the set of guarded commands. A guarded command $g \rightarrow c \in \mathcal{GC}$ has a natural interpretation in Promela as a conditional update. The guard $g$ is translated as a condition on the status of the port and memory channels, while the command $c$ is an update of the port and memory status. The most common statements in the guards are $\text{full}(p, \text{data})$, $\text{full}(p, \text{trig})$ and $\text{full}(m)$, which respectively checks whether a port $p$ has an incoming data request, an outgoing data request, or if the memory $m$ is full. The negation of those statement are also commonly used in the guards. In the command, we proceed for the update of ports and memories, which corresponds to statements of the kind $\text{take}(p, d)$, $\text{put}(p, d)$, $m?d$, or $m!d$, where $d$ is a local variable.

The generic structure of a Promela program obtained from a deterministic formula with $n$ guarded commands is shown in Listing 3.5.
Verification of temporal properties on connectors

Chapter 3

procedure Protocol(port p1;...){
  /* p1: input, ... */
  /* Memory declaration */
  chan m = [1] of {int}; ...
  /* Initial state */
  m!0; ...
  /* Local variables */
  int _m; int _p1; ...
  /* Guarded commands */
  do
    :: (guard_1) -> command_1
    :: ...
    :: (guard_n) -> command_n
  od }

Listing 3.5: a generic structure of a protocol

Note that the statements in the command are executed sequentially. We show in the next section that we can express some synchronous patterns as an LTL property on the state of the ports and memories.

**LTL properties** We give a translation to an LTL property on the Promela translation, such that the properties of synchrony are preserved. Therefore, we show that if the LTL property should hold on the Reo circuit, then the corresponding asynchronous LTL property should hold on the Promela program generated from the Reo circuit.

The property $p_{silent}$ is defined as the negation of the firing property, and represents all the non firing states of the port $p$. The property $silent$ denotes the conjunction of all silent properties for all ports. Note that internal memory updates are still allowed.

The two properties $p_{1\_before\_p2}$ and $p_{1\_then\_p2}$ express some asynchronous firing for ports $p_1$ and $p_2$. The latter property is stricter, since the $silent$ property requires that between the firing of ports $p_1$ and $p_2$, no other ports fire: it is true that $p_{1\_then\_p2}$ implies $p_{1\_before\_p2}$.

We define the synchronous property in Promela as a binary relation between two ports $p_1$ and $p_2$. We say that the two ports are synchronous if it is always the case that $p_1$ fires and then $p_2$ fires (or the opposite), and all steps in between the firings satisfy the $silent$ property. Synchronous property is a stricter form of asynchronous property: it is true that $sync\_p1\_p2$ implies $async\_p1\_p2$. 
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<table>
<thead>
<tr>
<th>Properties</th>
<th>Temporal formulas</th>
</tr>
</thead>
<tbody>
<tr>
<td>p_fires</td>
<td>len(p.data) != 0 &amp;&amp; len(p.trig)!==0 &amp;&amp; X(len(p.data)==0</td>
</tr>
<tr>
<td>p_silent</td>
<td>!(p_fires)</td>
</tr>
<tr>
<td>m_full</td>
<td>len(m.data)!=0</td>
</tr>
<tr>
<td>m_empty</td>
<td>len(m.data)==0</td>
</tr>
<tr>
<td>m_fires</td>
<td>m_full &amp;&amp; X(m_empty)</td>
</tr>
<tr>
<td>m_silent</td>
<td>!(m_fires)</td>
</tr>
<tr>
<td>p1_before_p2</td>
<td>(p1_fires -&gt; &lt;&gt; (p2_fires))</td>
</tr>
<tr>
<td>p1_then_p2</td>
<td>(p1_fires -&gt; X(silent U p2_fires))</td>
</tr>
<tr>
<td>sync_p1_p2</td>
<td>[] (p1_then_p2 ∨ p2_then_p1)</td>
</tr>
<tr>
<td>async_p1_p2</td>
<td>[] (p1_before_p2 ∨ p2_before_p1)</td>
</tr>
</tbody>
</table>

Arguments for correctness  In this section, we show that the sequence of messages exchanged between the generated Promela processes can be related to the sequence of data exchanges at a port of a Reo circuit. We first establish, based on the structure of the generated code resembling the guarded command form of the connector, that every data exchanged between Promela processes can be related to an assignment that satisfies the connector. As a consequence, every sequences of data exchanges between Promela processes can be related to a sequence of assignments in the behavior of a connector. We then show that there exists, for any sequences in the behavior of a Reo connector in its ideal environment, a set of processes in Promela such that the message exchanges between Promela processes correspond to the sequence in the behavior of the Reo connector. For simplicity and clarity, we consider a binary data domain for ports. The arguments for a larger domain are similar.

We use the semantic of Promela defined in [88] to show the correctness of our translation. The operational semantics of a Promela program $P$ composed of processes $P_i$ is defined as a graph $T = (Q, \rightarrow, q_0)$ where $Q$ is a set of states and $\rightarrow$ is a binary relation on states. A state $q \in Q$ is a tuple $q = (l_0, ..., l_m, lv1, ..., lvm, gv)$ where each $l_i$ is a location in process $P_i$, $lv$ is the vector of local variable values in process $P_i$, and $gv$ is the vector of global variables in $P$. The state $q_0 \in Q$ denotes the initial state. We write $l_i \xrightarrow{st} l'_i$ if and only if there is a statement $st$ from $l_i$ to $l'_i$. The variables after executing $st$ are $st(lv)$ and $st(gv)$. In our case, $st$ is an assignment, skip, or
conditional statement; or it is an asynchronous send (resp. receive) from a non-full (resp. non-empty) channel. The initial state of a Promela program \( T = (Q, \rightarrow, q_0) \) is \( q_0 = (l^0, lv^{\text{init}}, gv^{\text{init}}) \) and a path of \( T \) is a sequence of state \( q_0 q_1 \ldots \) such that \( (q_i, q_{i+1}) \in \rightarrow \).

A Promela program produced by a Reo compiler consists of a set of \( N \) processes running concurrently, where \( N - 1 \) processes are agents interacting through the protocol process. Agents share ports with the protocol, such that they can put values on the input port of the protocol, and take values from the output ports of the protocol.

By construction, the connector in Promela can only change its internal variables (memories) and the global vector of variables (boundary ports) if one of its guard is true and the command is performed. Guards are boolean statements checking whether the trig and data channels of a port are full (or empty), or if the memories channels are full (or empty). Given a connector with \( n \) ports at its interface, and \( k \) internal memories, there are \( 2^{2n+k} \) possible states in the graph of the Promela process.

We show soundness of our implementation with the following arguments:

1. In the initial state, the vector \( gv \) is set to its initial value, together with all memory channels.

2. Given a vector \( gv \) of global variable, and a vector \( lv \) of local variables, the process for the connector, if scheduled, evaluate its guards. From the set of guards satisfied, one is selected non-deterministically, and the corresponding command is performed. The guard ensure that the take and put statements in the command will not block. The value exchanged at the ports, the current and next values for the memory constitute an assignment that satisfies a unique guarded command in the deterministic formula of the connector (Proposition 3).

3. If no guards are satisfied, processes for agents are scheduled, modifying the global vector of variables \( gv \).

All sequences of assignments allowed by the connector process are included in the sequences of assignments satisfying the formula of the connector.

Completeness can be derived by showing that every solution of the guarded command corresponds to an implementation where the set of agents simulate the environment of the solution. By taking an implementation that unifies the agents, and using the non-deterministic properties of Promela, we can simulate any solution of the formula as a statement and a \( gv \) vector in Promela. Elaboration of this part remains as future work.
3.3.2 Case Study

In this section, we present an application of our approach. We show the Promela specification of a fifo channel, and study its LTL properties in two contexts: ideal and constrained environment. A second example is available in [63], in which we analyse a composite connector representing the protocol involved in a railway system. We show the Promela program compiled from the corresponding Reo circuit, and verify some properties of interest using SPIN.

We refer to an on-line repository [60] for reproduction of the results presented in this section. The compiler that generates the Promal code is accessible at [64]. The compiler takes as input a Treo file (Textual Reo [31]) and give an intermediate representation of the circuit as a guarded command formula described in this section.

**Study on the fifo channel** We consider the Reo specification of fifo described in Example 40, where ports a and b are renamed to ports p1 and p2. We connect the channel with two components: one that produces data at the input port p1 and one that consumes that at the output port p2.

We study the properties of a fifo channel in two different environments:

- The ideal environment: the two components connected by the fifo channel, producer and consumer, behave in the ideal way. The producer is willing to produce messages infinitely often, and the consumer is willing to consume messages infinitely often.

- The constrained environment: the producer is willing to produce messages infinitely often, but the consumer consumes a finite number of messages only. We show in this case that some properties of the fifo channel that were satisfied in the ideal environment may now be violated due to some non ideal behavior of boundary components.

Before detailing the verification of LTL properties in these two cases, we present the Promela implementation of fifo channel, described in Listing 3.6. The Reo protocol is implemented by the process Protocol, and the producer and consumer are implemented respectively by the processes Prod and Cons.

```plaintext
proctype Protocol(port p1;port p2 ){
  bit _m = 0 ;
  do
    :: (empty(m) && full(p1.data)) -> take(p1,_m); m!_m
    :: (full(m) && full(p2.trig)) -> m?_m; put(p2,_m)
  od
}
```
The Promela implementations of the components producer and consumer are described in Listing 3.7.

\begin{verbatim}
proctype Prod(port a){
    do :: atomic{put(a,1)}
    od
}
proctype Cons(port a){
    bit y;
    do :: atomic{take(a,y)}
    od
}
\end{verbatim}

Listing 3.7: Promela implementation of a consumer and producer

**Verification in the ideal environment.** We present three properties to verify on \texttt{fifo1} connector:

- \( prop_1 \equiv \square (p_1 \implies \Diamond (p_2)) \), which states that always if the port \( p_1 \) fires then eventually the port \( p_2 \) fires. This property is verified. It is implemented in Promela as follows:

\( ltl \ prop_1 \{[] ( p_1\_fires \rightarrow <\!\!> p_2\_fires ) \} \)

- \( prop_2 \equiv \square (m \neq * \implies \Diamond (p_2)) \), which states that always if the buffer \( m \) is full then eventually the port \( p_2 \) fires. This property is verified. It is implemented in Promela as follows:

\( ltl \ prop_2 \{[] ( m\_full \rightarrow <\!\!> p_2\_fires ) \} \)

- \( prop_3 \equiv \square (m \neq * \implies X(p_2)) \), which states that always if \( m \) is full then in the next state \( p_2 \) fires. This property is not verified because the port \( p_2 \) becomes silent in the next state. It is implemented in Promela as follows:

\( ltl \ prop_3 \{[] ( m\_full \rightarrow X p_2\_fires ) \} \)
• \( \text{prop}_4 \equiv \Box(p_1 \implies X(\neg p_1 \cup p_2)) \), which states that always if \( p_1 \) fires then in the next state \( p_1 \) becomes silent until \( p_2 \) fires. This property is verified. It is implemented in Promela as follows:

\[
\text{ltl prop4 \{} [](p1\_fires \rightarrow X(p1\_silent \cup p2\_fires))\}\n\]

**Remark 11.** The result of the property verification, described above, shows that the implementation of the fifo1 connector is correct. Indeed, based on the behavior of fifo1, this result is the one we expected.

**Verification in the constrained environment:** In this case, the producer interacts with a finite consumer, so the number of messages that could be consumed by the is limited to 5. In Listing 3.8 is presented the Promela implementation of a finite consumer, specified by the process \( \text{consFinite}() \).

We verified the properties described above, \( \text{prop}_1, \text{prop}_2, \text{prop}_3, \) and \( \text{prop}_4 \), and as expected, all these properties are not satisfied. Indeed, the properties \( \text{prop}_1, \text{prop}_2, \) and \( \text{prop}_4 \) are not satisfied because of the behavior of the component consumer that prevents firing the port \( p_2 \) after consuming the first 5 messages. Therefore their violation is due to the protocol environment. However the property \( \text{prop}_3 \), remains not satisfied as in the case of the ideal environment.

```cpp
proctype consFinite(port a){
    bit y;
    int i = 5;
    do
        :: i>0; atomic{take(a,y)}; i = i-1
        :: break
    od
}
```

**Listing 3.8:** a generic structure of a protocol

### 3.4 Related work and future work

We should mention the existing works on Reo semantics [47] and pioneer work on Reo compiler [46]. Our work expands existing work on the Reo coordination language by giving a new algebraic semantics for Reo, whose primitive components are not channels, but ports. Basic Reo channels (such as a sync or fifo channel) can be described as an algebraic product of their ports, parametrized by the proper interaction
signature. Moreover, the algebraic properties of the interaction signature provides new
ways to reason about equivalent Reo expressions.

**Model checker** Vereofy \[14, 15, 13\] is a model checking tool developed at the Univer-
sity of Dresden to analyze and verify Reo connectors. Vereofy has two input languages:
the Reo Scripting Language (RSL), used to specify the coordination protocol, and a
guarded command language called Constraint Automata Reactive Module Language
(CARML), a textual version of constraint automata used to specify the behavior of
components. Vereofy allows the verification of temporal properties expressed in LTL
and CTL-like logics.

Our work differs from Vereofy, since we use the Treo \[31\] (Textual Reo language)
to describe both the protocol and the boundary components. In Treo, the description
of the behavior of primitive channels and components is parametric: the user has to
define a semantic domain, and the Reo composition operation in that semantics. We
make use of the rule based semantics \[32\] for channels and give the description of
boundary components directly as Promela processes. Our work extended the set of
backend for the compiler so that the Textual Reo description (i.e., Treo input file)
compiles to a Promela program that can be used by the Spin model checker.

**Denotational semantics for Reo** In \[3\], the authors give a co-inductive semantic
model for Reo connectors, based on timed-data streams (TDS). We shall briefly
highlight the main differences between such model and ours. First, the TES model for
component behavior explicitly captures atomic set of events in an observation, while
the TDS model implicitly represent atomicity as all firing of ports that occur at the
same time. The time stamp of a TES can therefore be dropped while preserving the
information of atomicity: this construction simplifies reasoning about atomicity.

Another difference between TES and TDS is that TESs are not restricted to com-
munication ports, but can model arbitrary events. Moreover, the implicit semantics in
TDS that a port fires infinitely often (which is used as an argument for fairness in \[3\])
is no longer assumed in the TES model, but can still be recovered if needed.

**Operational semantics for Reo** The constraint automata semantics for Reo was
also considered in \[17\] for defining and verifying bisimulation and language equiva-
lence between Reo connectors. In \[6, 7\], the authors considered time constraints, and
proposed a timed version of constraint automaton to verify by model checking timed
CTL properties. In \[52, 51\], the authors use timed constraint automata and present
a SAT-based approach for bounded model checking of real-time component connec-
tors. The authors proposed a framework for the verification of Reo circuits using the mCRL2 toolset (developed at the TU of Eindhoven). Their tool automatically generates mCRL2 specifications from Reo graphical models. The translation from Reo to mCRL2 uses the constraint automata semantics of Reo.

In [42], the authors provide a semantics for Reo circuits using Büchi automata, and verify temporal properties of Reo circuit. Our work differs in that our logic is first order (and not monadic second order as for Büchi automata) and we give an internal representation (as guarded commands) that minimizes the size of the resulting composition. The internal representation of a Reo circuit is then translated either to a model checker for temporal verification, or to an imperative language for execution. The tool on which this section is based has shown state of the art results [32].
Chapter 4

Operational specifications of components

In Chapter 2 we presented a model of components that captures timed-event sequences (TESs) as instances of their behavior. An observation is a set of events with a unique time stamp. A component has an interface that defines which events are observable, and a behavior that denotes all possible sequences of its observations (i.e., a set of TESs). Our component model is equipped with a family of operators parametrized with an interaction signature. Thus, cyber-physical systems are defined modularly, where the product of two components models the interaction occurring between the two components. The strength, as well as practical limitation, of our semantic model is its abstraction: there is no fixed machine specification that generates the behavior of a component. We give, in this chapter, three operational descriptions of components each at different level of abstraction.

As a first operational specification, we present a state-based description of a component’s behavior using labeled transition systems. A TES transition system has transitions labeled with observations, and enriches components with states. Different TES transition systems may denote the same component, as a component is oblivious to internal non-determinism of the machinery that manifests its behavior. As for components, we introduce a family of parametrized algebraic products on TES transition systems. The parameter here is a composability relation on observations, and each transition in the product is the result of the composition of a pair of transitions with composable labels. We show that the TES transition system component semantics is
compositional with respect to such products, i.e., the component resulting from the product of two TES transition systems is equal to the product of the components resulting from each TES transition system. On components, the composability relation is co-inductively lifted from observations to TESs, and the composition function is set union on observations and interleaving on streams.

Because the composability relation on observations is a step-wise operation, it may lead to deadlock states in the product TES transition system, i.e., states with no outgoing transitions. We call two TES transition systems compatible with respect to a composability relation on observations if, for every reachable pair of states, there is at least one pair of transitions whose pair of labels is composable. We give some sufficient conditions for TES transition systems to be compatible, and show that if two TES transition systems are compatible, then their product can be done lazily, i.e., step by step at runtime. Note that, however, a TES transition system may not be executable, e.g., have countably infinite states or transitions.

As a second operational specification, we introduce a finitely representable description of components in a rewriting logic specification. Rewriting logic is a powerful framework to model concurrent systems. Moreover, implementations, such as Maude, make system specifications both executable and analyzable. Rewriting logic is suitable for specifying cyber-physical systems, as its underlying equational theory can represent both discrete and continuous changes. We give an operational specification for components as rewriting systems, and show its compositionality under some assumptions.

Our rewriting specification has the following benefits. First, performing lazy composition keeps the representation of an interacting system small. Second, step-wise runtime composition renders our runtime framework modular, where run-time replacement of individual components becomes possible (as long as the update complies with some rules). Finally, the runtime framework more closely matches the architecture of a distributed framework, where entities are physically separated and no party may have access to the whole description of the entire system. A Maude implementation of our framework is provided in Chapter 5 with a series of detailed examples. The rewriting specification of components, however, does not offer mechanisms to resolve non-determinism at the component or the system levels: multiple transitions may be allowed, and one is selected non-deterministically.

As a third operational specification, we introduce an algebra of weighted automata whose transition values model an internal strategy for an agent. The preference structure is compositional, which allows for reasoning about local choices of an agent in...
Components as transition systems

In Section 2.1, we give a declarative specification of components, and considers infinite behaviors only. We give, in Section 4.1.1 an operational specification of components using TES transition systems. We relate the parametrized product of TES transition systems with the parametrized product on their corresponding components, and show its correctness. The composition of two TES transition systems may lead to transitions that are not composable, and ultimately to a deadlock, i.e., a state with no outgoing transitions.

Notation

Given \( \sigma : N \rightarrow \Sigma \), let \( \sigma[n] \in \Sigma^n \) be the finite prefix of size \( n \) of \( \sigma \) and let \( \sim_n \) be an equivalence relation on \( (N \rightarrow \Sigma) \times (N \rightarrow \Sigma) \) such that \( \sigma \sim_n \tau \) if and only if \( \sigma[n] = \tau[n] \). Let \( FG(L) \) be the set of left factors of a set \( L \subseteq \Sigma^\omega \), defined as \( FG(L) = \{ \sigma[n] | n \in \mathbb{N}, \sigma \in L \} \). We write \( \sigma(n) \) for the \( n \)-th element of \( \sigma \).

4.1 Components as transition systems

In Section 2.1 we give a declarative specification of components, and considers infinite behaviors only. We give, in Section 4.1.1 an operational specification of components using TES transition systems. We relate the parametrized product of TES transition systems with the parametrized product on their corresponding components, and show its correctness. The composition of two TES transition systems may lead to transitions that are not composable, and ultimately to a deadlock, i.e., a state with no outgoing transitions.

Definition 32 (TES transition system). A TES transition system is a triple \((Q, E, \rightarrow)\) where \(Q\) is a set of state identifiers, \(E\) is a set of events, and \(\rightarrow \subseteq (Q \times \mathbb{N}) \times (\mathcal{P}(E) \times \mathbb{R}_+ \times (Q \times \mathbb{N})\) is a labeled transition relation, where labels on transitions are observations and a state is a pair of a state identifier and a counter value, such that \([q, c] \xrightarrow{(O,t)} [q', c']\) implies that \(c' \geq c\).

Remark 12. The counter value labeling a state of a TES transition system is related to the number of transitions a TES transition system has taken. The counter value is therefore not related to the time of the observation labeling the transition. However, it is possible for some transitions in the TES transition system to keep the same counter value in the post state. As shown later, we use the counter value to model fairness in the product of two TES transition systems.
We present two different ways to give a semantics to a TES transition system: inductive and co-inductive. Both definitions give the same behavior, as shown in Theorem 6, and we use interchangeably each definition to simplify the proofs of, e.g., Theorem 7.

Example 46 (Strictly progressing TES transition system). We call a TES transition system strictly progressing if, for all transitions \([q, c] \stackrel{(O, t)}{\longrightarrow} [q', c']\), we have that \(c' > c\). An example of a TES transition system that is strictly progressing is one for which the counter label increases by 1 for each transition, i.e., \([q, c] \stackrel{(O, t)}{\longrightarrow} [q', c + 1]\).

We use the notation \(\theta([q, c])\) to refer to the counter value \(c\) labeling the state \([q, c]\).

Semantics 1 (runs). A run of a TES transition system is an infinite sequence of consecutive transitions, such that the sequence of observations labeling the transitions form a TES, and the counter in the state is always eventually strictly increasing. Formally, the set of runs \(L_{\text{inf}}(T, s_0)\) of a TES transition system \(T = (Q, E, \rightarrow)\) initially in state \(s_0\) is:

\[
L_{\text{inf}}(T, s_0) = \{\tau \in \text{TES}(E) | \exists \chi \in (Q \times \mathbb{N})^\omega. \chi(0) = s_0 \land \forall i. \chi(i) \stackrel{\tau(i)}{\longrightarrow} \chi(i + 1) \land \exists j > 0. \theta(\chi(i + j)) > \theta(\chi(i))\}
\]

Note that the domain of quantification for \(L_{\text{inf}}(T, s_0)\) ranges over TESs, therefore the time labeling observations is, by definition, strictly increasing and non-Zeno. The component semantics of a TES transition system \(T = (Q, E, \rightarrow)\) initially in state \(q\) is the component \(C = (E, L_{\text{inf}}(T, q))\).

Semantics 2 (greatest post fixed point) Alternatively, the semantics of a TES transition system is the greatest post fixed point of a function over sets of TESs paired with a state. For a TES transition system \(T = (Q, E, \rightarrow)\), let \(R \subseteq \text{TES}(E) \times (Q \times \mathbb{N})\). We introduce \(\phi_T : \mathcal{P}(\text{TES}(E) \times (Q \times \mathbb{N})) \rightarrow \mathcal{P}(\text{TES}(E) \times (Q \times \mathbb{N}))\) as the function:

\[
\phi_T(R) = \{((\tau, s) | \exists n. \exists p \in (Q \times \mathbb{N}), \ s \stackrel{\tau[n]}{\longrightarrow} p \land \theta(p) > \theta(s) \land (\tau(n), p) \in R\}
\]

where \(\tau[n]\) is the prefix of size \(n\) of the TES \(\tau\).

We can show that \(\phi_T\) is monotonous, and therefore \(\phi_T\) has a greatest post fixed point \(\Omega_T = \bigcup\{R | R \subseteq \phi_T(R)\}\). We write \(\Omega_T(q) = \{\tau | (\tau, s) \in \Omega_T\}\) for any \(s \in Q \times \mathbb{N}\). Note that the two semantics coincide.
Theorem 6 (Equivalence). For all $s \in Q \times N$, $L^{\inf}(T, s) = \{\tau \mid (\tau, s) \in \Omega_T\}$.

Proof. Let $T = (Q, E \rightarrow)$ and $\Omega_T(s) = \{\tau \mid (\tau, s) \in \Omega_T\}$.

$$
\tau \in \Omega_T(s_0) \iff (\tau, s_0) \in \Omega_T
\iff \exists n. \exists s. s_0 \xrightarrow{\tau[n]} s \land \theta(s) > \theta(s_0) \land (\tau(n), s) \in \Omega_T \land \tau \in \text{TES}(E)
\iff \exists n. \exists \chi \in (Q \times N)^\omega. \chi(0) = s_0 \land \chi(0) \xrightarrow{\tau[n]} \chi(n) \land
\theta(\chi(n)) > \theta(\chi(0)) \land (\tau(n), \chi(n)) \in \Omega_T \land \tau \in \text{TES}(E)
\iff \exists \chi \in (Q \times N)^\omega, \chi(0) = s_0 \land \forall n \in \mathbb{N}. \chi(n) \xrightarrow{\tau(n)} \chi(n + 1) \land
\exists k \in \mathbb{N}. \theta(\chi(n + k)) > \theta(\chi(n)) \land \tau \in \text{TES}(E)
\iff \tau \in L^{\inf}(T, s_0)
$$

In the fourth equivalence, we state that the infinite sequence of transitions with $\chi \in (Q \times N)^\omega$ as sequence of states, is labeled by the sequence of observations $\tau$. We prove the step by induction. Let $n \in \mathbb{N}$, and let $\chi \in (Q \times N)^\omega$ be such that, for all $k \leq n$, $\chi(k) \xrightarrow{\tau(k)} \chi(k + 1)$ and $(\tau(k), \chi(k)) \in \Omega_T$. Then, given that $(\tau(n), \chi(n)) \in \Omega_T$, there exists an $i \in \mathbb{N}$, a sequence of transitions $\chi(j) \xrightarrow{\tau(j + 1)} \chi(j + 1)$ for $j \leq i$ which proves, by induction, the implication.

The other direction of the equivalence is simpler. If there exists $\chi \in (Q \times N)^\omega$ such that for all $n \in \mathbb{N}$, there exists $k \in \mathbb{N}$ with $\chi(n) \xrightarrow{\tau(n)[k]} \chi(n + k)$, then we have a witness, for every $n \in \mathbb{N}$, that $(\tau(n), \chi(n))$ is an element of $\Omega_T$. \hfill \Box

The semantics of a TES transition system is defined as the component whose behavior contains all the runs. Operationally, however, the (infinite) step-wise generation of such a sequence does not always return a valid prefix of a run. We introduce finite sequences of a TES transition system, and define a deadlock of a TES transition system as a reachable state without outgoing transition.

Let $T = (Q, E, \rightarrow)$ be a TES transition system. We write $q \xrightarrow{u} p$ for the sequence of transitions $q \xrightarrow{u(0)} q_1 \xrightarrow{u(1)} q_2 \ldots \xrightarrow{u(n-1)} p$, where $u = \langle u(0), \ldots, u(n-1) \rangle \in (\mathcal{P}(E) \times \mathbb{R}_+)^n$. We write $|u|$ for the size of the sequence $u$. We use $L^{\fin}(T, q)$ to denote the set of finite sequences of observables labeling a finite path in $T$ starting from state $q$, such that

$$
L^{\fin}(T, s) = \{u \mid \exists p. s \xrightarrow{u} p \land \forall i < |u| - 1. u(i) = (O_i, t_i) \land t_i < t_{i+1}\}
$$

Let $FG(L)$ be the set of left factors of a set $L \subseteq \Sigma^\omega$, defined as $FG(L) = \{\sigma[n] \mid n \in \mathbb{N}, \sigma \in L\}$. We write $\sigma(n)$ for the $n$-th derivative of $\sigma$, i.e., the stream such that $\sigma(n)(i) = \sigma(n + i)$ for all $i \in \mathbb{N}$.
Remark 13 (Deadlock). Observe that $FG(L^\inf(T,q)) \subseteq L^\fin(T,q)$ which, in the case of strict inclusion, captures the fact that some states may have no outgoing transitions and therefore deadlock.

Remark 14 (Abstraction). There may be two different TES transition systems $T_1$ and $T_2$ such that $L^\inf(T_1) = L^\inf(T_2)$, i.e., a set of TESs is not uniquely characterized by a TES transition system. In that sense, the TES representation of behaviors is more abstract than TES transition systems.

We use the transition rule $q \xrightarrow{(O,t)} q'$ where the counter is not written to denote the set of transitions

$$[q,c] \xrightarrow{(O,t)} [q',c']$$

for $c \in \mathbb{N}$ and $c' \in \mathbb{N}$ with $c' \geq c$.

Example 47. The behavior of a robot introduced earlier is a TES transition system $T_R = (\{q_0\}, E_R, \rightarrow)$ where $q_0 \xrightarrow{\{(e,t)\}} q_0$ for arbitrary $t$ in $\mathbb{R}_+$ and $e \in E_R$. Similarly, the behavior of a grid is a TES transition system $T_G(I,n,m) = (Q_G, E_G(I,n,m), \rightarrow)$ where:

- $Q_G \subseteq (I \rightarrow ([0;n] \times [0;m]))$,
- $f \xrightarrow{(O,t)} f'$ for arbitrary $t$ in $\mathbb{R}_+$, such that
  - $d_R \in O$ implies $f'(R)$ is updated according to the direction $d$ if the resulting position is within the bounds of the grid;
  - $(x,y)_R \in O$ implies $f(R) = (x,y)_R$ and $f'(R) = f(R)$;
  - $f'(R) = f(R)$, otherwise.

The behavior of a swap protocol $S(R_i,R_j)$ with $i < j$ is a TES transition system $T_S(R_1,R_2) = (Q,E,\rightarrow)$ where, for $t_1,t_2,t_3 \in \mathbb{R}_+$ with $t_1 < t_2 < t_3$:

- $Q = \{q_1,q_2,q_3,q_4,q_6\}$;
- $E = E_{R_i} \cup E_{R_j} \cup \{\text{lock}(R_i,R_j), \text{unlock}(R_i,R_j), \text{start}(R_i,R_j), \text{end}(R_i,R_j)\}$
- $q_1 \xrightarrow{\{(\text{lock}(R_i,R_j)),t_1\}} q_2$;
- $q_2 \xrightarrow{\{(\text{unlock}(R_i,R_j)),t_1\}} q_1$;
- $q_1 \xrightarrow{\{(\text{start}(R_i,R_j),(x,y)_{R_i},(x+1,y)_{R_j}),t_1\}} q_3$;
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The product of two components is parametrized by a composability relation $\kappa$ on observations and syntactically constructs the product of two TES transition systems.

**Definition 33 (Product).** The product of two TES transition systems $T_1 = (Q_1, E_1, \rightarrow_1)$ and $T_2 = (Q_2, E_2, \rightarrow_2)$ under the constraint $\kappa$ is the TES transition system $T_1 \times_\kappa T_2 = (Q_1 \times Q_2, E_1 \cup E_2, \rightarrow)$ such that:

\[
\begin{align*}
[q_1, c_1] & \xrightarrow{(O_1, t_1)} [q'_1, c'_1] \quad [q_2, c_2] \xrightarrow{(O_2, t_2)} [q'_2, c'_2] & \quad \text{if } ((O_1, t_1), (\emptyset, t_1)) \in \kappa(E_1, E_2) \quad t_1 < t_2 \\
[(q_1, q_2), \min(c_1, c_2)] & \xrightarrow{(O_1, t_1)} [(q'_1, q_2), \min(c'_1, c_2)] \\
[q_1, c_1] & \xrightarrow{(O_1, t_1)} [q'_1, c'_1] \quad [q_2, c_2] \xrightarrow{(O_2, t_2)} [q'_2, c'_2] & \quad \text{if } ((\emptyset, t_2), (O_2, t_2)) \in \kappa(E_1, E_2) \quad t_2 < t_1 \\
[(q_1, q_2), \min(c_1, c_2)] & \xrightarrow{(O_2, t_2)} [(q'_1, q_2), \min(c'_1, c_2)] \\
[q_1, c_1] & \xrightarrow{(O_1, t_1)} [q'_1, c'_1] \quad [q_2, c_2] \xrightarrow{(O_2, t_2)} [q'_2, c'_2] & \quad \text{if } ((O_1, t_1), (O_2, t_2)) \in \kappa(E_1, E_2) \quad t_2 = t_1 \\
[(q_1, q_2), \min(c_1, c_2)] & \xrightarrow{(O_1 \cup O_2, t_1)} [(q'_1, q_2), \min(c'_1, c'_2)]
\end{align*}
\]

Observe that the product is defined on pairs of transitions, which implies that if $T_1$ or $T_2$ has a state without outgoing transition, then the product has no outgoing transitions from that state. The reciprocal is, however, not true in general. We write $C_{T_1 \times_\kappa T_2}((s_1, s_2))$ for the component $C_{T_1 \times_\kappa T_2}([(q_1, q_2), \min(c_1, c_2)])$ where $s_1 = [q_1, c_1]$ and $s_2 = [q_2, c_2]$. Theorem\[\text{47}\] states that the product of TES transition systems denotes (given a state) the set of TESs that corresponds to the product of the corresponding components (in their respective states). Then, the product that we define on TES transition systems does not add nor remove behaviors with respect to the product on their respective components.

**Example 48.** Consider two strictly progressing (as in Example\[\text{46}\]) TES transition systems $T_1 = (Q_1, E_1, \rightarrow_1)$ and $T_2 = (Q_2, E_2, \rightarrow_2)$. Then, consider a transition in the product $T_1 \times_\kappa T_2$ such that

\[
[(q_1, q_2), c] \xrightarrow{(O_1, t_1)} [(q'_1, q_2), c]
\]
we can deduce that $T_1$ made a step while the counter $c$ labelling the state didn’t change. Therefore, $T_2$ in state $q_2$ has a counter labelling its state that is higher than the counter labelling the state in $q_1$. Alternatively, if

$$([(q_1, q_2), c] \xrightarrow{(O_1, t_1)} [(q'_1, q_2), c + 1])$$

then the counter at $q_2$ may become lower than the counter at which $T_1$ performs the next transition, which means that eventually $T_2$ has to take a transition.

The composability relation $\kappa$ in the product of two TES transition systems (see Definition 33) accepts an independent step from $T_1$ (resp. $T_2$) if the observation labeling the step relates to the simultaneous silent observation from $T_2$ (resp. $T_1$). Given two composable TESs $\sigma$ and $\tau$ respectively in the component behavior of $T_1$ and $T_2$, the composability relation $[\kappa]$ must relate heads of such TESs co-inductively. As we do not enforce silent observation to be effective from the product rules (1) and (2), we consider composability relations such that:

- if $((O_1, t_1), (\emptyset, t_2)) \in \kappa(E_1, E_2)$ then $((O_1, t_1), (O_2, t_2)) \in \kappa(E_1, E_2)$ for any $O_2 \subseteq \mathcal{P}(E_2)$ and $t_2 > t_1$; and
- if $((\emptyset, t_2), (O_2, t_2)) \in \kappa(E_1, E_2)$ then $((O_1, t_1), (O_2, t_2)) \in \kappa(E_1, E_2)$ for any $O_1 \subseteq \mathcal{P}(E_1)$ and $t_1 > t_2$

The two rules above encode that an observation from $T_1$ is independent to $T_2$ (i.e., $((O_1, t_1), (\emptyset, t_1)) \in \kappa(E_1, E_2)$) if and only if $T_1$ and $T_2$ can make observations at different times (i.e., $((O_1, t_1), (O_2, t_2)) \in \kappa(E_1, E_2)$ for arbitrary $O_2(t_2)$ from $T_2$ with $t_2 > t_1$.

**Theorem 7 (Correctness).** For two TES transition systems $T_1$ and $T_2$, and for $\kappa$ satisfying the constraint above:

$$C_{T_1 \times_T T_2}(s) = C_{T_1}(s_1) \times (\kappa([s], [\kappa])) C_{T_2}(s_2)$$

with $s_1 = [q_1, c_1] \in (Q_1 \times N)$, $s_2 = [q_2, c_2] \in (Q_2 \times N)$, and $s = [(q_1, q_2), \min(c_1, c_2)]$.

**Proof.** We first show that, for all $\tau \in C_{T_1 \times_T T_2}(s_1, s_2)$, there is always, eventually, an observations of $\tau$ that is a label of a transition constructed by rule (1) or (3) (and (2) or (3)) of the product in Definition 33.

We prove by contradiction. Assume that there is an index $n$ for which for all $k > n$, the observation $\tau(k)$ is generated by the rule (2) of the product. Then, let
\( \chi \in (Q \times \mathbb{N})^\omega \) be the sequence of states such that \( \chi(k) \xrightarrow{\tau(n+k)} \chi(k+1) \) for \( k \in \mathbb{N} \), we can find a step \( j \geq 0 \) such that, for all \( m \geq j \), \( \theta(\chi(m)) = \theta(\chi(m+1)) \). This contradicts the definition of \( \tau \), that the counter in the sequence of states must always eventually increase. Thus, we can conclude that we always eventually take a composite transition from rule (1) or (3) (resp. (2) and (3)) to construct a TES \( \tau \in C_{T_1 \times T_2}(s_1, s_2) \).

We show by induction that we can construct, from a run \( \tau \in \mathcal{L}^{\inf}(T, s_0) \), a run \( \tau_1 \in \mathcal{L}^{\inf}(T_1, s_1) \). Let \( \chi \in (Q \times \mathbb{N})^\omega \) such that \( \chi(n) \xrightarrow{\tau(n)} \chi(n+1) \) and let \( \tau_1 \in TES(E_1) \) be the sequence of observations occurring in \( \tau \) generated by the product rules (1) or (3). We show, by induction, that there exists \( \chi_1 \in (Q_1 \times \mathbb{N})^\omega \) such that, for all \( n \), \( \chi_1(n) \xrightarrow{\tau_1(n)} \chi_1(n+1) \). Indeed, there exists \( k \in \mathbb{N} \) such that \( \chi(k) \xrightarrow{\tau(k)} \chi(k+1) \) with \( \tau(k) \) being generated by rule (1) or (3). We can therefore define states \( \chi_1(0) \) and \( \chi_1(1) \) from \( \chi(k) \) and \( \chi(k+1) \), with a corresponding counter value, and \( \tau(0) \) from \( \tau(k) \).

Assuming that \( \chi_1(k) \xrightarrow{\tau_1(k)} \chi_1(k+1) \) for \( k \leq n \), we know there exists a \( j \geq n \) such that the transition \( \chi(j) \xrightarrow{\tau(j)} \chi(j+1) \) is produced by rules (1) or (3). Therefore, we can construct the next element of the run, namely \( \chi_1(n) \xrightarrow{\tau_1(n)} \chi_1(n+1) \). By induction, we conclude that \( \tau_1 \in \mathcal{L}^{\inf}(T, \chi(0)) \).

Thus, given a run \( \tau \in C_{T_1 \times T_2}(s_1, s_2) \), we have two runs \( \tau_1 \in C_{T_1}(q_1) \) and \( \tau_2 \in C_{T_2}(q_2) \) applying symmetric arguments to construct \( \tau_2 \) such that \( \tau = \tau_1[\cup]\tau_2 \). We prove, by co-induction, that \( (\tau_1, \tau_2) \in [\kappa](E_1, E_2) \).

Let \( \Delta_{\tau_1, \tau_2} = \{(\tau_1, \tau_2)^{(n)} \mid n \in \mathbb{N} \} \) be the set of all derivations of \( (\tau_1, \tau_2) \), where, in \( (\tau_1, \tau_2)^{(n)} \), the \( n \) first observations are dropped from the pair of TESs \( \tau_1 \) and \( \tau_2 \). Then, to prove that \( \Delta \subseteq [\kappa](E_1, E_2) \), it is sufficient to show that \( \Delta \) is a post fix point of \( \phi_\kappa \), namely that \( \Delta \subseteq \phi_\kappa(\Delta) \). We remind that:

\[
\phi_\kappa(\Delta) = \{((\sigma, \eta) \mid (\sigma(0), \eta(0)) \in \kappa(E_1, E_2) \wedge (\sigma, \eta)' \in \Delta \}
\]

It is therefore sufficient to prove that \( (\sigma, \eta) \in \Delta_{\tau_1, \tau_2} \) implies that \( (\sigma(0), \eta(0)) \in \kappa(E_1, E_2) \) in order to conclude that \( \Delta_{\tau_1, \tau_2} \subseteq \phi_\kappa(\Delta_{\tau_1, \tau_2}) \). This is directly implied by the three rules of the product of \( T_1 \) and \( T_2 \) constructing \( \tau \), and the conditions imposed on \( \kappa \).

Next, we show the reciprocal: for two \( \kappa \)-composable TESs \( \tau_1 \) and \( \tau_2 \), respectively in \( C_{T_1}(s_1) \) and \( C_{T_2}(s_2) \), \( \tau_1[\cup]\tau_2 \) is a run of the product \( C_{T_1 \times T_2}(s_1, s_2) \). We consider the two runs with sequence of states \( \chi_1 \in (Q_1 \times \mathbb{N})^\omega \) and \( \chi_2 \in (Q_1 \times \mathbb{N})^\omega \), for \( \tau_1 \) and \( \tau_2 \) respectively. Then, we show that there exists a sequence of states \( \chi \in ((Q_1 \times Q_2) \times \mathbb{N})^\omega \), whose transitions are labeled by \( \tau \), and resulting from the composition of the two sequences of states. Moreover, since the counter of \( \chi_1 \) and \( \chi_2 \) are always
Components as transition systems

eventually increasing, the counter of \( \chi \) is also always eventually increasing. Thus, \( \tau \in C_{T_1 \times_\kappa T_2}(\chi(0)) \).

**Remark 15 (Fairness).** Fairness, in our case is the property that, in a product of two TESs \( T_1 \times_\kappa T_2 \), then always, eventually, \( T_1 \) and \( T_2 \) each make progress. The definition of the product of two TES transition systems defines the counter value of the composite state as the minimal counter value from the two compound states. The semantic condition that considers runs with a counter value eventually increasing is sufficient for having \( T_1 \) and \( T_2 \) to always eventually take a step, as shown in Theorem 7.

We give in Example 49 the TES transition systems resulting from the product of the TES transition systems of two robots and a grid. Example 49 defines operationally the components in Section 2.2, i.e., their behavior is generated by a TES transition system.

**Example 49.** Let \( T_{R_1}, T_{R_2} \) be two TES transition systems for robots \( R_1 \) and \( R_2 \), and let \( T_G(\{1\}, n, m) \) be a grid with robot \( R_1 \) alone and \( T_G(\{1,2\}, n, m) \) be a grid with robots \( R_1 \) and \( R_2 \). We use \( \kappa^{sync} \) as defined in Example 17.

The product of \( T_{R_1}, T_{R_2} \), and \( T_G(\{1,2\}, n, m) \) under \( \kappa^{sync} \) is the TES transition system \( T_{R_1} \times_\kappa^{sync} T_{R_2} \times_\kappa^{sync} T_G(\{1,2\}, n, m) \) such that it synchronizes observations of the two robots with the grid, but does not synchronize events of the two robots directly, since the two set of events are disjoint.

As a consequence of Theorem 1, letting \( \kappa^{sync} \) be the composability relation used in the product \( \bowtie \) and writing \( T = T_{R_1} \times_\kappa^{sync} T_{R_2} \times_\kappa^{sync} T_G, C_T(s_1, s_2, s_3) \) is equal to the component \( C_{T_{R_1}}(s_1) \bowtie C_{T_{R_2}}(s_2) \bowtie C_{T_G}(s_3) \).

**Definition 34.** Let \( T \) be a TES transition system, and let \( C_T(q) = (E, L_{\text{inf}}(T, s)) \) be a component whose behavior is defined by \( T \). Then, \( C \) is deadlock free if and only if \( FG(L_{\text{inf}}(T, s)) = L_{\text{fin}}(T, s) \neq \emptyset \). As a consequence, we also say that \( (T, s) \) is deadlock free when \( C_T(s) \) is deadlock free.

A class of deadlock free components is that of components that accept arbitrary insertion of \( \emptyset \) observables in between two observations. We say that such component is prefix-closed, as every sequence of finite observations can be continued by an infinite sequence of empty observables, i.e., \( C \) is such that \( C = C^* \) (as defined after Definition 33). We say that a TES transition system \( T \) is prefix-closed in state \( s \) if and only if and only if \( C_T(s) = C_T^*(s) \). For instance, if \( T \) is such that, for any state \( s \) and for any \( t \in \mathbb{R}_+ \) there is a transition \( s \xrightarrow{\emptyset, t} s \), then \( T \) is prefix-closed.
Lemma 19. If \( T_1 \) and \( T_2 \) are prefix-closed in \( s_1 \) and \( s_2 \) respectively, then \( T_1 \times_{\kappa, \text{sync}} T_2((s_1, s_2)) \) is prefix-closed.

Proof. The proof follows from the fact that \( \emptyset \) is independent with any non-empty observable \( O \subseteq E_1 \cup E_2 \). Then, any pair of silent observation is composable, and therefore the following TES transition system is prefix-closed.

We search for the condition under which deadlock freedom is preserved under a product. Section 3.3 gives a condition for the product of two deadlock free components to be deadlock free.

4.1.2 Compatibility of TES transition systems

Informally, the condition of \( \kappa \)-compatibility of two TES transition systems \( T_1 \) and \( T_2 \), respectively in initial state \( s_{01} \) and \( s_{02} \), describes the existence of a relation \( \mathcal{R} \) on pairs of states of \( T_1 \) and \( T_2 \) such that \( (s_{01}, s_{02}) \in \mathcal{R} \) and for every state \( (s_1, s_2) \in \mathcal{R} \), there exists an outgoing transition from \( T_1 \) (reciprocally \( T_2 \)) that composes under \( \kappa \) with an outgoing transition of \( T_1 \) (respectively \( T_2 \)). The pair of outgoing states is in the relation \( \mathcal{R} \).

Formally, a TES transition system \( T_1 = (Q_1, E_1, \rightarrow_1) \) from state \( s_{01} \) is \( \kappa \)-compatible with a TES transition system \( T_2 = (Q_2, E_2, \rightarrow_2) \) from state \( s_{02} \), and we say \( (T_1, s_{01}) \) is \( \kappa \)-compatible with \( (T_2, s_{02}) \) if there exists a relation \( \mathcal{R} \subseteq (Q_1 \times \mathbb{N}) \times (Q_2 \times \mathbb{N}) \) such that \( (s_{01}, s_{02}) \in \mathcal{R} \) and for any \( (s_1, s_2) \in \mathcal{R} \),

- there exist \( s_1 \xrightarrow{(O_1, t_1)} s_1' \) and \( s_2 \xrightarrow{(O_2, t_2)} s_2' \) such that \( ((O_1, t_1), (O_2, t_2)) \in \kappa(E_1, E_2) \); and
- for all \( s_1 \xrightarrow{(O_1, t_1)} s_1' \) and \( s_2 \xrightarrow{(O_2, t_2)} s_2' \) if \( ((O_1, t_1), (O_2, t_2)) \in \kappa(E_1, E_2) \) then \( (u_1, u_2) \in \mathcal{R} \), where \( u_i = s_i \) if \( t_i = \min\{t_1, t_2\} \), and \( u_i = s_i' \) otherwise for \( i \in \{1, 2\} \).

In other words, if \( (T_1, s_1) \) is \( \kappa \)-compatible with \( (T_2, s_2) \), then there exists a composable pair of transitions in \( T_1 \) and \( T_2 \) from each pair of states in \( \mathcal{R} \) (first item of the definition), and all pairs of transitions in \( T_1 \) composable with a transition in \( T_2 \) from a state in \( \mathcal{R} \) end in a pair of states related by \( \mathcal{R} \). If \( (T_2, s_2) \) is \( \kappa \)-compatible to \( (T_1, s_1) \) as well, then we say that \( (T_1, s_1) \) and \( (T_2, s_2) \) are \( \kappa \)-compatible.

Theorem 8 (Deadlock free). Let \( (T_1, s_1) \) and \( (T_2, s_2) \) be \( \kappa \)-compatible. Let \( C_{T_1}(s_1) \) and \( C_{T_2}(s_2) \) be deadlock free, as defined in Definition 34. Then, \( C_{T_1}(s_1) \times_{([i], [u])} C_{T_2}(s_2) \) is deadlock free.
Example 50. Suppose three TES transition systems actions to perform in a bounded time frame. We reason by contradiction. If the product \( C_{T_1}(s_1) \times_{\{i\},\{j\}} C_{T_2}(s_2) \) is not deadlock free, then \( \mathcal{L}^{\text{fin}}(T_1 \times_{\kappa} T_2, (s_1, s_2)) \neq \emptyset \). This, there exists a state \((s'_1, s'_2)\), reachable from \((s_1, s_2)\), such that \( \mathcal{L}^{\text{fin}}(T_1 \times_{\kappa} T_2, (s'_1, s'_2)) = \emptyset \), i.e., no pairs of compatible transitions from \( T_1 \) and \( T_2 \) in states \( s'_1 \) and \( s'_2 \) respectively.

Given the fact that both TES transition systems are deadlock free, and given that \( s'_1 \) (respectively \( s'_2 \)) is reachable from \( s_1 \) (respectively \( s_2 \)) for \( T_1 \) (respectively \( T_2 \)), then \( \mathcal{L}^{\text{fin}}(T_2, s_1) \neq \emptyset \) and \( \mathcal{L}^{\text{fin}}(T_1, s_2) \neq \emptyset \).

Since \((T_1, s_1)\) and \((T_2, s_2)\) are \( \kappa \)-compatible, then there exists \( \mathcal{R} \) such that for each pair \((s'_1, s'_2)\) \( \in \mathcal{R} \), there exists an outgoing transition in \( T_1 \) and \( T_2 \) from \( s'_1 \) and \( s'_2 \) respectively that is composable under \( \kappa \). Such property would imply that there is a transition in \( T_1 \times_{\kappa} T_2 \) from state \((s'_1, s'_2)\) and therefore \( \mathcal{L}^{\text{fin}}(T_1 \times_{\kappa} T_2, (s'_1, s'_2)) \neq \emptyset \). In other words, the property of compatibility contradicts the presence of deadlock in the product \( C_{T_1}(s_1) \times_{\{i\},\{j\}} C_{T_2}(s_2) \).

In general however, \( \kappa \)-compatibility is not preserved over product, demonstrated by Example [50]. For the case of coordinated cyber-physical systems, components are usually not prefix-closed as there might be some timing constraints or some mandatory actions to perform in a bounded time frame.

Example 50. Suppose three TES transition systems \( T_i = (\{q_i\}, \{a, b, c, d\}, \rightarrow_i) \), with \( i \in \{1, 2, 3\} \), defined as follow for all \( n \in \mathbb{N} \):

- \( q_1 \xrightarrow{\{a,b\},n} q_1 \) and \( q_1 \xrightarrow{\{a,c\},n} q_1 \);
- \( q_2 \xrightarrow{\{a,c\},n} q_2 \) and \( q_2 \xrightarrow{\{a,d\},n} q_2 \);
- \( q_3 \xrightarrow{\{a,d\},n} q_3 \) and \( q_3 \xrightarrow{\{a,b\},n} q_3 \).

It is easy to show that \( T_1(q_1) \), \( T_2(q_2) \), and \( T_3(q_3) \) are pairwise \( \kappa^{\text{sync}} \)-compatible. However, \( T_1(q_1) \) is not \( \kappa^{\text{sync}} \)-compatible with \( T_2(q_2) \times_{\kappa^{\text{sync}}} T_3(q_3) \).

Lemma 20. Let \( \times_{\kappa} \) be commutative and associative, and for arbitrary \( E_1, E_2, \) and \( t \in \mathbb{R}_+ \), then \( ((\emptyset, t), (\emptyset, t)) \in \kappa(E_1, E_2) \). Let \( S \) be a set of TES transition systems, such that for \( T \in S \) and every state \([q, n]\) in \( T \), then \([q, n]\xrightarrow{(\emptyset,t)} [q, n]\). For \( S = S_1 \uplus S_2 \) a partition of \( S \), \( \times_{\kappa}(T)_{T \in S_1} \) and \( \times_{\kappa}(T)_{T \in S_2} \) are \( \kappa \)-compatible and the component \( C_{\times_{\kappa}(T)}_{T \in S} \) is deadlock free.

Proof.

The consequence of two TES transition systems \( T_1 \) and \( T_2 \) to be \( \kappa \)-compatible on \((s_1, s_2)\) and deadlock free, is that they can be run \textit{step-by-step} from \((s_1, s_2)\) and
ensure that we would not generate a sequence of observations that is not a prefix on an infinite run. However, there is still an obligation for the step-by-step execution to produce a run that is in the behavior of the product, i.e., to perform a step-by-step product at runtime. Indeed, the resulting sequence of states must always increase the counter value, which means that the selection of a step must be fair (as introduced in Remark 15). We show in Example 51 an example for which an infinite sequence of transitions in the product (e.g., produced by a step-by-step implementation of the product) would not give a run, due to fairness violation.

**Example 51.** Let $T_1 = (\{q_1\}, \{a\}, \rightarrow_1)$ and $T_2 = (\{q_2\}, \{b\}, \rightarrow_2)$ be two TES transition systems such that: $[q_1, c] \xrightarrow{(a,t)_1} [q_1, c + 1]$ and $[q_2, c] \xrightarrow{(b,t)_2} [q_2, c + 1]$ for all $t \in \mathbb{R}^+$ and all $c \in \mathbb{N}$. Let $\kappa$ be such that $((\{a\}, t), (\emptyset, t)) \in \kappa((\{a\}, \{b\})$ and $((\emptyset, t), (\{b\}, t)) \in \kappa((\{a\}, \{b\})$. Then, the product $T_1 \times_\kappa T_2$ has the composite transitions $[(q_1, q_2), c] \xrightarrow{(a,t)} [(q_1, q_2), c]$ and $[(q_1, q_2), c] \xrightarrow{(b,t)} [(q_1, q'_2), c]$ for all $c \in \mathbb{N}$ and $t \in \mathbb{R}^+$.

The product, therefore has runs of the kind $[(q_1, q_2), c] \xrightarrow{(a,t)_i} [(q'_1, q_2), c]$ where for all $i \in \mathbb{N}$, $c_i + 1 = c_{i+1}$ and $t_i < t_{i+1}$ (increasing) and there exists $j \in \mathbb{N}$ with $i < t_j$ (non-Zeno). Thus, this run does only transitions from $T_1$ and none from $T_2$: there is a step for which the counter $c$ does not increase anymore. One reason is that rule (1) of the product is always chosen. Instead, by imposing that we always eventually take rule (3), we ensure that the step-by-step product is fair.

We consider a class of TES transition systems for which a step-by-step implementation of their product is fair, i.e., always eventually the counter of the composite state increases. More particularly, we consider TES transition systems that always eventually require synchronization. Therefore, the product always eventually performs rule (3), and the runs are consequently fair. Such property is a composite property, that can be obtained compositionally by imposing a trace property on a TES transition system, such as: for every trace, there is always eventually a state for which all outgoing transitions must synchronize with an observation from the other TES transition system.

**Remark 16.** In the actor model, fairness is usually defined as an individual property: always eventually an action that is enabled (such as reading a message in a queue) will be performed. This notion of fairness differs from the one we introduced for TES transition systems. Here, fairness models a collective property, namely that each component always eventually makes an observation.
Definition 35 (k-synchronizing). Two TES transition systems \( T_1 \) and \( T_2 \) are \( k \)-synchronizing under \( \kappa \) if all sequences of \( k \) transitions in the product \( T_1 \times_\kappa T_2 \) contain at least one transition constructed from rule (3) of the product in Definition 33.

Lemma 21. Let \( T_1 \) and \( T_2 \) be two \( k \)-synchronizing TES transition systems. Then, a step-by-step execution of the product \( T_1 \times_\kappa T_2 \) is fair, namely, all finite sequences of transitions are prefix of infinite runs in the product behavior, i.e., \( FG(\mathcal{L}^{\text{inf}}(T_1 \times_\kappa T_2, q)) = \mathcal{L}^{\text{fin}}(T_1 \times_\kappa T_2, q) \).

Proof. The inclusion \( FG(\mathcal{L}^{\text{inf}}(T_1 \times_\kappa T_2, q)) \subseteq \mathcal{L}^{\text{fin}}(T_1 \times_\kappa T_2, q) \) is straightforward, as a finite prefix of a TES labeling an infinite run is, by definition, a finite sequence of labels of a finite sequence of transitions in \( \mathcal{L}^{\text{fin}}(T_1 \times_\kappa T_2, q) \).

The inclusion \( \mathcal{L}^{\text{fin}}(T_1 \times_\kappa T_2, q) \subseteq FG(\mathcal{L}^{\text{inf}}(T_1 \times_\kappa T_2, q)) \) comes from the assumption that \( T_1 \) and \( T_2 \) are \( k \)-synchronizing under \( \kappa \). Then, for any finite sequence in \( \mathcal{L}^{\text{fin}}(T_1 \times_\kappa T_2, q) \), the post state on which the sequence ends has, due to the assumption, a continuation as a run in \( \mathcal{L}^{\text{inf}}(T_1 \times_\kappa T_2, q) \), which proves the inclusion. \( \square \)

Remark 17. The step-by-step implementation of the product is sound if TES transition systems always eventually synchronize on a transition. Definition 35 and Lemma 21 show that if two TES transition systems are \( k \)-synchronizing, then their product can be formed lazily, step-by-step, at runtime.

4.2 Components as rewrite systems

We start by giving an illustration of our approach on an intuitive and simple cyber-physical system consisting of two robots roaming on a shared field. A robot exhibits some cyber aspects, as it takes discrete actions based on its readings. Every robot interacts, as well, with a shared physical resource as it moves around. The field models the continuous response of each action (e.g., read or move) performed by a robot. A question that will motivate the section is: given a strategy for both robots (i.e., sequence of moves based on their readings), will both robots, sharing the same physical resource, achieve their goals? If not, can the two robots, without changing their policy, be externally coordinated towards their goals?

In this section, we specify components in a rewriting framework in order to simulate and analyze their behavior. In this framework, an agent, e.g., a robot or a field, specifies a component as a rewriting theory. A system is a set of agents that run concurrently. The equational theory of an agent defines how the agent states are
updated, and may exhibit both continuous and discrete transformations. The dynamics is captured by rewriting rules and an equational theory at the system level that describes how agents interact. In our example, for instance, each move of a robot is synchronous with an effect on the field. Each agent therefore specifies how the action affects its state, and the system specifies which composite actions (i.e., set of simultaneous actions) may occur. We give hereafter an intuitive example that abstracts from the underlying algebra of each agent.

**Agent** A robot and a field are two examples of an agent that specifies a component as a rewriting theory. The dynamics of both agents is captured by a rewrite rule of the form:

\[(s, \emptyset) \Rightarrow (s', \text{acts})\]

where \(s\) and \(s'\) are state terms, and \(\text{acts}\) is a set of actions that the field or the robot proposes as alternatives. Given an action \(a \in \text{acts}\) from the set of possibilities, a function \(\phi\) updates the state \(s\) and returns a new state \(\phi(s', a)\). The equational theory that specifies \(\phi\) may capture both discrete and continuous changes. The robot and the field run concurrently in a system, where their actions may interact.

**Example 52** (Battery). A battery is characterized by a set of internal physical laws that describe the evolution of its energy profile over time under external stimulations. We consider three external stimuli for the battery as three events: a charge, a discharge, and a read event. Each of those events may change the profile of the battery, and we assume that in between two events, the battery energy follows some fixed internal laws. Formally, we model the energy profile of a battery as a function \(f : \mathbb{R}_+ \rightarrow [0, 100\%]\) where \(f(t) = 50\%\) means that the charge of the battery at time \(t\) is of 50\%. In general, the co-domain of \(f\) may be arbitrarily complex, and captures the response of event occurrences (e.g., charge, discharge, read) and passage of time coherently with the underlying laws (e.g., differential equation). For instance, a charge (or discharge) event at a time \(t\) coincides with a change of slope in the function \(f\) after time \(t\) and before the next event occurrence.

For simplicity, we consider a battery for which \(f\) is piecewise linear in between any two events. The slope changes according to some internal laws at points where the battery is used for charge or discharge.

In our model, a battery interacts with its environment only at discrete time points. Therefore, we model the observables of a battery as a function \(l : \mathbb{N} \rightarrow [0, 100\%]\) that intuitively samples the state of the battery at some monotonically increasing and
non-Zeno sequence of timestamp values. We capture, in Definition 4.7, the continuous profile of a battery as a component whose behavior contains all of such increasing and non-Zeno sampling sequences for all continuous functions \( f \).

**Example 53 (Robot).** A robot’s state contains the previously read values of its sensors. Based on its state, a robot decides to move in some specific direction or read its sensors.

Similarly to the battery, we assume that a robot acts periodically at some discrete points in time, such as the sequence move\((E)\) (i.e., moving East) at time 0, read\([(x, y), l]\) (i.e., reading the position \((x, y)\) and the battery level \(l\)) at time \(T\), move\((W)\) (i.e., moving West) at time \(3T\) while doing nothing at time \(2T\), etc. The action may have as effect to change the robot’s state: typically, the action read\([(x, y), l]\) updates the state of the robot with the coordinate \((x, y)\) and the battery value \(l\).

**System.** A system is a set of agents together with a composability constraint \(\kappa\) that restricts their updates. For instance, take a system that consists of a robot \(id\) and a field \(F\). The concurrent execution of the two agents is given by the following system rewrite rule:

\[
\{(s_{id}, acts_{id}), (s_{F}, acts_{F})\} \Rightarrow_S \{(\phi_{id}(s_{id}, a_{id}), \emptyset), (\phi_{F}(s_{F}, a_{F}), \emptyset)\}
\]

where \(a_{id} \in acts_{id}\) and \(a_{F} \in acts_{F}\) are two actions related by \(\kappa\).

Each agent is unaware of the other agent’s decisions. The system rewrite \(\Rightarrow_S\) filters actions that do not comply with the composability relation \(\kappa\). As a result, each agent updates its state with the (possibly composite) action chosen at runtime, from the list of its submitted actions. The framework therefore clearly separates the place where agent’s and system’s choices are handled, which is a source of runtime analysis.

Already, at this stage, we can ask the following question on the system: will robot \(id\) eventually reach the location \((x, y)\) on the field? Note that the agent alone cannot answer the query, as the answer depends on the characteristics of the field.

**Example 54 (Battery-Robot).** Typically, a move of the robot synchronizes with a change of state in the battery, and a read of the robot occurs at the same time as a sampling of the battery value.

The system behavior therefore consists of sequences of simultaneous events occurring between the battery and the robot. By composition, the battery exposes the subset of its behavior that conforms to the specific frequency of read and move actions of the
robot. The openness of the battery therefore is reflected by its capacity to adapt to any observation frequency.

Coordination  Consider now a system with three agents: two robots and a field. Each robot has its own objective (i.e., location to reach) and strategy (i.e., sequence of moves). Since both robots share the same physical field, some exclusion principals apply, e.g., no two robots can be at the same location on the field at the same time. It is therefore possible that the system deadlocks if no actions are composable, or livelocks if the robots enter an infinite sequence of repeated moves.

We add a protocol agent to the system, which imposes some coordination constraints on the actions performed by robots id\(_1\) and id\(_2\). Typically, a protocol coordinates robots by forcing them to do some specific actions. As a result, given a system configuration \(\{(s_{id_1}, acts_{id_1}), (s_{id_2}, acts_{id_2}), (s_F, acts_F), (s_P, acts_P)\}\) the run of robots id\(_1\) and id\(_2\) has to agree with the observations of the protocol, and the sequence of actions for each robot will therefore be conform to a permissible sequence under the protocol.

In the case where the two robots enter a livelock and eventually run out of energy, we show in Section 5.4.1 the possibility of using a protocol to remove such behavior.

Example 55 (Safety property). A safety property is typically a set of traces for which nothing bad happens. In our framework, we consider only observable behaviors, and a safety property therefore declares that nothing bad is observable. However, it is not sufficient for a system to satisfy a safety property to conclude that it is safe: an observation that would make a sequence violate the safety property may be absent, not because it did not actually happen, but merely because the system missed to detect it. For example, consider a product of a battery component and a robot with a sampling period \(T\), as introduced in Example 54. Consider the safety property: the battery energy is between the energy thresholds \(e_1\) and \(e_2\). The resulting system may exhibit observations with energy readings between the two thresholds only, and therefore satisfy the property. However, had the robot used a smaller sampling period \(T' = T/2\), which adds a reading observation of its battery between every two observations, we may have been able to detect that the system is not safe because it produces sequences at this finer granularity sampling rate that violate the safety property. We show how to algebraically capture the safety of a system constituted of a battery-robot.
4.2.1 System of agents and compositional semantics

Components in Chapter 2 are declarative. Their behavior consists of a set of TESs. The abstraction of internal states in components makes the specification of observables and their interaction easier. The downside of such declarative specification lies in the difficulty of generating an element from the behavior, and ultimately verifying properties on a product expression.

An operational specification of a component provides a mechanism to construct elements in its behavior. An agent is the operational specification that produces finite sequences of observations that, in the limit, determine the behavior of a component. An agent is stateful, and has transitions between states, each labeled by an observation, i.e., a set of events with a time-stamp. We consider a finite specification of an agent as a rewrite theory, where finite applications of the agent’s rewrite rules generate a sequence of observables that form a prefix of some elements in the behavior of its corresponding component. We restrict the current work to integer time labeled observations. While in the cyber-physical world, time is a real quantity, we consider in our fragment a countable infinite domain for time, i.e., natural numbers. The time interval between two tics is therefore the same for all agents, and may be interpreted as, e.g., seconds, milliseconds, femtoseconds, etc. We show how an agent may synchronize with a local clock that forbids actions at some time values, thus modeling different execution speeds.

An operational specification of a composite component provides a mechanism to construct elements in the behavior of a product expression. The product on components is parametrized by an interaction signature that tells which TESs can compose, and how they compose to a new TES. We consider, in the operational fragment of this section, interaction signatures each of whose composability relation is co-inductively defined from a relation on observations $\kappa$. Intuitively, such restriction enables a step-by-step operation to check that the head of each sequence is valid, i.e., extends the sequence to be a prefix of some elements in the composite component. Moreover, we require $\kappa$ to be such that the product on component $\times_{([\kappa], \cup)}$ is commutative and associative (see [62]). By system we mean a set of agents that compose under some interaction signature $\Sigma = ([\kappa], \cup)$. A system is stateful, where each state is formed from the states of its component agents, and has transitions between states, each labeled by an observation, formed from the component agent observations. We consider a finite specification of a system as the composition of a set of rewriting theories (one for each agent), and a system rewrite rule that produces a composite observation complying
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with the relation $\kappa$. We prove compositionality: the system component is equal to the product under the interaction signature $\Sigma = ([\kappa], \cup)$ of every one of its constituent agent components.

We give the operational counterparts of an observation, a component, and a product of components as, respectively, an action, an agent, and a system of agents.

**Action**  Actions are terms of sort $\text{Action}$. An action has a name of sort $\text{AName}$ and some parameters. We distinguish two typical actions, the idle action $\star$ and the ending action $\text{end}$. A term of sort $\text{Action}$ corresponds to an observable, i.e., a set of events. The idle action $\star$ and the ending action $\text{end}$ both map to the empty set of events. An example of an action is $\text{move}(R1,d)$ or $\text{read}(R1, \text{position}, l)$ that, respectively, moves agent $R1$ in direction $d$ or reads the value $l$ from the position sensor of $R1$. The semantics of action $\text{move}(R1, d)$ consists of all singleton events of the form $\{\text{move}(R1, d)\}$ with $d$ a constant direction value. We use the associative, commutative, and idempotent operation $\cdot : \text{Action} \times \text{Action} \rightarrow \text{Action}$ to construct a composite action $a1 \cdot a2$ out of two actions $a1$ and $a2$.

**Agent**  An agent operationally specifies a component in rewriting logic. We give the specification of an agent as a rewrite theory, and provide the semantics of an agent as a component. An agent is a four tuple $(\Lambda, \Omega, E, \Rightarrow)$, each of whose elements we introduce as follow.

The set of sorts $\Lambda$ contains the $\text{State}$ sort and the $\text{Action}$ sort, respectively for state and action terms. A pair of a state and a set of actions is called a configuration. The set of function symbols $\Omega$ contains $\phi : \text{State} \times \text{Action} \rightarrow \text{State}$, that takes a pair of a state and an action term to produce a new state. The $(\Lambda, \Omega)$-equational theory $E$ specifies the update function $\phi$. The set of equations that specify the function $\phi$ can make $\phi$ either a continuous or discrete function.

The rule pattern in (4.1) updates a configuration with an empty set to a new configuration, i.e.,

$$(s, \emptyset) \Rightarrow (s', \text{acts})$$

with $\text{acts}$ a non-empty set of action terms, and $s'$ a new state. We call an agent **productive** if, for any state $s : \text{State}$, there exists a state $s'$ with $(s, \emptyset) \Rightarrow (s', \text{acts})$ and $\text{acts}$ non-empty set.

We give a semantics of an agent as a component by considering the limit application of the agent rewrite rules. We construct a TES transition system $T_A = (Q, E, \rightarrow)$ as an intermediate representation for agent $A = (\Lambda, \Omega, E, \Rightarrow)$. The set of states $Q = \text{State} \times \mathbb{N}$
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is the set of pairs of a state of \( \mathcal{A} \) and a time-stamp natural number. We use the notation \([s, t]\) for states in \( Q \) where \( t \in \mathbb{N} \). The set of events \( E \) is the union of all observables labeling the transition relation \( \rightarrow \subseteq Q \times (\mathcal{P}(E) \times \mathbb{N}) \times Q \), defined as the smallest set such that, for \( t \in \mathbb{N} \) and \( n \in \mathbb{N} \):

\[
\begin{align*}
(s, \emptyset) & \Rightarrow (s', \text{acts}) \quad a \in \text{acts} \quad \phi(s', a) = \varepsilon \quad s'' \quad d \in \mathbb{N} \\
[s, n] & \xrightarrow{(a,t)} [s'', n+1]
\end{align*}
\]

\[\text{[otherwise]}\]

An agent that performs a rewrite moves the global time from an arbitrary but finite amount of time units. Note that we can safely consider \( d \neq 0 \), as the case of two consecutive observations with the same time stamp is ruled out in the TES behavior of an agent (see below). All agents share the same time semantically, and we show some mechanisms at the system level to artificially run some agents faster than others.

Let \( \mathcal{A} = (\Lambda, \Omega, \mathcal{E}, \Rightarrow) \) be an agent initially in state \( s_0 \in S \) at time \( t_0 \in \mathbb{N} \). The component semantics of \( \mathcal{A} \) is the component \( C_T \mathcal{A}(\lbrack s_0, t_0 \rbrack) \) defined in Section 4.1.1.

**Remark 18.** An agent \( \mathcal{A} \) initially in state \( s_0 \) at \( t_0 \) denotes a component \( \lbrack \mathcal{A}(\lbrack s_0, t_0 \rbrack) \rbrack \). Note that, a strategy for agent \( \mathcal{A} \) would be any mechanism that, given a state for agent \( \mathcal{A} \), filters a subset of possible actions. For instance, an agent may decide to discard actions that bring it further from its goal. We give in Section 4.3 a Domain Specific Language to describe agents equipped with a strategy.

**System** A system gives an operational specification of a product of a set of components under \( \Sigma = ([\kappa], \cup) \). The composability relation \( \kappa \) is fixed to be symmetric, so that the product \( \times_\Sigma \) is commutative. We define \([\kappa]\) co-inductively, as in [62, 61]. Formally, a system consists of a set of agents with additional sorts, operations, and rewrite rules. A system is a tuple \( (\Lambda, \Omega, \mathcal{E}, \Rightarrow) \) where \( \mathcal{A} \) is a set of agents. We use \((\Lambda_i, \Omega_i, \mathcal{E}_i, \Rightarrow_i)\) to refer to agent \( \mathcal{A}_i \in \mathcal{A} \).

The set of sorts \( \Lambda \) contains a sort \( \text{Action} \in \Lambda \) which is a super sort of each sort \( \text{Action}_i \) for \( \mathcal{A}_i \in \mathcal{A} \). The set \( \Omega \) contains the function symbol \( \text{comp} : \mathcal{P}(\text{Action}) \rightarrow \text{Bool} \), which says which set of actions are composable. We call a set actions of actions for which \( \text{comp}(\text{actions}) \) holds, a clique. The conditions for a set of actions to form a clique models the fact that each action in the clique is independent from agent \( \mathcal{A}_i \) with
no action in that clique (see Chapter 5 for an instance of \( \text{comp} \)). The relation \( \text{comp} \) can be graphically modelled as an undirected graph relating actions, where a clique is a connected component.

The rewrite rule pattern in (4.4) selects a set of actions, at most one from each agent, checks that the set of actions forms a clique with respect to \( \text{comp} \), and applies the update accordingly. For \( \{k_1, \ldots, k_j\} \subseteq \{1, \ldots, n\} \):

\[
\{(s_{k_1}, \text{acts}_{k_1}), \ldots, (s_{k_j}, \text{acts}_{k_j})\} \Rightarrow_S \{(\phi_{k_1}(s_{k_1}, a_{k_1}), \emptyset), \ldots, (\phi_{k_j}(s_{k_j}, a_{k_j}), \emptyset)\} \quad (4.4)
\]

if \( \text{comp}(\bigcup_{i \in [1,j]} \{a_{k_i}\}) \) and \( a_{k_i} \in \text{acts}_{k_i} \). As we show later, a system does not necessarily update all agents in lock steps, and an agent not doing an action may stay in the configuration \((s, \emptyset)\). As multiple cliques may be possible, there is non-determinism at the system level. Different strategies may therefore choose different cliques as, for instance, taking the largest clique.

We define the transition system for \( S = (\mathcal{A}, \Lambda, \Omega, \mathcal{E}, \Rightarrow_S) \) as the TES transition system \( \mathcal{T}_S = (Q, E, \rightarrow) \) with \( Q = \text{StateSet} \times \mathbb{N} \) the set of states, \( E \) the union of all observables labeling the transition relation \( \rightarrow \subseteq Q \times (\mathcal{P}(E) \times \mathbb{N}) \times Q \), which is the smallest transition relation such that, for \( \{k_1, \ldots, k_j\} \subseteq \{1, \ldots, n\} \):

\[
\{(s_{k_i}, \text{acts}_{k_i})\}_{i \in [1,j]} \Rightarrow_S \{(\phi_{k_i}(s_{k_i}, a_{k_i}), \emptyset)\}_{i \in [1,j]} \bigwedge_{i \in [1,j]} \phi_{k_i}(s_{k_i}, a_{k_i}) = \mathcal{E}, s_{k_i}''
\]

\[
[[s_i]_{i \in [1,n]}, n] \xrightarrow{(\bigcup_{i \in [1,j]} a_{k_i}, t)} \{[s_1, \ldots, s_{k_i}', \ldots, s_{k_i}'', \ldots, s_n]_{i \in [1,n]}, n + 1\}
\]

\[
[s, n] \xrightarrow{(\emptyset, t)} [s, n + 1] \quad \text{[ouise]} \quad (4.6)
\]

for \( t \in \mathbb{N} \) and where we use the notation \( \{x_i\}_{i \in [1,n]} \) for the set \( \{x_1, \ldots, x_n\}\).

**Remark 19.** The top left part of the rule is a rewrite transition at the system level. As defined earlier, the condition for such rewrite to apply is the formation of a clique by all of the actions in the update. The states and labels of the TES transition system (bottom of the rule) are sets of states and sets of labels from the TES transition system of every agent in the system.

Let \( \mathcal{A} = \{A_1, \ldots, A_n\} \) be a set of agents, and let \( S = (\mathcal{A}, \Lambda, \Omega, \mathcal{E}, \Rightarrow_S) \) be a system initially in state \( \{(s_{0i}, \emptyset)\}_{i \in [1,n]} \) at time \( t_0 \) such that, for all \( i \in [1, n] \), \( A_i \) is initially in state \( s_{0i} \) at time \( t_0 \). The infinite semantics of initialized system \( S([s_0, t_0]) \) is the component \( [S([s_0, t_0])] = C_{\mathcal{T}_S}([s_0, t_0]) \), with \( C_{\mathcal{T}_S}([s_0, t_0]) \) defined as in Section 4.1.1.

The composability relation \( \text{comp} \) is an \( n \)-ary relation on sets of actions, while the
interaction signature $\Sigma = ([\kappa_{\text{comp}}], \cup)$ contains a binary composability relation $\kappa_{\text{comp}}$ on pair of actions. We define $\kappa_{\text{comp}}$ from $\text{comp}$ to be such that, for $0$ a set of actions if $\text{comp}(0)$, then, for all $n \in \mathbb{N}$, we have:

1. $((O \cap E_1, n), (O \cap E_2, n)) \in \kappa_{\text{comp}}(E_1, E_2)$ with $E_1$ and $E_2$ interfaces of different agents, i.e., two composable (sets of) actions occur at the same time;

2. $\kappa_{\text{comp}}$ satisfies the axiom for associativity:

$$((O_1, n), (O_2, n)) \in \kappa(I_1, I_2) \land ((O_1 \cup O_2, n), (O_3, n)) \in \kappa(I_1 \cup I_2, I_3)$$

$$\iff ((O_2, n), (O_3, n)) \in \kappa(I_2, I_3) \land ((O_1, n), (O_2 \cup O_3, n)) \in \kappa(I_1, I_2 \cup I_3)$$

for arbitrary $I_1, I_2, I_3$

Note that the cases where $E_1 \cap O = \emptyset$ (or $E_2 \cap O = \emptyset$) model independent progress from agents with interface in $E_1$ (or $E_2$). Then, if $\kappa_{\text{comp}}$ relates empty observations, the composability relation allows independent progress when used in the product of TES transition systems (see rules (1) and (2) in Section 4.1.1).

**Lemma 22** (Composability). If $\text{Action}_i \cap \text{Action}_j = \emptyset$ for all disjoint agents $i$ and $j$, then the product $\times_{([\kappa_{\text{comp}}], \cup)}$ is commutative and associative.

**Proof.** By definition of $\text{comp}$ and item (1) in definition of $\kappa_{\text{comp}}$, we have that $\kappa_{\text{comp}}$ is symmetric, and therefore $\times_{([\kappa_{\text{comp}}], \cup)}$ is commutative. By item (2) in definition of $\kappa_{\text{comp}}$, the assumptions of Lemma 10 are satisfied and $\times_{([\kappa_{\text{comp}}], \cup)}$ is associative. \hfill \qed

**Theorem 9** (Compositional semantics). Let $\mathcal{S} = (\mathcal{A}, \Lambda, \Omega, \mathcal{E}, \Rightarrow_\mathcal{S})$ be a system of $n$ agents with disjoint actions and $\{[s_{01}, ..., s_{0n}], t_0\}$ as initial state. We fix $\Sigma = ([\kappa_{\text{comp}}], \cup)$. Then, $[\mathcal{S}([s_0, t_0])] = \times_\Sigma \{[[\mathcal{A}_i([s_{0i}, t_0])]]\}_{i \in [1,n]}$.

**Proof.** The proof uses the result of Lemma 22 that $\times_{([\kappa_{\text{comp}}], \cup)}$ is associative and commutative. Then, we give an inductive proof that $[\mathcal{S}([s_0, t_0])] = \times_\Sigma \{[[\mathcal{A}_i([s_{0i}, t_0])]]\}_{i \in [1,n]}$. We fix $\mathcal{S} = (\{A_1, ..., A_n\}, \Lambda, \Omega, \mathcal{E}, \Rightarrow_\mathcal{S})$ and $A_{n+1} = (\Lambda_{n+1}, \Omega_{n+1}, \mathcal{E}_{n+1}, \Rightarrow_{n+1})$, such that $\text{comp}$ in $\Omega$ relates actions of agents in $\{A_1, ..., A_{n+1}\}$.

Let $\mathcal{S}' = (\{A_1, ..., A_n, A_{n+1}\}, \Lambda, \Omega, \Rightarrow_\mathcal{S}')$. We show that $\mathcal{T}_\mathcal{S} \times_\kappa \mathcal{T}_{A_{n+1}} = (Q, E, \rightarrow)$ and $\mathcal{T}_{\mathcal{S}'} = (Q', E', \rightarrow')$ have the same component semantics, namely that a run in $\mathcal{T}_\mathcal{S} \times_\kappa \mathcal{T}_{A_{n+1}}$ if and only if it is in $\mathcal{T}_{\mathcal{S}'}$.

By construction of the system $\mathcal{S}'$, every run in $\mathcal{T}_{\mathcal{S}'}$ is also a run in $\mathcal{T}_\mathcal{S} \times_\kappa \mathcal{T}_{A_{n+1}}$. Indeed, for a set of composable actions $\mathcal{O}$ with $\text{comp}(\mathcal{O})$ that the system performs, we know that all agents that have an action in $\mathcal{O}$ will take a transition labeled with that
action, and all agents that have no action in \( O \) will do a silent transition. Thus, there is a run in \( T_S \times_{\kappa} T_{A_{n+1}} \) that has the same sequence of observations as runs in \( S' \).

Alternatively, every run in \( T_S \times_{\kappa} T_{A_{n+1}} \) also corresponds to a run in \( T_{S'} \), with the counter increasing at each step.

As a result, by associativity and commutativity of \( \times \), we conclude that \( \mathcal{J}(s_0, t_0) \) = \( \times \{ [A_i([s_0i, t_0])] \}_{i \in [1,n]} \).

**Remark 20.** A sufficient criteria for a sound step-by-step implementation of a system of interacting agents is to prove that the agents always eventually synchronize within a bounded number of transitions. This way, using the result of Lemma \( \text{21} \), we can find \( k \) as the largest of such steps, and prove that the agents are \( k \)-synchronizing. In this case, we can show that the agents are 1-synchronizing, as every agent either takes a silent transition in its TES transition system, or performs an action.

### 4.3 DSL for agents with preferences

Agents introduced in Section \( \text{4.2} \) specify sequence of possible actions. Due to the interaction taking place among agents, an agent’s action may discard some of other agent’s actions. For instance, an action may need to synchronize with another agent’s action, and is therefore disabled if the required action is unavailable. As a result, an agent may add to its set of actions an order that reflects its internal preference. After composition with other agents, the set of actions is ranked to select an action with the highest preference. An agent can therefore adapt, at runtime, to an open set of agents.

In [50], we propose an automata-based paradigm based on soft constraint automata [9, 49], called soft component automata (SCAs). An SCA is a state-transition system where transitions are labeled with actions and preferences. Higher-preference transitions typically contribute more towards the goal of the component; if a component is in a state where it wants the system to move north, a transition with action north has a higher preference than a transition with action south. At run-time, preferences provide a natural fallback mechanism for an agent: in ideal circumstances, the agent would perform only actions with the highest preferences, but if the most-preferred actions fail, the agent may be permitted to choose a transition of lower preference. At design-time, preferences can be used to reason about the behavior of the SCA in suboptimal conditions, by allowing all actions whose preference is bounded from below by a threshold. In particular, this is useful if the designer wants to determine the
circumstances where a property is no longer verified by the system.

The algebraic structure for preferences is called a \textit{constraint semiring} and was proposed in [22]. A \textit{c-semiring} is a tuple \((A, +, \times, 0, 1)\) such that

1. \(A\) is a carrier set that contains two elements \(0, 1 \in A\);
2. \(+\) is a commutative associative idempotent binary operator, with unit element \(0\) and absorbing element \(1\);
3. \(\times\) is a commutative associative binary operator that distributes over \(+\), with unit element \(1\), and absorbing element \(0\).

Well-known instances of c-semirings are the

- \textit{boolean} c-semiring \(B = (\{0, 1\}, \min, \max, 0, 1)\);
- \textit{fuzzy} c-semiring \(F = ([0, 1], \min, \max, 0, 1)\);
- \textit{bottleneck} c-semiring \(K = (\mathbb{R}_{\geq} \cup \{\infty\}, \max, \min, 0, \infty)\);
- \textit{probabilistic} or \textit{Viterbi} c-semiring \(V = ([0, 1], \max, \times, 0, 1)\);
- \textit{weighted} c-semiring \(W = (\mathbb{R}_{\geq} \cup \{\infty\}, \min, +, \infty, 0)\).

Every c-semiring admits an order \(\leq\) defined by \(r \leq s\) iff \(r + s = s\). It is shown in [22] that \(\leq\) satisfies the following properties:

1. \(\leq\) is a partial order, with minimum \(0\) and maximum \(1\);
2. \(x + y\) is the least upper bound of \(x\) and \(y\);
3. \(x \times y\) is a lower bound of \(x\) and \(y\);
4. \((S, \leq)\) is a complete lattice (i.e., the greatest lower bound exists);
5. \(+\) and \(\times\) are monotone on \(\leq\).
6. if \(\times\) is idempotent, then \(+\) distributes over \(\times\), \(x \times y\) is the greatest lower bound of \(x\) and \(y\), and \((S, \leq)\) is a distributive lattice.

The composability of actions and their resulting composition is defined in [50] with a Component Action System (CAS). A CAS can be lifted to an interaction signature on TESs by using, for instance, the synchronous composability relation defined in Chapter 2.
Definition 36 (Component action system). A component action system (CAS) is a tuple \((\Sigma, \odot, \Box)\), such that \(\Sigma\) is a finite set of actions, \(\odot \subseteq \Sigma \times \Sigma\) is a reflexive and symmetric relation and \(\Box : \odot \rightarrow \Sigma\) is an idempotent, commutative and associative \(\odot\)-operator on \(\Sigma\). We call \(\odot\) the composability relation, and \(\Box\) the composition operator.

A Soft Component Automaton (SCA) is a finite characterization of an agent behavior, equipped with a strategy. The c-semiring value labeling each transition induces a partial order, for each state, on the set of outgoing transitions. An agent may therefore filter its behavior by allowing only the \(k\) best actions from the partially ordered set of outgoing transitions.

Definition 37 (Soft component automaton). A soft component automaton (SCA) is a tuple \(\langle Q, \Sigma, E, \rightarrow, q^0, t \rangle\) where \(Q\) is a finite set of states, with \(q^0 \in Q\) the initial state, \(\Sigma\) is a CAS, and \(E\) is a c-semiring, with \(t \in E\) the threshold. Lastly, \(\rightarrow \subseteq Q \times \Sigma \times E \times Q\) is a finite relation called the transition relation. We write \(q \xrightarrow{a,e} q'\) when \(\langle q, a, e, q' \rangle \in \rightarrow\).

The threshold determines which actions have sufficient preference for inclusion in the behavior. Intuitively, the threshold is an indication of the amount of flexibility allowed. In the context of composition, lowering the threshold of a component is a form of compromise: the component potentially gains behavior available for composition. Setting a lower threshold makes a component more permissive, but may also make it harder (or impossible) to achieve its goal.

Definition 38 (Behavior of an SCA). Let \(A = \langle Q, \Sigma, E, \rightarrow, q^0, t \rangle\) be an SCA. We say that a stream \(\sigma \in \Sigma^\omega\) is a behavior of \(A\) if there exist streams \(\mu \in Q^\omega\) and \(\nu \in E^\omega\) such that \(\mu(0) = q^0\), and for all \(n \in \mathbb{N}\), we have \(t \leq \nu(n)\) and \(\mu(n) \xrightarrow{\sigma(n), \nu(n)} \mu(n+1)\). The set of behaviors of \(A\), denoted by \(L(A)\), is called the language of \(A\).

To discuss an example of SCA, we introduce the SCA \(A_s\) in Figure 4.1, which models the crop surveillance drone’s objective to take a snapshot of every location before moving to the next. The CAS of \(A_s\) includes the pairwise incomposable actions pass, move and snapshot, and its c-semiring is the weighted c-semiring \(\mathbb{W}\). We leave the threshold value \(t_s\) undefined for now. The purpose of \(A_s\) is reflected in its states: \(q_Y\) (resp. \(q_N\)) represents that a snapshot of the current location was (resp. was not) taken since moving there. If the drone moves to a new location, the component moves to \(q_N\), while \(q_Y\) is reached by taking a snapshot. If the drone has not yet taken a snapshot, it prefers to do so over moving to the next spot (missing the opportunity).

Another example of an SCA is \(A_e\), drawn in Figure 4.2, its CAS contains the incomposable actions charge, discharge_1 and discharge_2, and its c-semiring is the weighted...
c-semiring $\mathbb{W}$. This particular SCA can model the component of the crop surveillance drone responsible for keeping track of the amount of remaining energy in the system; in state $q_n$ (for $n \in \{0, 1, \ldots, 4\}$), the drone has $n$ units of energy left, meaning that in states $q_1$ to $q_4$, the component can spend one unit of energy through $\text{discharge}_1$, and in states $q_2$ to $q_4$, the drone can consume two units of energy through $\text{discharge}_2$. In states $q_0$ to $q_3$, the drone can try to recharge through $\text{charge}$. Recall that, in $\mathbb{W}$, higher values reflect a lower preference (a higher weight or cost); thus, $\text{charge}$ is preferred over $\text{discharge}_1$.

Here, $A_e$ is meant to describe the possible behavior of the energy management component only. Availability of the actions within the total model of the drone (i.e., the composition of all components) is subject to how actions compose with those of other components; for example, the availability of $\text{charge}$ may depend on the state of the component modeling position. Similarly, preferences attached to actions concern energy management only. In states $q_0$ to $q_3$, the component prefers to top up its energy level through $\text{charge}$, but the preferences of this component under composition with some other component may cause the composed preferences of actions composed with $\text{charge}$ to be different. For instance, the total model may prefer executing an action that captures $\text{discharge}_2$ over one that captures $\text{charge}$ when the former entails movement and the latter does not, especially when survival necessitates movement.

Nevertheless, the preferences of $A_e$ affect the total behavior. For instance, the weight of spending one unit of energy (through $\text{discharge}_1$) is lower than the weight of spending two units (through $\text{discharge}_2$). This means that the energy component prefers to spend a small amount of energy in a single step. This reflects a level of care:
by preferring small steps, the component hopes to avoid situations where too little energy is left to avoid disaster.

**Reo as a DSL**  We define a domain specification language for finite state preference aware agents as a subset of Reo. One reason for using Reo is its graphical syntax, which gives an intuitive encoding of soft component automata in terms of graphical connectors and interaction primitives. Moreover, Reo reflects the modular and compositional aspects that make SCAs suitable for specifying complex behaviors: connectors compose into more complex connectors, just like how SCAs compose into more complex SCAs. We take advantage of this feature and, after defining an encoding of SCAs into Reo connectors, we represent the composition of SCAs as the composition of their corresponding connectors. Another reason is the existence of a compilation chain that makes it possible to compile the same Reo model to an execution language (such as Java or C) or to a language that supports verification (such as the rewriting logic language Maude [13]). Effective optimizations implemented in the current Reo compiler help to keep the size of resulting composed models manageable, yielding similarly manageable models in Maude, Java, etc.

Some existing research has considered the question of synthesizing Reo circuits for constraint automata [16]. In our work, similar channels are used for encoding the structure of the automaton (syncfifo, xrouter, and merger), but a new channel, the bfilter, is introduced to encode the soft part of the action labeling transitions of SCAs. Moreover, we provide, along with the description, the representation of the Reo connector in a textual language, used as input for the compiler developed in [64].

We propose a general approach to represent SCAs and their composition as Reo circuits. Recall that, by Definition 37, an SCA is formally defined as a tuple $\langle Q, \Sigma, E, \rightarrow, q^0, t \rangle$ where $Q$ is the set of states, $\Sigma$ a component action system, $E$ a c-semiring, $\rightarrow$ a transition relation, $q^0 \in Q$ the initial state, and $t \in E$ is the threshold value of the SCA. In the sequel, we give a procedure to write an SCA as a Reo circuit. The set of connectors defined hereafter constitutes a domain specific fragment of Reo for building SCA. We conclude this section with an example of composition of two SCAs obtained through composition of their respective Reo representations.

**Actions and c-semirings**  Given $\Sigma$ a CAS of an SCA, we map each action $a \in \Sigma$ into a Reo port with the same name. We consider the SCA “doing action $a$” equivalent to “firing of port $a$”. Given the threshold $t \in E$, we associate each c-semiring value $e \in E$ with a predicate $P_t(e)$ whose semantics reflects the truth value of $t \leq e$ in the
In order to mirror the semantics defined previously for composition of SCA, the c-semiring value and the threshold value of a predicate may change during composition. We consider the c-semiring to be fixed and shared by all SCAs.

States We define a state of an SCA as a Reo circuit, which we then graphically abbreviate as a user-defined node. Essentially, a state is mapped into a syncfifo channel, the empty/full status of whose buffer reflects whether or not the SCA is currently in that state. As depicted in the circuit below, we identify the source end of the syncfifo with the name of the state. Thus, to be in state $q$ of the SCA corresponds to the syncfifo whose source end is $q$ being full. The initial state $q^0$ starts with a full syncfifo buffer; the syncfifo buffers of all other states start empty. Intuitively, all incoming ($i_1, \ldots, i_n$) transitions into a state $q$, merge at the source end of the syncfifo, and all outgoing transitions ($o_1, \ldots, o_m$) out of $q$ synchronize via mutual exclusion with one another on the sink end of the syncfifo. The reason for using the syncfifo instead of the standard fifo primitive is that an outgoing transition can also be an incoming transition into the same state, i.e., allow get and put operations on its ends to synchronously empty and fill its buffer. We use an $n$-ary exclusive router to express that only one outgoing transition is taken from a state with $n$ outgoing transitions. The $n$-ary $\times$router can be constructed out of a ternary $\times$router.

We call our constructed circuit a state, and use $\bigcirc$ to represent a state of an SCA as a graphical abbreviation and present it as a user-defined node in Reo with $n$ inputs and $m$ outputs. We use $\bigcirc$ as graphical abbreviation for the Reo circuit that corresponds to the initial (and current) state of an SCA.

Besides the graphical construct for a state, we introduce a State connector in the textual language of Reo shown in Listing 4.1. We adopt a convention, and prefix the input and output ports of a state with the name of the state. For instance, the component $\text{State}(q0i[1..n], q0o[1..m])$ represents the state $q^0$ with $n$ incoming transitions and
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\[
\text{State}(qi[1..n],qo[1..m]) \{
\{ \text{sync}(qi[k],x) \mid k:<1..n> \}
\text{syncfifo1"0"}(x,y)
\text{xrouter}(y,qo[1..m])
\}
\]

**Listing 4.1:** Component defining a state \( q \) in textual Reo.

![Reo circuit for a transition of a soft component automaton.](image)

**Figure 4.4:** Reo circuit for a transition of a soft component automaton.

\( m \) outgoing transitions. We refer to the \( k \)-th incoming, resp. \( k \)-th outgoing, transition to state \( q_0 \) with the port \( q_0[i[k] \), respectively \( q_0[o[k] \).

Listing 4.1 shows an example of a component defined using conditional set notation. The number of input ports in the interface of the State component influences how its body is instantiated. The variable \( k \) ranges over the list \([1,..,n]\), and thus creates a set of \text{sync} channels.

**Transitions**  A transition in an SCA involves an action, a c-semiring value, a pre-state and a post-state. When the transition is enabled (i.e., its c-semiring value is above the threshold), the transition synchronously fires the action port, and moves the SCA from its pre-state to its post-state. We model this behavior in Reo as the circuit in Figure 4.4 which represents the conditional activation of a transition using a blocking-filter channel that compares the c-semiring value of the transition with the threshold of the SCA. Given a c-semiring value \( e \), the predicate \( P_t(e) \) of the blocking-filter channel is true if and only if the c-semiring value \( e \) is greater than or equal to the threshold value \( t \).

The circuit in Figure 4.4 moves the token from node \( q_0 \) to node \( q_1 \) and fires port \( a_1 \), only if \( P_t(e) \) is true. If \( P_t(e) \) is not satisfied, the circuit in Figure 4.4 blocks the transfer of the token from \( q_0 \) to \( q_1 \), mirroring the fact that its corresponding SCA transition cannot be taken.

The transition primitive in textual Reo is written in Listing 4.2. The transition component takes three ports in its interface, \( q_0 \) and \( q_1 \), being respectively the pre-state and post-state, and \( a_1 \) being the action. Two values are provided as parameters to a
Transition $<e,t>(q_0,q_1,a_1)$ {
    sync $(q_0,x)$
    bfilter $<e,t>(x,a)$
    sync $(x,q_1)$
}

Listing 4.2: Component defining a transition in textual Reo.

Figure 4.5: Reo circuit for the Snapshot SCA.

transition component: the c-semiring value $e$, and the threshold value $t$. Internally, the transition component connects the pre-state to the post-state through synchronization with the bfilter. The bfilter takes a c-semiring value of a given type as parameter, and performs internal comparison with the threshold value.

Soft component automata Given the constructs for states and transitions, we can build a Reo circuit for every SCA. For instance, the circuit for the automaton in Figure 4.1 is shown in Figure 4.5. The two states $q_Y$ and $q_N$ are represented as two state-nodes, with $q_N$ initially full (designating it as the initial state).

To avoid visual clutter, we repeat the names of ports in the circuit (e.g., $a_{\text{move}}$ appears twice in Figure 6), but all occurrences of the same port name correspond to a single, unique port. Each of the five transitions of $A_s$ is an instance of the transition component in Reo. For example, the move transition from $q_Y$ to $q_N$ is represented by the transition connector with input from the state $q_Y$, output from the state $q_N$, blocking filter with predicate $P_t(e_1)$, and action port $a_{\text{move}}$. The corresponding component view of the automaton is represented by a box that abstracts away the details of its Reo circuit, exposing as its interface the boundary ports on which other components can synchronize.
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As \(<t>(move,pass,snap)\) {
    Transition \(<1,t>(qYo[1],qYi[1],pass)\)
    Transition \(<0,t>(qYo[2],qNi[1],move)\)
    Transition \(<0,t>(qNo[1],qYi[2],snap)\)
    Transition \(<2,t>(qNo[2],qNi[2],move)\)
    Transition \(<1,t>(qNo[3],qNi[3],pass)\)

    State \((qYi[1..2],qYo[1..2])\) // State qY
    State \((qNi[1..3],qNo[1..3])\) // State qN
}

Listing 4.3: Component defining the snapshot SCA in textual Reo.

The snapshot SCA \(A_s\) is built out of the State and Transition connectors in Reo defined in Listings 4.1 and 4.2. We show the instance of the Snapshot SCA \(A_s\) in Listing 4.3 and adopt the convention defined previously to denote ports of incoming and outgoing transitions.

Component action system The composition of two SCAs can also be written as a Reo circuit, by encoding the composed SCA. However, such an approach uses the SCA composition and disregards the compositional nature of Reo. Instead, we propose to encode each individual SCA as a Reo circuit, and then compose those encodings on the level of Reo, to obtain a Reo circuit equivalent to their composed automaton. This approach allows for a transparent and incremental translation.

Since composition on the level of SCAs is mediated by their (common) CAS, composition at the level of Reo should also take the CAS into account. To do this, we encode the CAS as a Reo circuit of its own; composition of two automata at the level of Reo is then given by the (Reo) composition of their individual encodings, together with the circuit obtained from their CAS. Furthermore, we hide all ports that are not output ports of the CAS after the composition, so that the only actions observable in the resulting Reo circuit are the actions that are brokered between the operand circuits by the CAS.

There are three “sides” (collections of ports) to a CAS component: one for each of the two operands in the composition, respectively called the left and the right (operand) side, and a composite side for the result of the composition. For each action \(\alpha\), we add three ports to the circuit, one in each side, labeled \(\alpha_L\), \(\alpha_R\) and \(\alpha_C\) for the left, right and composite sides respectively. The ports on the operand sides are input ports, and the ports on the composite side are output ports.
The intention of the circuit structure is as follows. If the operand circuits are ready to perform actions $\alpha$ and $\beta$ respectively, then ports $\alpha_\ell$ and $\beta_r$ will be enabled for writing. If $\alpha \odot \beta$, then the CAS circuit brokers their composition, by allowing $\alpha_\ell$ and $\beta_r$ to fire simultaneously, synchronously firing the port that represents their composition in the composite side, i.e., $(\alpha \boxdot \beta)_c$, as well. Moreover, the circuit ensures that firing two ports in the left and right sides (when permitted) gives rise to exactly one port firing in the composite side.

More formally, the circuit is built as follows. On the operand sides, each port $\alpha_o$ (where $o \in \{\ell, r\}$) is connected to an exclusive router labeled $\alpha^R_o$. For each pair of actions in the left and right operand sides that are compatible, i.e., all $\alpha, \beta \in \Sigma$ such that $\alpha \odot \beta$, we draw a synchronous drain from $\alpha^R_\ell$ and $\beta^R_r$ to an internal node labeled $\alpha\beta$. Each of these nodes is then connected through a syncspout channel to the composite side node labeled $(\alpha \boxdot \beta)_c$.

The CAS defined for the SCAs $A_\ell$ and $A_s$ is depicted in Figure 4.6. In this example, the exclusive router has a single output, and is not strictly necessary. In general, the CAS could define multiple composite actions out of the same side action. For instance, suppose that the drone in our example is equipped with solar panels, and that the net result of charging using the solar panels while moving is that the energy level does not change. As a result, the energy component’s action pass is compatible with the action move, and their composition is the action solar, which means “move with energy from the solar panels”. Note how in this scenario, the firing of move_\ell can occur only in conjunction with firing discharge_2r, or pass_r, but not both; in the first case, the composite interface port move_2c fires, while in the second case the port solar_c fires.
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\[
\text{cas}(\text{move, pass, snap, dchge1, dchge2, chge, move2, charge, snapshot1})\{
\text{syncdrain}(\text{move}, x) \text{ syncspout}(x, \text{move2})
\text{syncdrain}(\text{dchge2}, x)
\text{syncdrain}(\text{pass}, y) \text{ syncspout}(y, \text{charge})
\text{syncdrain}(\text{chge}, y)
\text{syncdrain}(\text{snap}, z) \text{ syncspout}(z, \text{snapshot1})
\text{syncdrain}(\text{dchge1}, z)
\}
\]

**Listing 4.4:** Component defining the CAS for the composition of \(A_e\) and \(A_s\) in textual Reo

![Composition of two component automata with their component action system.](image)

**Figure 4.7:** Composition of two component automata with their component action system.

We give in Listing 4.4 the corresponding Reo component for the CAS described in Figure 4.6 for the composition of the snapshot SCA and the energy SCA. We omitted the exclusive routers, since, in this case, they are not necessary.

**Composition** The Reo circuit corresponding to a composition of two soft component automata can now be defined as the composition of the Reo circuits for the individual soft component automata, together with the Reo circuit for the relevant component action system. Following the method above, we translate each of \(A_s\) and \(A_e\), respectively representing the snapshot component and the energy management component, into its respective Reo connector.

Based on the steps described above, it is now possible to define a Reo circuit for both \(A_e\) and \(A_s\), that we name respectively \(A_e\) and \(A_s\) in textual Reo. The resulting composition, shown in Listing 145 consists of a set containing the connector for each SCA together with the connector for the component action system. The two thresholds values are provided as parameter.
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composite(move2, charge, snapshot1) {
    Ae<\text{t1}>(move, pass, snap)
    cas(move, pass, snap, dchge1, dchge2, chge, move2, charge, snapshot1)
    As<\text{t2}>(dchge1, dchge2, chge)
} 
\text{t1} = 5, \text{t2} = 3

Listing 4.5: Component in textual Reo defining the composition between \(A_e\) and \(A_s\).

4.4 Related work and future work

Real-time Maude Real-Time Maude is implemented in Maude as an extension of Full Maude [74], and is used in applications such as in [58]. There are two ways to interpret a real-time rewrite theory, called the pointwise semantics and the continuous semantics. Our approach to model time is similar to the pointwise semantics for real-time Maude, as we fix a global time stamp interval before execution. The addition of a composability relation, that may discard actions to occur within the same rewrite step, differs from the real-time Maude framework.

Models based on rewriting logic In [91], the modeling of cyber-physical systems from an actor perspective is discussed. The notion of event comes as a central concept to model interaction between agents. Softagents [84] is a framework for specifying and analyzing adaptive cyber-physical systems implemented in Maude. It has been used to analyze systems such as vehicle platooning [30] and drone surveillance [66]. In Softagents agents interact by sharing knowledge and resources implemented as part of the system timestep rule.

Softagents only considers compatibility in the sense of reachability of desired or undesired states. Our approach provides more structure enabling static analysis. Our framework allows, for instance, to consider compatibility of a robot with a battery (i.e., changing the battery specification without altering other agents in the system), and coordination of two robots with an exogenous protocol, itself specified as an agent.

Hybrid programs Other models for cyber-physical systems exist, such as hybrid systems (e.g., Hybrid Programs [75], Hybrid automata [40, 65, 79]), and our semantic model differs and complements existing work in, at least two main points. First,
we model interaction externally, as constraints that apply on the behavior of each component. Interaction is not limited to input/outputs as in most hybrid descriptions, and the difference between cyber and physical aspects is abstracted in the general concept of a component. The generality of the semantic model enables to give a specification of a component as a hybrid program, or as an I/O hybrid automata, and define suitable composition operators in the algebra to compositionally define cyber-physical systems. Second, we choose to model the interaction occurring between components in a discrete way, as sequences of observations: we choose to model the continuity of physical systems within their description as a set of discrete sequences of observations. This description closely represents runtime observable behaviors of cyber-physical systems, and highlights new challenges such as proving that a cyber-physical system is safe when considering safety of runtime observables only.

**Timed Automaton** Several operations on Timed Automata have been defined to model different aspects of concurrency. The UPPAAL modeling language allows such concurrent operations, and the UPPAAL tool computes the product automaton on the fly during verification.

It is shown that reachability is decidable, and it is proven that the infinite state-space of timed automata can be finitely partitioned into symbolic states using clock constraints known as zones.

UPPAAL is a tool in which network of timed automata are considered. Similarly to the case of a single timed automata, two types of transitions are considered: delay transitions, and action transitions. The difference is that action transitions decline into two kinds: single action transitions, and synchronous action transitions.

UPPAAL makes use of CTL formulas, that are dynamically verified on the tree unfolding of the transition system, making use of the zone optimization. UPPAAL is well-suited for timed automata but has some limitations in the support of hybrid automata, e.g. restricting their continuous parts to simple dynamics or applying the Euler integration method.
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Experimental framework

The component framework introduced in Chapter 2 and its operational fragments defined in Chapter 4 lay the foundation for the verification of properties of cyber-physical systems.

In this chapter, we detail and evaluate an implementation in Maude of the cyber-physical agent framework introduced in Section 4.2 of Chapter 4. This implementation extends the operational formal model with three additional features. First, an agent is equipped with an internal strategy, similar to the one introduced in Section 4.3. Thus, the Maude implementation enables two levels to make a preference aware system more specific: by selecting a subset of best actions either at the agent level, or at the system level. Second, an agent may perform a composite action atomically, i.e., a sequence of actions within the same clique. As a result, the value assigned to action parameters may depend on the effects of actions earlier in the sequence. The Maude implementation enables agents to reevaluate the parameters of their actions at runtime. Third and last, we give some constraints on how a set of atomic actions, called macrostep, is serialized into a sequence of microsteps, i.e., a sequence of agent actions. More precisely, we impose that such serialization is a function given as parameter for simulation or analysis. The runtime may still be non-deterministic, as several different cliques may be enabled at the same time. The above three features are detailed in Section 5.1.

We use our implementation to simulate and analyze a series of applications. More precisely, we use the Maude runtime to verify trace properties of concurrent systems. Recall that, as defined in Chapter 2, a trace property is a set of TESs, and a component $C$ satisfies a property $P$, denoted as $C \models P$, if and only if the behavior of $C$ is a subset
of the property $P$. In Section 2.2.2 we introduced the notion of conformance, which states that a component $C$ is conformable to a component $C'$ if there exists a non-empty protocol $P$ such that $C \times_\Sigma P \sqsubseteq C'$.

In the agent framework, a system is a set of interacting agents for which we gave in Section 4.2 a compositional semantics as components. Therefore, given a set of $n$ agents $A_1(s_{01}, t_0), ..., A_n(s_{0n}, t_0)$ interacting under the interaction signature $\Sigma$, we say that the system $S = A_1(s_{01}, t_0) \times_\Sigma ... \times_\Sigma A_n(s_{0n}, t_0)$ satisfies property $P$ if the component semantics does so, i.e., if $[S] \models P$ (see Theorem 9 for soundness). In the case where $[S] \not\models P$, we then identify two mechanisms to make $[S]$ satisfy $P$.

The most obvious way is to substitute each of a subset of the agents $A_i$ with a more specific agent $A'_i$ such that the resulting system satisfies $P$. Such agent $A'_i$ is more specific than agent $A_i$ due to its smaller state space and behavior (where all TESs that violate property $P$ have been removed). Finding the largest of such $A'_i$ is therefore of primary importance to keep as much as possible the non-violating TESs from the behavior of agent $A_i$.

An alternative way is to synthesize a coordinator agent $D$ such that $[S \times_\Sigma D] \models P$. While similar to the first method, as it generates a system $C' = S \times_\Sigma D$, the coordinator $D$ is a separate entity that can therefore be modified. In the case of a system $A_1 \times_\Sigma A_2$, composite of agents $A_1$ and $A_2$, that does not satisfy a property $P$, a coordinator may filter actions from $A_1$ and $A_2$ contextually, i.e., imposing a relation between actions occurring in $A_1$ and $A_2$.

We instantiate the framework to model diverse applications:

- cyber agents interacting via Reo coordination protocols. We give an implementa-
tion of a Reo nodes, primitive channels, and show how to compose protocols.

- $N$ reservoirs, a valve, and a controller. We explore how the controller can control
  the valve to maintain a safety property, such as that the $N$ reservoirs always have
  a water level within some thresholds.

- two robot agents, each interacting with a (shared) field and a (private) battery
  agent. We explore how safety, liveness, and coordination properties are enforced
  by a system of agents. For instance, such system is energy safe if the battery
  levels always stay above some thresholds. The system is alive if the agents keep
  patrolling between two locations on the field. Finally, coordination properties are
  such that agents eventually sort themselves on the grid by correctly exchanging
  their locations.
We run some analysis on the system using the Maude reachability search engine.

### 5.1 Maude framework for cyber-physical agents

The Maude framework is an instance of the general agent framework introduced in Chapter 4. We therefore introduce the Maude implementation for actions, agents, system of agents, and composability relation. The implementation is accessible at [59].

**Actions** An action is a pair that contains the name of the action, and the set of agent identifiers on which the action applies. An agent action is identified by the source agent identifier, and is a triple \((id, (a; ids))\) where \(id\) is the agent doing the action with name \(a\) onto the set of agents \(ids\), that we call resources of agent \(id\) for action named \(a\).

```maude
fmod ACTION is
  inc STRING . inc BOOL . inc SET{Id} . ...
  sort AName Action AgentAction .
  op (_,_;) : AName Set{Id} -> Action [ctor] .
  op (_,_;) : Id Action -> AgentAction [ctor] .
  op mta : -> AgentAction .
endfm
```

**Agent** The AGENT module in Listing 5.1 defines the theories on which an agent relies, the Agent sort, and operations that an agent instance must implement. The module is parametrized with a CSEMIRING theory, that is used to rank actions of an agent. Additionally, the AGENT includes modules that define state and action terms. A term of sort IdStates is a pair of an identifier and a map of sort MapKD.

A term of sort Agent is a tuple \([id: C| state; ready?; softaction]\). The identifier \(id\) is unique for each agent of the same class \(C\). The state \(state\) of an agent is a map from keys to values. For instance, the state of a robot has three keys, position, energy, and lastAction, with values in Location, Status, and Bool. The flag \(ready?\) is of sort Bool and is True when the agent has submitted a possibly empty list of actions, and False otherwise. The pending actions \(softaction\) is a set of actions valued in the parametrized CSEMIRING. The use of a constraint semiring as a structure for action valuations enables various kinds of reasoning about preferences at the agent and system levels. We use the two operations of the csemiring, sum \(+\) and product \(\times\), as respectively modeling the choice and the compromise of two alternatives. See [91] [84] [50] for more details.
As shown in Listing 5.1, an agent instance implements four operations: `computeActions`, `resolve`, `getOutput`, `getPostState`, and `internalUpdate`. Note that the four operations are an implementation of the abstract \( \phi \) of Section 4.2.1. The operation `computeActions`, given a `state:MapKD` of agent id of class C, returns a set of valued actions in the parametrized CSEMIRING. The operation `internalUpdate`, given a `state:MapKD` of agent id of class C, returns a new state `state':MapKD`. For instance, an agent may record in its state, as an internal update, the outcome of `computeActions` that returns the set of possible actions for the agent. The `getOutput` operation, given an action name `a:Name` from agent identified by id2 applied to an agent id of class C in a state `state`, returns a collection of outputs. The outputs generated by `getOutput` are of sort `MapKD` and therefore structured as a mapping from keys to values. For instance, the output of the action named `read` applied on a `FIELD` agent has a key `pos` that maps to the position value of the agent doing the `read` action. The operation `getPostState`, given an action name `a:AName` with inputs `input:IdStates` from agent identified by `id2` applied on an agent `id1` of class C in a state `state`, returns a new state. The input `input:IdStates` is a collection of key to value mappings that results from collecting the outputs, i.e., with `getOutput`, of an action `(id, an, ids)` on all its resources in `ids`. The new state returned by `getPostState` describes how the agent reacts to the input action, which could also capture, with an error state, that the action is not allowed by the agent. The operation `resolve`, given an action name `a:Name` performed by an agent with identifier `id` with class C in state `state`, returns a new action name `a':Name`. The `resolve` operation is called before the input action name is performed, and may instantiate some parameters of the action given the state of the agent.

**Listing 5.1:** Extract from the `AGENT` Maude module.

```plaintext
fmod AGENT{X :: CSEMIRING} is
  inc IDSTATE , inc ACTION .
sort Agent .
op [\_\_\_\_\_\_] : Id Class MapKD Bool X$Elt -> Agent [ctor].
op computeActions : Id Class MapKD -> X$Elt .
op internalUpdate : Id Class MapKD -> MapKD .
op getPostState : Id Class Id AName IdStates MapKD -> MapKD
op getOutput : Id Class Id AName MapKD -> MapKD .
op resolve : AName Identifier Class MapKD -> AName .
endfm
```

The agent’s dynamics are given by the rewrite rule in Listing 5.2, that updates the pending action to select one atomic action from the set of valued actions:
Listing 5.2: Conditional rewrite rule applying on agent terms.

crl[agent] : [sys [id : ac | state ; false ; null]] =>
    [sys [id : ac | state' ; true ; softaction]]
if softaction + sactions := computeActions(id, ac, state)
/
    state' := internalUpdate(id, ac, state) .

The rewrite rule in Listing 5.2 implements the abstract rule of Equation 4.2. After application of the rewrite rule, the ready? flag of the agent is set to True. The agent may, as well, perform an internal update independent of the success of the selected action.

Moreover, an agent module comes with the definition of an interface. The interface for an agent contains the constructors for action names, i.e., move: direction -> Action and read: sensorName -> Action for a TROLL robot agent. An agent that interacts with another agent must therefore include the interface module of that agent, i.e., the set of actions that the agent performs.

System  The SYSTEM module in Listing 5.3 defines the sorts and operations that apply on a set of agents. The sort Sys contains set of Agent terms, and the term Global designates top level terms on which the system rewrite rule applies (as shown in Listing 5.4). The SYSTEM module includes the Agent theory parametrized with a fixed semiring ASemiring. The theory ASemiring defines valued actions as pairs of an action and a semiring value. While we assume that all agents share the same valuation structure, we can also define systems in which such a preference structure differs for each agent. The SYSTEM module defines four operations: linearization, outputFromAction, updateSystemFromAction, and updateSystem. The operation linearization returns a list of AgentAction given a set of AgentAction. As there are multiple ways to generate sequences of actions from a set of actions, we assume a total order among actions and a sorted output sequence. As several total orders may exist, we leave the equational specification of the linearization operation in each scenario. The operation outputFromAction returns, given an agent action (id, (an, ids)) applied on a system sys, a collection of identified outputs given by the union of the results of getOutput produced by all agents in ids. The operation updatedSystemFromAction returns, given an agent action (id, (an, ids)) applied on a system sys, an updated system sys’. The updated system may raise an error if the action is not allowed by some of the resource agents in ids (see the battery-field-robot example in 5.4). The updated system, otherwise, updates synchronously all agents with identifiers in ids by using the getPostState operation. The operation
updateSystem returns, given a list of agent actions \texttt{agentActions} and a system term \texttt{sys}, a new system \texttt{updateSystem(sys, agentActions)} that performs a sequential update of \texttt{sys} with every action in \texttt{agentActions} using \texttt{updatedSystemFromAction}. The list \texttt{agentActions} ends with a delimiter action \texttt{end} performed on every agent, which may trigger an error if some expected action does not occur (see \texttt{PROTOCOL} in Section 5.4).

\textbf{Listing 5.3:} Extract from the \texttt{SYSTEM} Maude module.

\begin{verbatim}
proc \\
endfm
\end{verbatim}

The rewrite rule in \textbf{Listing 5.4} applies on terms of sort \texttt{Global} and updates each agent of the system synchronously, given that their actions are composable. The rewrite rule in \textbf{Listing 5.4} implements the abstract rule of Equation 4.5. The rewrite rule is conditional on essentially two predicates: \texttt{agentsReady?} and \texttt{kbestActions}. The predicate \texttt{agentsReady?} is \texttt{True} if every agent has its \texttt{ready?} flag set to \texttt{True}, i.e., the agent rewrite rule has already been applied. The operation \texttt{kbestActions} returns a ranked set of cliques (i.e., composable lists of actions), each paired with the updated system. The element of the ranked set are lists of actions containing at most one action for each agent, and paired with the system resulting from the application of \texttt{updateSystem}. If the updated system has reached a \texttt{notAllowed} state, then the list of actions is not composable and is discarded. The operations \texttt{getSysSoftActions} and \texttt{buildComposite} form the set of lists of composite actions, from the agent’s set of ranked actions, by composing actions and joining their preferences.

\textbf{Listing 5.4:} Conditional rewrite rule applying on system terms.

\begin{verbatim}
   crl[transition] : [sys] => [sys']
   if agentsReady?(sys) /
     saAtom := getSysSoftActions(sys) /
     saComp := buildComposite(saAtom, sizeOfSum(saAtom)) /
     p(actseq, sys') ; actseqs := kbestActions(saComp, k, sys).
\end{verbatim}

\textbf{Composability relation} The term \texttt{saComp} defines a set of valued lists of actions. Each element of \texttt{saComp} possibly defines a clique. The operation \texttt{kbestActions} spec-
ifies which, from the set \( sa\text{Comp} \), are cliques. We describe below the implementation of \( k\text{bestActions} \), given the structure of action terms.

An action is a triple \((id, (an, ids))\), where \( id \) is the identifier of the agent performing the action \( an \) on resource agents \( ids \). Each resource agent in \( ids \) reacts to the action \((id, (an, ids))\) by producing an output \((id', an, 0)\) (i.e., the result of \( \text{getOutput} \)). Therefore, \( \text{comp}((id, (an, ids)), a_i) \) holds, with \( a_i : \text{Action}_i \) and \( i \in ids \), only if \( a_i \) is a list that contains an output \((i, an, 0)\), i.e., an output to the action.

If one of the resources outputs the value \((i, \text{notAllowed}(an))\), the set is discarded as the actions are not pairwise composable. Conceptually, there are as many action names \( an \) as possible outputs from the resources, and the system rule \((4.2)\) selects the clique for which the action name and the outputs have the same value. In practice, the list of outputs from the resources get passed to the agent performing the action.

5.2 Concurrent Reo

In Chapter 3, we use our component algebra as a semantic model for Reo. More particularly, we introduce nodes as primitive components, and channels or connectors as the composition of ports under some fixed composition operators. In this section, we use our Maude implementation to provide a concurrent implementation of Reo connectors, as a set of interacting agents.

5.2.1 Reo primitives as agents

We refer to Section 3.1 for an introduction to Reo. The available implementation of Reo focuses on compilation of input circuits to an executable. A remaining challenge was to construct a compositional runtime where each part of a Reo circuit can be compiled independently and run concurrently. As a consequence of such framework, one can keep the structure of a Reo circuit at runtime, mix different semantics for Reo channels (e.g., guarded commands, constraint automata, ...), while allowing for simulation and verification through reachability queries.

Our framework for concurrent Reo consists therefore of few primitive agents: \( \text{PORT}, \text{CHANNEL}, \text{CONNECTOR} \).

**Port as resource** A port is a point of synchronization in Reo, and its typical behavior is to forward atomically data from its input connector to its output connector. We fix a port identifier to be of the form \( P(i) \) where \( i: \text{Float} \) is a rational number.
We later use the identifier of a port to define the operation of linearization and order actions.

A port contains a structure with two buffers that implement the atomic passing of data from the input to the output connector. One buffer collects the data that the input connector may put, and the other contains the request from the output connector to take some data. Only when the two buffers are full, as shown with the error raised by the end action, should the port allow both put(d) and take actions.

```plaintext
fmod PORT is
  inc AGENT{ASemiring}.
  inc PROTOCOL-INTERFACE.
  inc PORT-INTERFACE.
  ...
  eq computeActions(id, Port, M) = null.
  ceq getPostState(r, Port, id, take, mtOutput, M) = M'
    if M[k("data")] /= nodata /
      M' := insert(k("sync"), bd(true), M).
  ceq getPostState(r, Port, id, put(data), mtOutput, M) = M'
    if M[k("data")] == nodata /
      M' := insert(k("data"), data, M).
  ceq getPostState(id, Port, id, end, inputs, M) = M'
    if M[k("data")] /= nodata / M[k("sync")] == bd(true) /
      M' := insert(k("data"), nodata,
        insert(k("sync"), bd(false), M)).
  ceq getPostState(id, Port, id, end, inputs, M) = notAllowed(end)
    if M[k("data")] /= nodata or M[k("sync")] == bd(true).
  eq getPostState(r, Port, id, a, inputs, M) = M [otherwise].
  ceq getOutput(r, Port, id, take, M) =
    k("data") |-> M[k("data")] if M[k("data")] /= nodata.
  eq getOutput(r, Port, id', a, M) = empty [otherwise].
  eq internalUpdate(id, Port, M) = M [otherwise].
endfm
```
Connectors as agents  We give three instances of primitive Reo connectors: a \textsc{Sync}, a \textsc{Fifo}, and a \textsc{Merger}. Other primitive connectors, such as a replicator, syncdrain, etc, could be defined similarly. While we do not expand on this point here, some parametric connectors such as alternator(n) could be defined recursively as well, making use of the port naming structure.

A \textsc{Sync} agent has two ports on which it acts synchronously. The action of a \textsc{Sync} agent consists of an atomic sequence of two actions: a \texttt{take} on the input port, and a \texttt{put} on the output port. The composite action succeeds if and only if the two parts of the action succeeds, and the value \texttt{put} on the output port corresponds to the value \texttt{taken} on the input port. Note that the value of the datum that a sync puts on its output port is initially unknown. We use the symbol \( ? \) for such unknown value, and use the operation \texttt{resolve} to instantiate the value at runtime.

\begin{verbatim}
  in mod SYNC is
    inc AGENT{AEndomorphism}.
    inc PORT-INTERFACE.
    inc CHANNEL-INTERFACE.
    ...
    eq getOutput (Sync(p1, p2), Channel, id', a, M) = empty.
    eq getPostState(Sync(p1, p2), Channel, Sync(p1, p2), take, (id, k("data") \rightarrow d), M) = insert(k("data"), d, M).
    eq getPostState(Sync(p1, p2), Channel, Sync(p1, p2), take, inputs, M) = notAllowed(take) [otherwise].
    ceq getPostState(Sync(p1, p2), Channel, Sync(p1, p2), put(d), outputs, M) = insert(k("data"), nodata, M) if M /= notAllowed(take).
    eq getPostState(Sync(p1, p2), Channel, id, a, outputs, M) = M [otherwise].
    eq computeActions(Sync(p1, p2), Channel, M) = (((Sync(p1, p2), (take ; p1)), (Sync(p1, p2), (put(?) ; p2))), 1).
    eq internalUpdate(Sync(p1, p2), Channel, M) = M.
    ceq resolve(put(?), Sync(p1, p2), Channel, M) = put(d) if d := M[k("data")].
  endfm
\end{verbatim}

A \textsc{Fifo} agent has two ports on which it acts in sequence. A \textsc{Fifo} agent has two actions, a \texttt{take} action that stores the data from its input port to a memory, or a \texttt{put}}
action that outputs the data on the output port. The `take` action succeeds only if the current memory cell is empty, and the `put` action succeeds only if the current memory cell is full. As a result, the FIFO agent alternates between taking a value from its input port, and putting that value to its output port.

```plaintext
fmod FIFO is
  inc AGENT{ASemiring}.
  inc PORT-INTERFACE.
  inc CHANNEL-INTERFACE.
  ...
  eq getOutput(id, Channel, id', a, M) = empty.
  eq getPostState(Fifo(p1, p2), Channel, Fifo(p1, p2), take, (id, k("data"), d), M) = insert(k("data"), d, insert(k("state"), nd(1), M)).
  eq getPostState(Fifo(p1, p2), Channel, Fifo(p1, p2), put(d), outputs, M) = insert(k("data"), nodata, insert(k("state"), nd(0), M)).
  eq getPostState(Fifo(p1, p2), Channel, id, a, outputs, M) = M {wise}.
  ceq computeActions(Fifo(p1, p2), Channel, M) = (Fifo(p1, p2), (take; p1), 1) if M[k("state")]] == nd(0).
  ceq computeActions(Fifo(p, p'), Channel, M) = (Fifo(p, p'), (put(M[k("data")]); p'), 1) if M[k("state")]] == nd(1).
  eq internalUpdate(Fifo(p1, p2), Channel, M) = M.
endfm
```

A MERGER is a ternary connector, that acts, for each of its port input, as a synchronous channel with its output port. Moreover, the MERGER relates its two input ports with a relation of exclusion, i.e., the two input ports cannot fire at the same time. A MERGER with the list of ports P(1), P(2), P(3) has two actions: a forwarding action from port P(1) to port P(3), or a forwarding action from port P(2) to port P(3). The two actions are exclusive, as they cannot occur at the same time. Moreover, the merger always enables both actions, which raises some non-determinism at the system level (i.e., to chose which of the two actions is selected). Similarly to the SYNC channel, a MERGER agent instantiates the value for the put action at runtime, once the result of the `take` action is known. We use the ? symbol to denote a symbolic value.

```plaintext
fmod MERGER is
  inc AGENT{ASemiring}.
  inc PORT-INTERFACE.
  inc CHANNEL-INTERFACE.
```
eq getOutput(Merger(p1, p2, p3), Channel, id', a, M) = empty.

ceq getPostState(Merger(p1, p2, p3), Channel, Merger(p1, p2, p3), take, (id, k("data") |-> d), M) =
insert(k("data"), d, M) if M[k("data")] == nodata.

eq getPostState(Merger(p1, p2, p3), Channel, Merger(p1, p2, p3), take, inputs, M) = notAllowed(take) [owise].

ceq getPostState(Merger(p1, p2, p3), Channel, Merger(p1, p2, p3), put(d), outputs, M) =
insert(k("data"), nodata, M) if M /= notAllowed(take).

eq getPostState(Merger(p1, p2, p3), Channel, id, a, outputs, M) = M [owise].

eq computeActions(Merger(p1, p2, p3), Channel, M) =
(((Merger(p1, p2, p3), (take; p2)), (Merger(p1, p2, p3), (put(?); p3))), 1) +
(((Merger(p1, p2, p3), (take; p1)), (Merger(p1, p2, p3), (put(?); p3))), 1).

eq internalUpdate(Merger(p1, p2, p3), Channel, M) = M.

ceq resolve(put(?), Merger(p1, p2, p3), Channel, M) = put(d)
if d := M[k("data")].
endfm

A PROD and CONS agent respectively implement a producer and consumer. Both agents have a single port, on which they always perform, respectively, a put and a take action. The PROD agent puts natural numbers as values on its port, and increments the value if the put action succeeds. We use such canonical sequences of increasing natural numbers to verify some firing properties of a Reo circuit. When a put action succeeds for a PROD agent, its state is updated to contain the message that has been sent in the k("sent") field. Similarly, when a take action succeeds for a CONS agent, its state is updated to contain the message that has been received in the k("recv") field.

fmod PROD is
  inc AGENT{ASemiring}.
  inc PROD-INTERFACE.
  inc PORT-INTERFACE.

ceq getPostState(id, Producer, id', put(d), actionoutput, M) =
insert(k("data"), nd(s(i)), insert(k("sent"), d, M)) if nd(i) := M[k("data")].

eq getPostState(id, Producer, id', a, actionoutput, M) = M [owise].

\[
\text{eq getOutput}(id, \text{Producer}, id', a, M) = \text{empty}.
\]
\[
\text{eq computeActions}(\text{Prod}(id), \text{Producer}, M) =
(\text{Prod}(id), (\text{put}(M[k("data")]; id), 1)).
\]
\[
\text{eq internalUpdate}(id, \text{Producer}, M) = \text{insert}(k("sent"), \text{nodata}, M).
\]
\endfm

\fmod\ CONS\ is
\inc\ \text{AGENT}\{\text{ASemiring}\}.
\inc\ \text{CONS}-\text{INTERFACE}.
\inc\ \text{PORT}-\text{INTERFACE}.
\]
\[
\text{eq getPostState}(\text{Cons}(id), \text{Consumer}, \text{Cons}(id), \text{take}, (id, k("data")|-> d), M) = \text{insert}(k("recv"), d, M).
\]
\[
\text{eq getPostState}(id, \text{Consumer}, id', a, \text{actionoutput}, M) = M[\text{owise}].
\]
\[
\text{eq getOutput}(id, \text{Consumer}, id', a, M) = \text{empty}.
\]
\[
\text{eq computeActions}(\text{Cons}(id), \text{Consumer}, M) =
(\text{Cons}(id), (\text{take}; id), 1).
\]
\[
\text{eq internalUpdate}(id, \text{Consumer}, M) = M.
\]
\endfm

\section*{5.2.2 Execution and analysis}

We present in \textsc{Scenario} two system terms for which we run some analysis. For the first scenario, the \textsc{Prod} and \textsc{Cons} are communicating through a sync channel. Therefore, the only possible composite action is a \textit{clique} in which the \textsc{Prod} agents puts a value on port \texttt{P(1.0)}, that is forwarded to port \texttt{P(2.0)} by the \textsc{Sync} agent, and then consumed by the \textsc{Cons} agent. The second scenario is similar, and models the \textsc{Prod} and \textsc{Cons} agents communicating through a fifo channel.

Note that the \textsc{Scenario} module instantiates the linearization operation as follows: a \texttt{take} action on a port \texttt{P(i)} happens after a \texttt{put} action a port \texttt{P(j)} if \(i \geq j\); and a \texttt{take} action on a port \texttt{P(i)} happens after a \texttt{take} action on a port \texttt{P(j)} if \(i > j\).

\textbf{Listing 5.5:} Scenarios for Producer/Consumer protocols.
inc SYNC . inc FIFO . inc MERGER .
inc RUN . inc CONVERSION .

op init : Nat -> Global .

eq init(1) = [
  [P(1.0) : Port | k("data")|-> nodata ,
    k("sync") |-> bd(false) ; false ; null]
  [P(2.0) : Port | k("data")|-> nodata ,
    k("sync") |-> bd(false) ; false ; null]
  [Prod(P(1.0)) : Producer |
    k("data") |-> nd(1) ; false ; null]
  [Cons(P(2.0)) : Consumer |
    k("data") |-> nodata ; false ; null]
] .

eq init(2) = [
  [P(1.0) : Port | k("data")|-> nodata ,
    k("sync") |-> bd(false) ; false ; null]
  [P(2.0) : Port | k("data")|-> nodata ,
    k("sync") |-> bd(false) ; false ; null]
  [Prod(P(1.0)) : Producer |
    k("data") |-> nd(1) ; false ; null]
  [Cons(P(2.0)) : Consumer |
    k("data") |-> nodata ; false ; null]
] .

ceq linearization(aSet) = a linearization(aSet')
  if a , aSet' := aSet .
c eq (id , (take ; P(i))) (id' , (put(d) ; P(j))) aSeq' =
  (id' , (put(d) ; P(j))) (id , (take ; P(i))) aSeq' if i >= j .
c eq (id1 , (take ; P(i))) (id2 , (take ; P(j))) aSeq' =
  (id2 , (take ; P(j))) (id1 , (take ; P(i))) aSeq' if i > j .
endm

We run the two following queries on the two initial terms of SCENARIO. The first query returns the first solution for which the same datum has passed from the producer to the consumer. The solution shows the synchronicity of the SYNC channel.

The second query returns the first solution for which the data received by the consumer has an offset of 1 with the data sent by the producer. The solution shows the asynchronicity of the FIFO channel.

search [1] init(1) = =>* [sys::Sys
5.3 Valve-controller

5.3.1 N-reservoir problem

Consider \( n \) reservoirs, filled with water. Each reservoir connects at the top to a valve that, if switched on, inputs some water. Each reservoir has a hole at the bottom from where water goes out. Each reservoir has a sensor measuring its water level. The measures are accessible by a digital controller. A valve is placed at the top of the \( n \) reservoirs, and fills, continuously, one of the reservoir at a time. The valve moves from one reservoir to another after reception of a switch command from the controller.

The problem is to design a controller such that none of the reservoirs is observed with its water level outside of given bounds, noted \( l^1_k \) for the lower and \( l^2_k \) for the higher bounds, for the \( k \)-th reservoir. We first introduce some intuitive physical explanations about the dynamics of the reservoirs, then specify the digital controller that interfaces the physical components, and finally analyse one instance of the composite cyber-physical system.
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**Physical part**  In the $n$-reservoirs problem, the physical part is described by the collection of $n$ reservoirs, and a valve. The water level of a reservoir follows a continuous evolution: at each time $t \in \mathbb{R}_+$, there exists a value $x(t)$ that corresponds to the water level of the reservoir at $t$.

Along this part, we use $t \in \mathbb{R}_+$ for continuous time, $n \in \mathbb{N}$ for the number of reservoirs, and $k \in \{1, ..., n\}$ to denote the $k$-th reservoir.

**Reservoir**  The reservoir of radius $r$ captures, as a component, the evolution of the water level over time. The height of the water at time $t$ in the $k$-th reservoir, written $x_k(t)$, follows the law $x_k(t) = x_k^0 + \int_{t_0}^{t} i_k(u) - o_k(u) \, du / (\pi r^2)$, where $x_k^0 \in \mathbb{R}$ is the initial level of water at $t_0 \in \mathbb{R}_+$, $i_k(t)$ is the rate of incoming water and $o_k(t)$ is the rate of outgoing water for $t \geq t_0$. Note that we use the relation $V = \pi r^2 L$ where $V$ is the volume of a cylindrical reservoir of radius $r$ and height $L$. The functions $x_k$, $o_k$ and $i_k$ are functions from $\mathbb{R}_+$ to $\mathbb{R}_+$.

The definition of $x_k(t)$ involves elements internal to the physical description of the reservoir (e.g. $o_k(t)$, the rate of water going out), and external elements (e.g. $i_k(t)$, the rate of water coming in). In particular, the function $i_k(t)$ depends on the valve component’s specification.

The component for the reservoir of radius $r$ is the pair $Res(r, i) = (E, L)$ where

$$E = \{\text{read}(l), \text{inFlow}(k) \mid l, k \in [0, 20]\}$$

and $L \subseteq TES(E)$ with $\sigma \in L$ implies there exists a function $f : \mathbb{R}_+ \rightarrow \mathbb{R}_+$ with

- $f(0) = 15$ and $f' = -\text{outFlow}$, where $\text{outFlow}$ is a constant that models how fast water goes out of the reservoir;

- $\sigma(t_i) = \{\text{read}(l)\}$ implies $l = \max(f(t_i), 0)$;

- $\sigma(t_i) = \{\text{inFlow}(k)\}$ implies $f(t) = f(t_i) + (t - t_i) \times (k - \text{outFlow}) / (r^2 \pi)$ for all $t \in [t_i, t_{i+1}]$, where $k$ is the rate of water going in the reservoir in the interval $[t_i, t_{i+1}]$.

**Valve**  The valve fixes the rate at which the water flows into the reservoir, and moves its arm from one reservoir to another. The state of the valve is described by a value $s \in \{0, ..., n\}$ where $s = i$ encodes the fact that the valve is placed above reservoir $i$ only. Under an input signal $\text{switch}(k)$, the valve changes state from $s = i$ to $s = k$. 
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The component for the valve is the pair \( \text{Valve}(n) = (E(n), L) \) where

\[
E(n) = \{ \text{switch}(k), \text{outFlow}(k, j) \mid k \in \{1, ..., n\}, j \in [0, 20]\}
\]

and \( L \subseteq TES(E(n)) \) with \( \sigma \in L \) such that every switch event is simultaneous with 0 outFlow in the reservoir that are not recipient of the valve, i.e., for all \( t \), if \( \text{switch}(k) \in \sigma(t) \) then \( \text{outFlow}(i, 0) \in \sigma(t) \) for \( i \in \{1, ..., n\} \setminus \{k\} \) and \( \text{outFlow}(i, j) \in \sigma(t) \) with \( j \neq 0 \).

**Continuous formulation of the problem** The problem can be formulated in the continuous setting as finding a sequence of states for the valve (or timed input signals \( \delta(t) \), equivalently) such that

\[
\forall k \in \{1, ..., n\}, l^k_{1} \leq x_k(t) \leq l^k_{2}
\]

where \( l^k_{1} \) and \( l^k_{2} \) are respectively lower and upper bounds for the water level \( x_k \) of reservoir \( k \).

The function \( \delta \) is not built as a physical component, but results from the measures and the actions of a digital component on the physical system. We show in the next subsection an instance of a controller, and later provide an instance of the physical components (reservoir and valve) in order to analyse the resulting interaction with a controller.

**Cyber part** The cyber component consists of a controller, reading from the reservoirs’ sensors, and acting on the valve. In sequence, this subsection details the measurement device that interface the reservoir and the controller, the action that the controller performs on the valve, and the controller’s state transition system.

The problem of decision inherent in the \( n \)-reservoirs system is dependent on the water level measured by the controller. If the agent can read precisely the level of water in each of the reservoir, at a high frequency, the reactivity of the system will be higher than the case where the agent measures the reservoir’s state at low frequency, with less accuracy. From a formal point of view, increasing the sensor precision also increases the possible states in which the system can be observed, and therefore the complexity of the representation. The trade off is to find a reading frequency that discriminates the minimal amount of states, while ensuring the agent to be reactive to achieve its goal.
As a result of an action, the dynamic of the physical system may change, and lead to different sequences of measures from the controller.

**Controller** The controller has two types of events: *read* and *switch*. The *read*(i,l) event is parametrized by the reservoir i that the controller reads, and displays the value l that is read at the sensor. The *switch*(i) event synchronizes with the same event of the valve and takes as parameter the value of the reservoir to which the valve should switch.

A controller is a component defined as the pair \( C(T) = (E, L(T)) \) with

\[
E = \{ \text{read}(i, l), \text{switch}(i) \mid i \in \{1, ..., n\}, l \in [0, 20] \}
\]

and \( L(T) \subseteq TES(E) \) is such that \( \sigma \in L(T) \) implies there exists a function \( f : \mathbb{R}_+ \to \{1, ..., n\} \to [0, 20] \) with

- observations occur at multiple of \( T \), i.e, \( \sigma(t) \neq \emptyset \) implies \( t = 0 \mod T \);
- \( \text{read}(i, l) \in \sigma(t) \) implies \( f(t)(i) = l \)

The controller may change state after performing some measurements or moving the valve, such as recording the sensor values or the reservoir to which the valve has switched. In the next subsection, we give an executable specification for the controller, the valve, and the reservoir. We analyse the strategy of the controller to keep the water level of the reservoirs within a margin.

### 5.3.2 Execution and analysis

We present the three main Maude modules, namely the **CONTROLLER**, the **VALVE**, and the **RESERVOIR**, to model and analyse properties of the \( N \)-reservoirs problem.

**Controller** The **CONTROLLER** agent has two main actions: *read* and *switch*. The *read* action returns the value of the water level in all reservoirs. The **CONTROLLER** agent stores the value in its state, and implements the function *lowestLevel* to return the reservoir with the lowest water level (ordered with the reservoir identifier, in case of two reservoirs having the smallest water level). The *switch* action takes a reservoir’s identifier as argument and acts on the **VALVE** agent by switching the valve to that reservoir.

**Listing 5.6:** A module for the **CONTROLLER** agent.
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fmod CONTROLLER is
  inc SET{Nat} .
  inc TRACE-INTERFACE .
  inc RESERVOIR-INTERFACE .
  inc CONTROLLER-INTERFACE .
  inc AGENT{ASemiring} .
  ...
  eq getPostState(id, Controller, id, read, output, M) =
      getSensorValues(getResources(id, read), output, M) .
  eq getPostState(id, Controller, id', switch(r), actionoutput, M) =
      insert(k("state"), d(r), M) .
  eq getPostState(id, Controller, id', a, actionoutput, M) = M [owise] .
  eq computeActions(id, Controller, M) = null [owise] .
  *** Upper and lower bound for the reservoir level
  ceq computeActions(id, Controller, M) = (id, (switch(r) ;
      getResources(id, switch(r))) , 1) if
      M /= empty /
      r := lowestLevel(M) /
      d(r) /= M[k("state")]
      /
      fd(j) := M[k("lev", r)] /
      /
      j <= lowbound(r) .
  eq computeActions(id, Controller, M) = (id, (read ; getResources(id,
      read)) , 1) [owise] .
  eq internalUpdate(id, Controller, M) = M .
endfm

Valve The VALVE agent has a fill action for each reservoir. The fill action takes a flow value as argument, and changes the inflow rate in the RESERVOIR agent. As a consequence, the state of the RESERVOIR will change its dynamic and the read action from the CONTROLLER on the RESERVOIR will get updates accordingly. The fill action of the VALVE is composite of two other actions that turn off the inflow of the other RESERVOIR agents. In Listing 5.7 we show one of such composite action that fills reservoir 1 and turns off the two other reservoirs.

Listing 5.7: A module for the VALVE agent.

fmod VALVE is
  inc AGENT{ASemiring} .
  inc VALVE-INTERFACE .
  inc RESERVOIR-INTERFACE .
  inc TIME-INTERFACE .
  inc CONTROLLER-INTERFACE .
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Reservoir  For simplicity, we set the radius of the RESERVOIR to be equal to $\sqrt{\pi}$, and the inflow and outflow corresponds to the change of level in the reservoir. The RESERVOIR agent has no actions, but reacts to the fill and off actions of the VALVE agent, and the read action of the CONTROLLER agent. The read action generates an output that contains the current level of the reservoir. The fill action changes the vin state variable to take the value given by the VALVE agent. The off action sets the vin state variable to 0.0. A RESERVOIR agent defines a function $f$ that computes the water level given the current level, the inflow and outflow models by vin and vout respectively. At the end of every round, the RESERVOIR updates its state with the value computed by $f$.

**Listing 5.8:** A module for the RESERVOIR agent.

```plaintext
fmod RESERVOIR is
  inc AGENT{ASemiring} .
  inc RESERVOIR-INTERFACE .
  inc TIME-INTERFACE .
  inc CONTROLLER-INTERFACE .
  inc VALVE-INTERFACE .

  *** Passive agent:
  eq computeActions(id, Reservoir, M) = null .
  *** Compute the level of the reservoir
  op f : Float Float Float -> Float .
  eq f(cl, vin, vout) = max(min(cl + (vin - vout), 20.0), 0.0) .

  eq getOutput(id, Reservoir, id’, read, M) = k("lev") |-> M[k("lev")] .
```
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Scenarios
We present in Listing 5.9 a scenario for which a controller periodically reads the value of the water level in the reservoirs, and switches the valve accordingly. We set the maximum capacity for each reservoir to be 20.0, the outflow rate to be 2.0 and the inflow rate from the valve to be 5.0. Initially, the valve is above res(2).

We also define the linearization operation to order actions as follows. The read action occurs first in the sequence, followed by the switch action, and the other actions occur freely. The value taken by the read action therefore takes the value of the water level at the end of the previous round, i.e., after update of each RESERVOIR agent.

Listing 5.9: A module for the SCENARIO agent.

mod SCENARIO is
  inc RESERVOIR . inc VALVE .
  inc CONTROLLER . inc RUN .
  ...
  *** Resources for controller agent.
  eq getResources(id , read) = res(1), res(2), res(3) .
  eq getResources(id , switch(id')) = valve .
  eq getResources(id , off) = res(1), res(2), res(3) .
  eq lowbound(res(i)) = 15.0 . eq upbound(res(i)) = 18.0 .
  eq init = [[res(1) : Reservoir | k("lev") |-> fd(20.0), k("state") |-> nd(0), k("inFlow") |-> fd(0.0), k("outFlow") |-> fd(2.0) ; false ; null ]
  [res(2) : Reservoir | k("lev") |-> fd(20.0), k("state") |-> nd(1), k("inFlow") |-> fd(5.0), k("outFlow") |-> fd(2.0) ; false ; null ]
  [res(3) : Reservoir | k("lev") |-> fd(20.0), k("state") |-> nd(0), k("inFlow") |-> fd(0.0), k("outFlow") |-> fd(2.0) ; false ; null ]

Scenarios
We present in Listing 5.9 a scenario for which a controller periodically reads the value of the water level in the reservoirs, and switches the valve accordingly. We set the maximum capacity for each reservoir to be 20.0, the outflow rate to be 2.0 and the inflow rate from the valve to be 5.0. Initially, the valve is above res(2).

We also define the linearization operation to order actions as follows. The read action occurs first in the sequence, followed by the switch action, and the other actions occur freely. The value taken by the read action therefore takes the value of the water level at the end of the previous round, i.e., after update of each RESERVOIR agent.

Listing 5.9: A module for the SCENARIO agent.

mod SCENARIO is
  inc RESERVOIR . inc VALVE .
  inc CONTROLLER . inc RUN .
  ...
  *** Resources for controller agent.
  eq getResources(id , read) = res(1), res(2), res(3) .
  eq getResources(id , switch(id')) = valve .
  eq getResources(id , off) = res(1), res(2), res(3) .
  eq lowbound(res(i)) = 15.0 . eq upbound(res(i)) = 18.0 .
  eq init = [[res(1) : Reservoir | k("lev") |-> fd(20.0), k("state") |-> nd(0), k("inFlow") |-> fd(0.0), k("outFlow") |-> fd(2.0) ; false ; null ]
  [res(2) : Reservoir | k("lev") |-> fd(20.0), k("state") |-> nd(1), k("inFlow") |-> fd(5.0), k("outFlow") |-> fd(2.0) ; false ; null ]
  [res(3) : Reservoir | k("lev") |-> fd(20.0), k("state") |-> nd(0), k("inFlow") |-> fd(0.0), k("outFlow") |-> fd(2.0) ; false ; null ]
[valve : Valve | k("state") |-> nd(2), k("inFlow") |-> fd(5.0) ;
false ; null ]
[controller : Controller | k("state") |-> d(nil) ; false ; null ] .
...
ceq linearization(aSet) = a linearization(aSet’)
if a, aSet’ := aSet .
eq a (id, (read ; res )) = (id, (read ; res)) a  .
ceq a (id, (switch(id’); res)) = (id, (switch(id’); res)) a
if (id’, (an ; res’ )) := a /
 an != read .
endm

Search queries  We run two queries on the scenario of Listing 5.9. The first query searches for a state for which all the controller has read a value for the water level which is below 8.0. We can see that one of such solution exists as the result of the query.

The second query searches for a state for which the controller read one of the reservoir’s water level to be 0.0. As shown in the output, a solution exists, and res(2) may reach a water level of 0.0.

Listing 5.10: Two search queries for some safety properties.
search [1] in SCENARIO : init =>* [ sys : Sys
[controller : Controller | M::MapKD, k("lev",res(1)) |-> fd(j::Float), k("lev","lev",res(2)) |-> fd(i::Float), k("lev",res(3)) |-> fd(k::Float) ;
false ; null ]
] such that (j::Float < 8.0 and k::Float < 8.0) and i::Float < 8.0 = true .

Solution 1 (state 180)
states: 181 rewrites: 27201 in 13ms cpu (12ms real) (2041963 rewrites/second)
...
j::Float --> 3.0 i::Float --> 7.0 k::Float --> 7.0

search [1] init =>* [ sys:Sys
[controller : Controller | k("lev", res(1)) |-> fd(j::Float), k("lev","lev", res(2)) |-> fd(i::Float), k("lev", res(3)) |-> fd(k::Float), M::MapKD ; false ; null ]
] such that i::Float == 0.0 or j::Float == 0.0 or k::Float == 0.0 .

Solution 1 (state 96)
However, after changing the rate of the valve from 5.0 to 7.0, the same queries as in Listing 5.10 return no solutions. As a consequence, the strategy implemented in the CONTROLLER agent therefore successfully keeps the water level above 8.0 for all reservoirs, and prevent any reservoir to reach 0.0.

5.4 Robot-Battery-Field system

We propose to study three properties:

1. Safety property: In the first scenario, we model two TROLL agents, moving on a shared FIELD, with private BATTERY agents; we study the cases for which the two robots can exchange their position without running out of energy.

2. Liveness property: In the second scenario, the field is equipped with a station, where the TROLL agent can recharge its battery. We want to prevent the agent from running out of energy while oscillating between the two locations, i.e., if the station can always supply energy, we want a sequence of actions such that the agent never runs out of energy.

3. Self-sorting property: In the third scenario, we place three TROLL agents on a grid, each with a unique natural number identifier. We study some self-sorting property of the system by global coordination (e.g., use of an external protocol) or local strategies (e.g., ranking of each agent’s actions).

We consider the battery, robot, and grid components introduced in Section 1.3 and formalized in Section 2.1.6 and Section 2.2.3 as the expression

\[ \text{Sys}(n, T_1, \ldots, T_n) = \bowtie_{i \in \{1, \ldots, n\}} (R(i, T_i) \times_{\Sigma_{R_iB_i}} B_i) \times_{\Sigma_{RG}} G_{\mu(\{1, \ldots, n\}, n, 2)} \]

made of \( n \) robots \( R(i, T_i) \), each interacting with a private battery \( B_i \) under the interaction signatures \( \Sigma_{R_iB_i} \), and in product with a grid \( G \) under the interaction signature \( \Sigma_{RG} \). We use \( \bowtie \) for the product with the free interaction signature (i.e., every pair of TESs is composable), and the notation \( \bowtie_{i \in \{1, \ldots, n\}} \{C_i\} \) for \( C_1 \bowtie \ldots \bowtie C_n \) as \( \bowtie \) is commutative and associative.
Figure 5.1: Initial state of the unsorted robots (left), and final state of the sorted robots (right).

<table>
<thead>
<tr>
<th></th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>$R_4$</th>
<th>$R_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$t_2$</td>
<td>W</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$t_3$</td>
<td>(3; 1)</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$R_1$</th>
<th>$R_2$</th>
<th>$R_3$</th>
<th>$R_4$</th>
<th>$R_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>N</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>N</td>
</tr>
<tr>
<td>$t_2$</td>
<td>W</td>
<td>E</td>
<td>-</td>
<td>W</td>
<td>E</td>
</tr>
<tr>
<td>$t_3$</td>
<td>S</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>S</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 5.1: Each table displays the three first observables at times $t_1$, $t_2$, and $t_3$ for three TESs in the behavior of the product of components $R_1$, $R_2$, $R_3$, $R_4$, and $R_5$ on the grid of Figure 5.1. We omit the subscript and use the column to identify the events. The symbol - represents the absence of observation in the TES.

We fix $n = 5$ and the same period $T$ for each robots. We write $E$ for the set of events of the composite system $Sys(2, T)$. We also reuse the grid component introduced in Section 2.2.3 where $\mu$ is the initial position of the robots on the grid, and the parameters $n$ and 2 a refers to the $x$ and $y$ length of the grid. For simplicity, use $R_i$ to denote the composite component $(R(i, T) \times_{\Sigma R_i B_i} B_i)$ with fixed period $T$.

Self-sorting robots Figure 5.1 shows five robot instances, each of which has a unique and distinct natural number assigned, positioned at an initial location on a grid. The goal of the robots in this example is to move around on the grid such that they end up in a final state where they line-up in the sorted order according to their assigned numbers.

Three first observations for three behaviors are displayed in Table 5.1. Each behavior exposes different degrees of concurrency, where in the left behavior, only robot $R_1$ moves, while in the middle behavior, robots $R_1$ and $R_2$ swap their positions, and in the right behavior both $R_1$ and $R_4$ swap their positions with $R_2$ and $R_5$, respectively.

We consider the following property: eventually, the position of each robot $R_i$ is $(i, 0)_{R_i}$, i.e., every robot successfully reaches its place. This property is a trace property, which we call $P_{\text{sorted}}$ and consists of every behavior $\sigma \in TES(E)$ such that there
exists an \( n \in \mathbb{N} \) with \( \sigma(n) = (O_n, t_n) \) and \( (i, 0)_{R_i} \in O_n \) for all robots \( R_i \). As shown in Table 5.1, the set of behaviors for the product of robots is large, and the property \( P_{\text{sorted}} \) does not (necessarily) hold \textit{a priori}: there exists a composite behavior \( \tau \) for the component \( R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4 \bowtie R_5 \bowtie F(\{1, 2, 3, 4, 5\}) \) such that \( \tau \notin P_{\text{sorted}} \).

Robots may beforehand decide on some strategies to swap and move on the grid such that their composition satisfies the property \( P_{\text{sorted}} \). For instance, consider the following strategy for each robot \( R_n \):

- **swapping**: if the last read \((x, y)\) of its location is such that \( x < n \), then move North, then West, then South.

- **pursuing**: otherwise, move East.

Remember that the grid prevents two robots from moving to the same cell, which is therefore removed from the observable behavior. We emphasize that some sequences of moves for each robot may deadlock, and therefore are not part of the component behavior of the system of robots, but may occur operationally by taking a composable action step by step (see Section 4.1.2). Consider Figure 5.2 for which each robot follows its internal strategy. Because of non-determinism introduced by the timing of each observations, one may consider the following sequence of observations: first, \( R_1 \) move North, then West; in the meantime, \( R_2 \) moves West, followed by \( R_3, R_4, \) and \( R_5 \). By a similar sequence of moves, the set of robots ends in the configuration on the right of Figure 5.2. In this position and for each robot, the next move dictated by its internal strategy is disallowed, which corresponds to a deadlock. While behaviors do not contain finite sequences of observations, which makes the scenario of Figure 5.2 not expressible as a TES, such scenario may occur in practice. We give in next Section some analysis to prevent such behavior to happen.

Alternatively, the collection of robots may be coordinated by an external protocol that guides their moves. Besides considering the robot and the grid components, we add a third kind of component that acts as a coordinator. In other words, we make the protocol used by robots to interact explicit and external to them and the grid; i.e., we assume exogenous coordination. Exogenous coordination allows robots
to decide a priori on some strategies to swap and move on the grid, in which case their external coordinator component merely unconditionally facilitates their interactions. Alternatively, the external coordinator component may implement a protocol that guides the moves of a set of clueless robots into their destined final locations. The most intuitive of such coordinator is the property itself as a component. Indeed, let $C_{\text{sorted}} = (E, L)$ be such that $E = \bigcup_{i \in I} E_{R_i}$ with $I = \{1, 2, 3, 4, 5\}$ and $L = P_{\text{sorted}}$. Then, and as shown in [62], the coordinated component $R_1 \bowtie R_2 \bowtie R_3 \bowtie R_4 \bowtie R_5 \bowtie G(\{1, 2, 3, 4, 5\}, 5, 2) \bowtie C_{\text{sorted}}$ trivially satisfies the property $P_{\text{sorted}}$.

While easily specified, such coordination component is non-deterministic and not easily implementable. We provide an example of a deterministic coordinators.

As discussed, we want to implement the property $P_{\text{sorted}}$ as a collection of small co-ordinators that swap the position of unsorted robots. Intuitively, this protocol mimics the behavior of bubble sort, but for physical devices. Given two robot identifiers $R_1$ and $R_2$, we introduce the swap component $S(R_1, R_2)$ that coordinates the two robots $R_1$ and $R_2$ to swap their positions. Its interface $E_S(R_1, R_2)$ contains the following events:

- start($S(R_1, R_2)$) and end($S(R_1, R_2)$) that respectively notify the beginning and the end of an interaction with $R_1$ and $R_2$. Those events are observed when the swap protocol is starting or ending an interaction with either $R_1$ or with $R_2$.
- $(x, y)_{R_1}$ and $(x, y)_{R_2}$ that occur when the protocol reads, respectively, the position of robot $R_1$ and robot $R_2$,
- $d_{R_1}$ and $d_{R_2}$ for all $d \in \{N,W,E,S\}$ that occur when the robots $R_1$ and $R_2$ move;
- locked($S(R_1, R_2)$) and unlocked($S(R_1, R_2)$) that occur, respectively, when another protocol begin and end an interaction with either $R_1$ and $R_2$.

The behavior of a swapping protocol $S(R_1, R_2)$ is such that, it starts its protocol sequence by an observable start($S(R_1, R_2)$), then it moves $R_1$ North, then $R_2$ East, then $R_1$ West and South. The protocol starts the sequence only if it reads a position for $R_1$ and $R_2$ such that $R_1$ is on the cell next to $R_2$ on the $x$-axis. Once the sequence of moves is complete, the protocol outputs the observable end($S(R_1, R_2)$). If the protocol is not swapping two robots, or is not locked, then robots can freely read their positions.

Swapping protocols interact with each others by locking other protocols that share the same robot identifiers. Therefore, if $S(R_1, R_2)$ starts its protocol sequence, then
S(R_2, R_i) synchronizes with a locked event locked(S(R_2, R_i)), for 2 < i. Then, R_2 cannot swap with other robots unless S(R_1, R_2) completes its sequence, in which case end(S(R_1, R_2)) synchronizes with unlocked(S(R_2, R_i)) for 2 < i. We extend the underlying composability relation \( \kappa \) on observations such that, for \( i < j \), simultaneous observations \((O_1, t)\) and \((O_2, t)\) are composable, i.e., \(((O_1, t), (O_2, t)) \in \kappa\), if:

\[
\text{start}(S(R_i, R_j)) \in O_1 \implies \exists k. k < i \cdot \text{locked}(S(R_k, R_i)) \in O_2 \lor \\
\exists k. j < k \cdot \text{locked}(S(R_j, R_k)) \in O_2
\]

and

\[
\text{end}(S(R_i, R_j)) \in O_1 \implies \exists k < i \cdot \text{unlocked}(S(R_k, R_i)) \in O_2 \lor \\
\exists j < k \cdot \text{unlocked}(S(R_j, R_k)) \in O_2
\]

For each pair of robots \( R_i, R_j \) such that \( i < j \), we introduce a swapping protocol \( S(R_i, R_j) \). As a result, the coordinated system is given by the following composition:

\[
R_1 \gg R_2 \gg R_3 \gg R_4 \gg R_5 \gg G(\{1, 2, 3, 4, 5\}, 5, 2) \gg_{i<j} S(R_i, R_j)
\]

Note that the definition of \( \gg \) imposes that, if one protocol starts its sequence, then all protocols that share some robot identifiers synchronize with a lock event. Similar behavior occurs at the end of the sequence.

**5.4.1 Execution and analysis**

**Main agents** To illustrate the use of our framework to simulate and verify cyber-physical systems, we present an agent specification for three components: a FIELD, a TROLL, and a BATTERY. A FIELD component interacts with the TROLL component by reacting to its move action, and its sensor reading. As shown in Listing 5.11 the FIELD agent has no actions, but reacts to the move action of the TROLL agent by updating its state and changing the agent’s location. Currently, the update is discrete, but more sophisticated updates can be defined (e.g., changing the mode of a function recording the trajectory of the TROLL agent). In the case where the state of the FIELD agent forbids the TROLL agent’s move, the FIELD agent enters in a disallowed state marked as notAllowed(an), with an as the action name. The FIELD responds to the read sensor action by returning the current location of the TROLL agent as an output.

**Listing 5.11:** Extract from the FIELD Maude module.
A TROLL agent reacts to no other agent actions, and therefore does not include any agent interface. A TROLL agent uses the function \texttt{getSoftActions} to return a ranked set of actions given its state, and implements the \texttt{computeActions} operation by returning the ranked set of actions. The operation \texttt{getSoftAction} implements a strategy for the agent which, for instance, ranks higher the move action that moves the robot closer to its target location. The expression may contain more than one action, with different weights. The weights of the action may depend on the internal goal that the agent set to itself, as for instance reaching a location on the field. The TROLL agent specifies how it reacts to, e.g., the sensor value input from the field, by updating the corresponding key in its state with \texttt{getSensorValues}.

\textbf{Listing 5.12:} Extract from the TROLL Maude module.

fmod TROLL is

\begin{verbatim}
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\end{verbatim}
A battery agent does not act on any other agent, as the field, but reacts to the troll agent actions. Each move action triggers in the battery agent a change of state that decreases its energy level. As well, each charge action changes the battery agent state to increase its energy level. Similarly to the field, in the case where the state of the battery agent has 0 energy, the battery enters a disallowed state marked as notAllowed(an), with an as the action name. A sensor reading by the troll agent triggers an output from the battery agent with the current energy level.

Listing 5.13: Extract from the battery Maude module.
A PROTOCOL agent swap(id1, id2) acts on the TROLL agents id1 and id2, and is used as a resource by the two TROLL agent move actions. A PROTOCOL internally has a finite state machine T(id):Fsa that accepts or rejects a sequence of actions. Each move action of a TROLL is accepted only if there is a transition in the PROTOCOL agent state transition system. A PROTOCOL agent swap(id1, id2) always tries to swap agents with ids id1 and id2. Thus, if id2 is on the direct East position of id1 on the field, then action start succeeds, and the protocol enters in the sequence move(N) for id2, move(W) for id2, move(E) for id1, and then move(S) for id2. Eventually the sequence ends with finish action. The PROTOCOL agent may also have some transitions labeled with a set of actions, one for each of the agent id1 and id2. In which case, the transition succeeds if the clique contains, for each agent involved in the protocol, an action that is composable with the action labeling the protocol transition. We use the end action to mark the end of the sequence of actions forming a clique. The PROTOCOL may reject such end action if the clique does not cover the set of actions labeling the transition, which therefore discard the set of actions as not composable.

Listing 5.14: Extract from the SWAP protocol Maude module.
**Composability relation**  The TROLL, FIELD, and BATTERY modules specify the state space and transition functions for, respectively, a TROLL, FIELD, and BATTERY agent. A system consisting of a set of instances of such agents would need a composability relation to relate actions from each agent.

More precisely, we give some possible *cliques* of a system consisting of two TROLL agents with identifiers `id(0), id(1)`:TROLL, one field:FIELD agent, and two BATTERY agents `bat(0), bat(1):BATTERY`.

The actions of agent `id(0)` compose with outputs of its corresponding battery `bat(0)` and of the shared field agent.

For instance, a move action of the `id(0)` agent is of the form `(id(0), (move(d), {bat(0), field}))`, where `d` is a direction for the move, and composes with outputs of the battery and field, both notifying that the move is possible.

Alternatively, a read action of the `id(0)` agent is of the form `(id(0), (read, {bat(0), field}))` and composes with outputs of the battery and field, each giving the battery level and the location of agent `id(0)`.
Safety property: not running of energy  We consider a system containing two TROLL agents, with identifiers \text{id}(0) and \text{id}(1), paired with two BATTERY agents with identifier \text{bat}(0) and \text{bat}(1), and sharing the same FIELD resource. The goal for each agent is to reach the initial location of the other agent. If both agents follow the shortest path to their goal location, there is an instant for which the two agents need to swap their positions. The crossing can lead to a livelock, where agents move symmetrically until the energy of the batteries runs out.

The initial system term, without the protocol, is given by:

\begin{verbatim}
eq init = [[id(0) : Troll | k("goal") |-> (5 ; 5) ; false ; null]
[bat(0) : Battery | k("bat") |-> nd(capacity) ; false ; null ]
[id(1) : Troll | k("goal") |-> (0 ; 5) ; false ; null]
[bat(1) : Battery | k("bat") |-> nd(capacity) ; false ; null ]
[field : Field | (k(( 0 ; 5 )) |-> d(id(0)) , k(( 5 ; 5 )) |-> d(id(1)))
 ; false ; null]] .
\end{verbatim}

The initial system term with the protocol is given by:

\begin{verbatim}
eq init = [[id(0) : Troll | k("goal") |-> (5 ; 5) ; false ; null]
[bat(0) : Battery | k("bat") |-> nd(capacity) ; false ; null ]
[id(1) : Troll | k("goal") |-> (0 ; 5) ; false ; null]
[bat(1) : Battery | k("bat") |-> nd(capacity) ; false ; null ]
[swap(id(0),id(1)) : Protocol | k("state") |-> ds({q(0)}) , k("recv") |->
 recv({}) ; false ; null ]
[field : Field | (k(( 0 ; 5 )) |-> d(id(0)) , k(( 5 ; 5 )) |-> d(id(1)))
 ; false ; null]] .
\end{verbatim}

We analyze in Maude two scenarios. In one, each robot has as strategy to take the shortest path to reach its goal. As a consequence, a robot reads its position, computes the shortest path, and submits a set of optimal actions. A robot can sense an obstacle on its direct next location, which then allows for sub-optimal lateral moves (e.g., if the obstacle is in the direct next position in the West direction, the robot may go either North or South). In the other scenario, we add a protocol that swaps the two robots if robot \text{id}(0) is on the direct next location on the west of robot \text{id}(1). The swapping is a sequence of moves that ends in an exchange of positions of the two robots.

In the two scenarios, we analyze the behavior of the resulting system with two queries. The first query asks if the system can reach a state in which the energy level of the two batteries is 0, which means that its robot can no longer move:

\begin{verbatim}
search [0] init =>* [sys::Sys
[ bat(1) : Battery | k(level) |-> 0 ; true ; null],
[ bat(2) : Battery | k(level) |-> 0 ; true ; null]] .
\end{verbatim}
The second query asks if the system can reach a state in which the two robots successfully reached their goals, and end in the expected locations:

```plaintext
search [1] init =>* [sys::Sys [ field : Field | k(( 5 ; 5 ))
   |-> d(id(0)), k(( 0 ; 5 )) |-> d(id(1)) ; true ; null]] .
```

As a result, when the protocol is absent, the two robots can enter in a livelock behavior and eventually fail with an empty battery:

**Solution 1 (state 80)**

states: 81  rw: 223566 in 73 ms cpu (74 ms real) (3053554 rw/s)

Alternatively, when the protocol is used, the livelock is removed using exogenous coordination. The two robots therefore successfully reach their end locations, and stop before running out of battery:

**No solution. states: 102**

rewrites: 720235 in 146 ms cpu (145 ms real) (4920041 rw/s)

In both cases, the second query succeeds, as there exists a path for both scenarios where the two robots reach their end goal locations. The results can be reproduced by downloading the archive at [1].

**Liveness property: patrolling trolls** A strategy ranks the action of an agent with respect to some internal measure. For instance, a TROLL agent prefers an action that moves it closer to its goal.

```plaintext
fmod STRATEGY is
  inc TROLL-INTERFACE .
  inc AGENT{ASemiring} .
...
*** Valuation of an action based on the state of the agent M, and some additional measures (current goal, distance to its goal, obstacles on the next cells).
```

```plaintext
ceq getValue(id, M, a) = (id, (a; getResources(id, a)), 2)
if isMove?(a) /\  
  M[k("read")]) == nd(1) /\  
  M[k("pos")]) /= undefined /\  
  closest(a, M) /\  
  enabled?(a , M) /\  
  M[k("pos")]) /= M[k("goal")]) /\  
  M[k("charging")]) /= nd(1) .
```

```plaintext
ceq getValue(id, M, a) = (id, (a; getResources(id, a)), 1)
if isMove?(a) /\  
  M[k("read")]) == nd(1) /\  
  M[k("pos")]) /= undefined /\
```
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Robot-Battery-Field system

We verify the property of liveness for the system, i.e., that the two robots can always eventually swap their positions. Using the Maude search engine, we look for a state for which the two robots have an empty battery level. We find at least one solution for such state:

```
search [1] in SCENARIO : init =>* [sys::Sys
[bat(0) : Battery | k("bat") |-> nd(0) ; true ; null]
[bat(1) : Battery | k("bat") |-> nd(0) ; true ; null]] .
```

Solution 1 (state 389)
states: 390 rewrites: 1739739 in 299ms cpu (301ms real) (5803637 rewrites/second)
```
sys::Sys -->
[field : Field | k(2 ; 3) |-> d(id(0)), k(3 ; 3) |-> d(id(1)) ; true ; null]
[id(0) : Troll | k("bat") |-> nd(1), k("goal") |-> 5 ; 5, k("next") |-> 0
  ; 5, k("pos") |-> 2 ; 2, k("read") |-> nd(0)
  ; false ; null]
[id(1) : Troll | k("bat") |-> nd(1), k("goal") |-> 0 ; 5, k("next") |-> 5
  ; 5, k("pos") |-> 3 ; 2, k("read") |-> nd(0)
  ; false ; null]
```

For the liveness property, the TROLL changes its goal while it reaches its first objective. Additionally, the TROLL agent has an additional charge action that, when located on the station, charges its corresponding battery.

fmod TROLL-ALT is
  inc TROLL .
  inc STRATEGY .
```
var id : Identifier .
var M M' upds : MapKD .
var a : AName .
var names : ANames .
var actionoutput : IdStates .
var sn : SensorNames .
var sensorvalues : IdStates .
vars d1 d2 : Data .
```
op swapGoal? : MapKD -> MapKD.

cqe swapGoal?(M) = insert(k("next"), d1, insert(k("goal"), d2, M))
  if d1 := M[k("goal")],
  d2 := M[k("next")],
  M[k("pos")] == M[k("goal")].

eq swapGoal?(M) = M [owise].

*** Alternates between read an write actions

cqe getPostState(id, Troll, id, a, actionoutput, M) = insert(k("read"),
  nd(0), M) if isMove?(a).

cqe getPostState(id, Troll, id, readSensors(sn), sensorvalues, M) = M'
  if upds := getSensorValues(getResources(id, readSensors(sn)),
    sensorvalues) \/
    M' := insert(k("read"), nd(1),
    insert(k("bat"), upds[k("bat")],
    insert(k("station"), upds[k("station")],
    insert(k("pos"), upds[k("pos")], M))).

cqe getPostState(id, Troll, id, lock, actionoutput, M) = M'
  if M' := insert(k("charging"), nd(1), M).

cqe getPostState(id, Troll, id, unlock, actionoutput, M) = M'
  if M' := insert(k("charging"), nd(0), M).

eq getPostState(id, Troll, id, end, actionoutput, M) = swapGoal?(M).

cqe internalUpdate(id, Troll, M) = insert(k("read"), nd(1), M) if M[k("read")]
  == nd(0).

cqe internalUpdate(id, Troll, M) = insert(k("read"), nd(0), M) if M[k("read")]
  == nd(1).

eq computeActions(id, Troll, M) = getSoftActions(id, M, trollActions(id, M)).

cqe getSoftActions(id, M, a names) = getValue(id, M, a) +
  getSoftActions(id, M, names) if a /= void.

eq getSoftActions(id, M, void) = null.

endfm

We change SCENARIO to now use the new TROLL-ALT module. We search if both
trolls can run out of energy:

search [1] in SCENARIO-STATION : init =>* [sys::Sys
  [bat(0) : Battery | k("bat") |-> nd(0); true; null]
No solution.
states: 280 rewrites: 1155509 in 189ms cpu (189ms real) (6091179 rewrites/second)

The new strategy for the robot changes the overall behavior of the composition, and makes the liveness property true.

Self-sorting property The property $P_{\text{sorted}}$ is a reachability property on the state of the grid, that states that \textit{eventually, all robots are in the sorted position}. In Maude, given a system of 3 robots, we express such reachability property with the following search command:

\[
\text{search [1] init } \Rightarrow^* \\
[\text{sys::Sys [ field : Field |} \\
k((0;0)) \Rightarrow d(id(0)), \\
k((1;0)) \Rightarrow d(id(1)), \\
k((2;0)) \Rightarrow d(id(2)) ; \text{true ; null}]] .
\]

The initial configuration of the grid is such that robot 0 is on location (2; 0), robot 1 on (1; 0), and robot 2 on (0; 0). Since the grid is of size 3 by 2, robots need to coordinate to reach the desired sorted configuration.

Table 5.2 features three variations on the sorting problem. The first system is composed of robots whose move are free on the grid. The second adds one battery for each component, whose energy level decreases for each robot move. The third system adds a swap protocol for every pair of two robots. The last system adds protocol and batteries to compose with the robots.

We record, for each of those systems, whether the sorted configuration is reachable ($P_{\text{sorted}}$), and if all three robots can run out of energy ($P_{\text{bat}}$). Observe that the reachability query returns a solution for both system: the one with and without protocols. However, the time to reach the first solution increases as the number of states and transition increases (adding the protocol components). We leave as future work some optimizations to improve on our results.
Table 5.2: Evaluation of different systems for the $P_{\text{sorted}}$ and $P_{\text{bat}}$ behavioral properties, where st. stands for states, rw for rewrites. Note that the $P_{\text{bat}}$ property is not evaluated when the system does not contain battery components.

<table>
<thead>
<tr>
<th>System</th>
<th>$P_{\text{sorted}}$</th>
<th>$P_{\text{bat}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bigcirc \ 0 \leq i \leq 2 \quad R_i \bowtie G$</td>
<td>$12.10^3$ st., 25s, $31.10^6$ rw</td>
<td></td>
</tr>
<tr>
<td>$\bigcirc \ (R_i \bowtie B_i) \bowtie G$</td>
<td>$12.10^3$ st., 25s, $31.10^6$ rw</td>
<td>true</td>
</tr>
<tr>
<td>$\bigcirc \ 0 \leq i \leq 2 \quad 0 \leq i &lt; j \leq 2 \quad S(R_i, R_j)$</td>
<td>$8250$ st., 44s, $80.10^6$ rw</td>
<td></td>
</tr>
<tr>
<td>$\bigcirc \ (R_i \bowtie B_i) \bowtie G \bowtie S(R_i, R_j)$</td>
<td>$8250$ st., 71s, $83.10^6$ rw</td>
<td>false</td>
</tr>
</tbody>
</table>
Chapter 6

Conclusion

Modeling and analysis of cyber-physical systems are still challenging \cite{57}. One reason is that cyber-physical systems involve many different parts (cyber or physical), of different nature (discrete or continuous), and in constant interaction via sensing and actuating. This thesis proposes a semantic framework in which both the behavior of cyber-physical systems and their interaction can be expressed. Below, we give a short summary of the contribution for each chapter, and provide a list of points for future work.

The component based model introduced in Chapter \ref{chap:models} proposes to explicitly model interactions in cyber-physical systems with parametrized algebraic operators, particularly for composition and decomposition. In this model, components are terms and interactions are captured by user defined operations on components. Properties of operators, such as associativity, commutativity, and idempotency, are expressed in terms of the properties of their interaction signatures. For instance, an interaction constraint that is symmetric leads to a commutative product on component. To ease the specification of interaction constraints, a co-inductive construction of composable relations is proposed to specify constraints on Timed-Event Streams given a constraint on observations. Similar algebraic properties for a co-inductively defined operator on components are deduced given properties of the underlying constraints on observations. The model not only provides ways to compose components, but also allows, under certain conditions, for decomposition of components. An operator of division is introduced that selects, out of a set of candidates, a component that in product with the divisor give back the dividend. Several such division operators are possible as each involves a way of choosing a component within a set of candidates.
In the case where a metric is used to order components, the division operator can be defined as taking the best (defined by the metric) of the candidate components. The cost of coordination is discussed as such a possible metric.

We instantiate our component model in Chapter 3 on a set of cyber components whose behaviors are independent of time. We give an algebraic semantics of the Reo coordination language, where ports are components and circuits are product of ports under some interaction signatures. The result adds some strength to existing work on Reo, by providing a suitable algebraic framework to show equivalence of connector behaviors in Reo. Within the class of order sensitive components, we consider two meaningful classes: transactional components that have observations with more than one event, and linear components that have observations with at most one event. The former class of components is adequate to represent behavior at a design/specification level where events within the same set are declared to be atomic; the latter class of components represents sequential machines that can generate only one event at a time. We study translation of (product of) transactional components into a (product of) linear components, which leads to the definition of correctness criteria for implementation of high-level transactional specifications of concurrent systems into their behaviorally equivalent implementations on (sets of interacting) sequential machines. Two instances of correct and compositional translations are defined.

Finally, we study temporal properties of some order sensitive components. Particularly, we consider temporal properties of Reo connectors, specifically to verify data flow properties of composite connectors. For that purpose, we give a translation to generate an executable in Promela from a logical specification of Reo connectors, using which the model checker Spin verifies properties written in Linear Temporal Logic (LTL). To ease the specification of LTL properties, we introduce a domain specific language for data flow properties, e.g., the temporal property that specifies the simultaneous or exclusive firing of a port.

In order to make our component model executable, in Chapter 4 we present several steps that lead to an operational yet compositional specification of components. First, we operationally define the specification of a component behavior, i.e., a set of Timed-Event Stream, as the semantics of a labeled transition system called a TES transition system. We introduce several operators on TES transition systems, and show them to semantically correspond to their component products: the behavior of a syntactic product of TES transition systems is the behavior of the semantic product of their corresponding two components.

While a TES transition system is not necessarily finitely representable (its sets
of states and transitions may be infinite), it serves as a first step towards a finite executable model, and gives some results as to when the product of two TES transition systems can be done lazily at runtime without deadlock.

In order to have a finite executable specification of components, we introduce agents as rewriting theories for component behaviors. An agent specifies finitely, with a set of equations and a rewrite rule, a TES transition system, which ultimately denotes a component. A system of agents runs each agent concurrently, while ensuring that each agent performs composable actions. As a result, the behavior of a system of agents is shown to coincide with the product (under the composability relation imposed by the system) of the behaviors of each agent.

Finally, to reduce the large state space involved in cyber-physical systems, we introduce a framework to extend agents with preferences. The use of preferences allows for ordering actions that an agent can perform. Thus, actions that are possible but less preferred can be discarded and therefore reduce the state space. Notions of compromise emerge out of the composition of agents with different preferences for their actions.

To demonstrate the utility of our component model, in Chapter 5 we give an implementation of the rewriting framework in Maude. We define agent as a module that implements a set of operations for interacting with other agents. A system module runs all agents concurrently, and ensures composability of their actions. To demonstrate the usefulness of this framework, we present three main applications. First, we specify ports and connectors in Reo as agents that run concurrently. As a result, a Reo circuit can be composed at runtime, and several search queries can be performed to extract properties of protocols. Next, we consider a system consisting of a controller, a valve, and N water reservoirs. The controller needs to move the valve in order to keep the water level in the reservoirs within some thresholds. We contrast the safety property of the controller not seeing any invalid states with the possibility for the controller to miss some states. In the latter case, the safety property may still be valid from the controller’s perspective, while it effectively violates the property as the water level of the reservoirs may unobservably go out of bound. Finally, we analyse a system consisting of a set of robots, each equipped with a battery, running on a shared field. More specifically, we consider liveness and safety properties, such as the possibility for a robot to patrol through a set of points without running out of battery, or to coordinate with another robot to swap position and get in a sorted position.

A set of challenges emerge from the work presented in the chapters of this thesis that we consider as relevant future work. Hereafter is a list of few points, organized
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per chapters, that are considered relevant for future investigation.

1.1 Metrics for division.

Our algebra of components introduces a family of operators to compose components into larger systems. Dually, the operation of decomposition is equally important to extract some structure from a composite component, and eventually update some of its parts. For that matter, the operation of division is defined to return one of the possible quotients. As the division operator assumes a choice function over a set of components, several metrics can be used to partially order components, and therefore act as the choice function for the operator of division. One of such metric, discussed in Section 2.2, is the cost of coordination that orders components with respect to the amount of interaction required during composition. As future work, other measures may be considered, as well as their corresponding implication on system’s decomposition.

1.2 Laws of distribution.

The algebraic properties of operators in the algebra of components in Section 2.1 are mostly studied independently (i.e., commutativity, associativity, idempotency). However, the law of distribution of one product over another product would allow for additional reasoning on component expression by showing equivalence between different types of interaction. More precisely, being able to factorize or distribute an operation may practically reflect the distinction between the cases where a group of components needs global as opposed to local interaction. Considering for instance the operation of division, the distribution of division over multiplication may, in some cases, allow for modular decomposition. Moreover, on the level of components, distribution of a component over a product could capture the fact that such component is independent of the interaction constraints imposed by that product. As a result, such distributive law can reveal mechanisms to split a protocol component into subparts, that get distributed onto the smallest set of components that needs their coordination.

2.1 Extension of Reo with cyber-physical connectors.

In Reo, the main primitive of interaction is a port, which serves as the junction through which data flow between a component and its environment. By definition, a port in Reo observes the transport of a finite amount of data within a time interval, which precludes the possibility of continuous physical data transfer. Instead, a physical phenomenon must be encapsulated into a component that samples the physics at a fix rate. Only then can a port transport the value, at such rate, to other Reo components. Note that the choice of the sampling rate for the component encapsulating a physical
process will influence the overall protocol, as other components may not be able to see some relevant data, or take action accordingly. Alternatively, introducing a cyber-physical variant of a port, with sampling as a parameter, leads to the possibility of having cyber and physical components in Reo. Instead of the standard semantics where the firing of a port occurs if and only if a data of a port is present, a cyber-physical port is equipped with a sampler that can only observe a datum within a time period. Similarly, the composition operator can be extended such that ports tune their sampling rates for transmission. As a result, such cyber-physical extension of Reo may enable compositional construction to find the highest frequency (i.e., smallest amount of observations) for samplers while not missing any important event.

2.2 Temporal properties as Reo connectors.

The definition of components allows both executable specifications and properties to be denoted as such. As a result, the structure of our algebra can be exploited to specify temporal properties compositionally. More precisely, as already hinted in Section 3.3 the use of graphical and compositional primitives of Reo can serve as a starting point for languages to construct temporal properties. As a result of such modular specification, ways of distributing the property over components, or decomposing the property into a set of simpler properties may facilitate modular verification.

3.1 Real time extension of agents.

The current specification of agents uses rewriting logic without real time. Agents run in steps, and may interact with other agents within each step. The time that lapses between two steps is a constant that is fixed at the beginning of the execution. Alternatively, our framework can be extended with real time variables, that account for the variable time that lapses between two steps. As well, making the time of a step explicit while having a modular specification of each agent may facilitate certain meta level reasoning, such as finding the largest sampling rate such that resulting system satisfies, for instance, a safety property.

3.2 Fusion of agents.

Each composition operator of our algebra captures a constraint of interaction between two components. Practically, such an interaction constraint may represent actual physical constraints (e.g., spatial, time, hardware) that enforce the practical observations to be related. For instance, two components tied with each other by a synchronous product may be realised by two processes running on the same machine. Following the result of Section 4.2, agents denote components, and the product of agents denotes the product of their corresponding components. In some cases, it can
be useful to define a new agent out of the product of two agents, such that the newly formed agent denotes the same behavior as the product component. For instance, forming such new agent may reduce the search space, or improve some runtime measures, while preserving the system behavior. Practically, such transformation acts on agent theories, and needs to generate a new agent specification out of two agent specifications.

### 3.3 Symbolic execution under a class of environments.

The rewriting framework developed in Section 4.2 currently assumes that the collection of agents forming a system is closed. A closed system is such that every agent’s action is matched with that of its corresponding recipient agent in the set. While this condition holds for many practical examples, allowing for open system analysis is still desirable. In an open system, one can analyze the behavior of an agent under a class of environments, and conclude which of a set of potential interacting agents complies or conflicts with some system properties.

### 3.4 Implementability of division.

Our algebra of components introduces several operations on behaviors that are shown to be useful for design and modular analysis. One such operation is the operation of division, which enables reasoning about alternative compositions that preserve the same behavior. The operation of division does not yet enjoy the same operational specification as the operation of composition. Studying how to implement the operation of division within our agent framework may enable various important reasoning schemes for updates and fault diagnosis. Practically, the operator of division may reveal some independences within an agent, and factor such agents into two independent parts. The two specifications may be run in parallel, speeding up the overall execution time.
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Summary

Modeling and analysis of cyber-physical systems are still challenging. One reason is that cyber-physical systems involve many different parts (cyber or physical), of different nature (discrete or continuous), and in constant interaction via sensing and actuating. For instance, consider a group of robots, each running a program that takes decision based on the sequence of sensor readings. The sensors that equip a robot return the current position of the robot and the position of any adjacent obstacle. The interaction occurring between each robot in the group cannot be derived solely from the specification of individual robots. If the field on which the robots roam changes its property, the same group of robots might sense different values, and therefore take different actions. Also, the time at which a robot acts and senses will affect the decision of each controller and will change the resulting collective behavior.

This thesis proposes a compositional approach to the design and programming of interacting cyber-physical components. Chapter 2 presents an algebra for interaction of cyber-physical components, where interactions in cyber-physical systems are expressed as parametrized algebraic operators. The model not only provides ways to compose components, but also allows, under certain conditions, for decomposition of components.

We instantiate our component model in Chapter 3 with a set of cyber components whose behaviors are independent of time. Specifically, we give an algebraic semantics of the Reo coordination language. The result adds some strength to existing work on Reo, by providing a suitable algebraic framework to show equivalence of connector behaviors in Reo. We consider temporal properties of Reo connectors, specifically to verify data flow properties of composite connectors.

In order to make our component model executable, in Chapter 4 we present several steps that lead to an operational yet compositional specification of components. First, we operationally define the specification of a component behavior using labeled
transition systems called a TES transition systems. We show that the behavior of a syntactic product of TES transition systems is the behavior of the semantic product of their corresponding two components. In order to have a finite executable specification of components, we give a specification of agents as rewrite theories, and show their compositional semantics.

To demonstrate the utility of our component model, in Chapter 5 we give an implementation of the rewriting framework in Maude. We define agent as a module that implements a set of operations for interacting with other agents. A system module runs all agents concurrently, and ensures composability of their actions. We present three main applications. First, we apply our model to the Reo coordination language, and give a simulation and verification framework. Next, we consider a system consisting of a controller, a valve, and N water reservoirs. The controller needs to move the valve in order to keep the water level in the reservoirs within some threshold. We contrast the safety property of the controller not seeing any invalid states with the possibility for the controller to miss some states. Finally, we analyse a system consisting of a set of robots, each equipped with a battery, running on a shared field. More specifically, we consider liveness and safety properties, such as the possibility for a robot to patrol through a set of points without running out of battery, or to coordinate with another robot to swap position and get in a sorted position.
Samenvatting

Het modelleren en analyseren van cyberfysieke systemen is nog steeds een grote uitdaging. Één van de redenen is dat cyberfysieke systemen veel verschillende (cyber of fysieke) onderdelen bevatten, elk van verschillende (discrete of continue) aard, die constant met elkaar interacteren door het doen van waarnemingen en het ondernemen van acties. Beschouw, bijvoorbeeld, een groep van robots, die elk een programma uitvoeren dat gedrag vertoont op basis van een rijdje sensorwaarnemingen: de sensors van de robot geven de huidige locatie van de robot aan en de locatie van nabijgelegen obstakels. De interacties die plaatsvinden tussen de robots in de groep kunnen niet worden afgeleid op basis van alleen de specificaties van de individuele robots. Als immers het gebied waarop de robots plaatsnemen van vorm verandert dan kunnen de robots andere waarden waarnemen met hun sensoren, en daardoor ook andere gedragingen vertonen. Daarnaast is de tijd waarop een robot actie ondernemt of waarnemingen doet van belang bij het nemen van besluiten door controllers, en dat kan ook invloed hebben op het collectieve gedrag.

Dit proefschrift stelt een compositionele aanpak voor in het ontwerp en de programmering van interacterende componenten van cyberfysieke systemen. Hoofdstuk 2 beschrijft een algebra voor interactie van cyberfysieke componenten, waarbij interacties in cyberfysieke systemen worden beschreven als parametrische algebraïsche operatoren. Het model beschrijft niet alleen hoe componenten kunnen worden samengebracht in een compositie, maar ook hoe, in voorkomende gevallen, de decompositie van componenten in onderdelen werkt.

We instantiëren ons componentmodel in Hoofdstuk 3 met een verzameling aan cybercomponenten wiens gedragingen onafhankelijk zijn van tijd, of, specifieker gezegd, we geven hierin een algebraïsche semantiek van de Reo coördinatietaal. Het resultaat kan worden gezien als een toevoeging aan eerder werk aan Reo, doordat we een geschikt algebraïsche raamwerk geven wat gebruikt kan worden voor het aantonen van
equivalentie van gedragingen van Reo-connectoren. We beschouwen ook de temporele eigenschappen van Reo-connectoren, in het bijzonder om data-flow eigenschappen van composites van connectoren te verifiëren.

Om ons componentmodel executeerbaar te maken wordt in Hoofdstuk 4 een operationele semantiek stapsgewijs beschreven die leidt tot compositionele specificaties van componenten. Allereerst geven we een operationele definitie van gedragingen van componenten, waar we gebruik maken van gelabelde transitiesystemen, ook wel TES-transitiesystemen genoemd. We laten zien dat het gedrag van het syntactisch product van twee TES-transitiesystemen correspondeert met het gedrag van het semantisch product van de twee bijbehorende componenten. Met het doel om eindige uitvoerbare specificaties van componenten te kunnen geven, laten we zien hoe specificaties ook als agenten in een herschrijftheorie kunnen worden beschreven en geven we een bijbehorende compositionele semantiek.

Om het nut van ons componentmodel aan te tonen wordt in Hoofdstuk 5 een implementatie van de eerdergenoemde herschrijftheorie geïmplementeerd in het herschrijfsysteem Maude. Daarin definiëren we agenten als modules die een verzameling van operaties implementeren voor het interacteren met andere agenten. Een systeem-module voert alle agenten in parallel uit en zorgt ervoor dat de acties die agenten ondernemen worden samengebracht. We geven drie belangrijke toepassingen. In de eerste toepassing passen we ons model toe op de Reo coördinatietaal en geven we een raamwerk voor simulatie en verificatie. In de twee toepassing beschouwen we een systeem dat bestaat uit een controller, een kraan op watertoevoer, en N waterreservoirs. De controller moet de kraan aansturen om te zorgen dat het waterniveau van alle reservoirs binnen de perken blijft. We contrasteren de veiligheidseigenschappen van deze controller, die zich niet in een ongeldige toestanden mag bevinden, met de mogelijkheid van de controller om sommige toestanden over het hoofd te zien. Ten slotte, in de derde toepassing analyseren we een systeem dat bestaat uit een verzameling van robots, elk uitgerust met een batterij, die rondrennen op een gebied. Preciezer gezegd, we bestuderen veiligheidseigenschappen en levensduurseigenschappen, zoals in de mogelijkheid dat een robot patrouilleert over een route zonder dat de batterij leeg raakt, of in de coördinatie met andere robots om van plek te wisselen en zichzelf zo te sorteren.
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