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S U M M A R Y
Full waveform inversion and least-squares reverse time migration are the leading technologies
for imaging with seismic waves. Both of them usually rely (in one way or another) on a
single-scattering approximation, i.e. the Born approximation, to compute gradients and ob-
tain an updated model. This approximation linearises the relation between modelled data and
model by ignoring multiple scattering. We propose to use the Marchenko integral, an equa-
tion originating from inverse scattering theory, to obtain an alternative linear equation. Using
the Marchenko method we can retrieve Green’s functions, including all orders of scattering, for
virtual sources anywhere within the volume of interest – without prior knowledge of the high-
wavelength model variations that induce scattering. Plugging these estimated Green’s functions
into the Lippmann–Schwinger integral delivers a Marchenko-linearised relation between the
full waveform data and the model. We present this new linearisation strategy and illustrate its
advantages and disadvantages by comparing numerical results for different inversion kernels.
Our new linearisation is exact, i.e. it does not exclude any orders of scattering, however, it relies
on the quality of the Marchenko-derived Green’s functions. These Marchenko-based Green’s
functions require an estimate of the first arrivals of the Green’s functions – commonly obtained
by modelling in a background medium. Although these first arrival estimates strongly bias
our results for inaccurate background models, we find the Marchenko-linearisation to deliver
overall slightly better inverted models than the single-scattering approximation.

Key words: Interferometry; Inverse theory; Theoretical seismology; Waveform inversion;
Wave propagation.

1 I N T RO D U C T I O N

Inferring the physical properties of a volume from its scattering
response to incident, e.g. acoustic waves is essential for many ap-
plications, ranging from non-destructive testing (Grohmann et al.
2017) over medical imaging (Bernard et al. 2017; Guasch et al.
2020) to seismic imaging (Warner et al. 2013). Regarding high-
resolution imaging with seismic waves there are two main state-of-
the-art strategies in Geophysics: least-squares reverse time migra-
tion (LSRTM) and full waveform inversion (FWI). Both of these
methods rely on reducing the misfit between the measured, scatter-
ing data on the medium’s boundary and the respectively estimated
data, obtained from numerical modelling.

LSRTM requires a background model, containing the low-
wavelength variations of the physical properties and aims to re-
trieve the missing reflection model, i.e. the short-wavelength model
structures that induce scattering (Dai et al. 2012). The background
model can for instance be obtained via tomography (Rawlinson
et al. 2010). LSRTM is based on the Born integral (Born & Wolf
1999) which provides an approximate, linear relation between the

modelled data and the desired reflection model. This Born integral
is at its core a single-scattering approximation, meaning that mul-
tiply scattered waves can not be handled accurately in LSRTM (in
particular if the unknown, short-wavelength model perturbations
are large). There are, however, various strategies to include multiple
scattering in LSRTM, dealing with both surface-related multiples
(Zuberi & Alkhalifah 2014) and internal multiples (Malcolm et al.
2009; Zhang & Schuster 2014; Wang et al. 2020).

FWI on the other hand attempts to estimate the model from as lit-
tle prior information as possible – usually starting with a rather sim-
ple initial model (Tarantola 1984; Virieux & Operto 2009; Virieux
et al. 2017). FWI is a non-linear inversion strategy, i.e. it accurately
represents the non-linear relation between modelled data and model.
It can be solved in the following way: modelling in the initial model
delivers wavefields that can be plugged into the Born integral. This
linear system can be solved to obtain an updated model. This new
model can then be used for remodelling the wavefields, using Born
again and so on. Starting by matching the low-frequency content
of the measured data and sequentially including higher frequen-
cies, FWI attempts to avoid artefacts from the single-scattering
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approximation underlying its gradient computations. To further
overcome local minima, i.e. converging to wrong models when, e.g.
low frequency data is unavailable, improved formulations of FWI,
such as extended FWI (Huang et al. 2018; van Leeuwen 2019),
adaptive waveform inversion (Warner & Guasch 2016) or inversion
based on optimal transport (Métivier et al. 2019; Engquist & Yang
2022), were presented.

We note that there are also reflection FWI approaches that
focus on inverting for high-frequency model perturbations (Yao
et al. 2020) as well as non-linear formulations of LSRTM (Yao &
Jakubowicz 2012). In practice, LSRTM and FWI depart in three
main aspects. First, their goal: FWI is generally used as a high-end,
long-spatial-scale velocity model building tool, whereas LSRTM
aims at retrieving the sharp components – the details – of the sub-
surface structure, commonly referred to as an image. Secondly, be-
cause of their different goals, different parts of the data are employed
for FWI (e.g. long-offset data, diving/head waves) and LSRTM
(e.g. short-offset data, reflected and diffracted waves) to condi-
tion the input data for inversion toward the desired length scales.
Thirdly, owing to the different desired scales in target models, FWI
and LSRTM often differ on how the models are parametrised in
the inverse problem, both in terms of separating background ver-
sus update components, as well as physical quantities themselves,
e.g. FWI favouring velocity parametrisation and LSRTM favouring
impedance or reflectivity parameters. These three key differences
often result in significantly different practical strategies in data-
misfit metrics, gradient preconditioning/shaping and optimisation.

In this paper, we discuss an alternative to the single-scattering
approximation, i.e. another way to obtain a linear relation between
the modelled data and the model and thus to compute a model up-
date. Our proposed strategy is fundamentally based on using the
Marchenko integral (Wapenaar et al. 2014). The Marchenko in-
tegral was originally introduced in the context of one-dimensional
inverse scattering theory (Burridge 1980; Rose 2001; Broggini et al.
2012). It relates Green’s functions and so-called focusing functions
via the reflection response of the medium measured on its bound-
ary. Its extension to 2D and 3D about 10 yr ago enabled various
applications regarding imaging in complex media (Wapenaar et al.
2013; Meles et al. 2015; Ravasi et al. 2016; Vargas et al. 2021).
Most importantly for this paper, the Marchenko integral allows for
retrieving the Green’s function for a virtual source inside of an in-
accessible medium – it does, however, require an estimate of the
first arrival of the desired Green’s function. This first arrival is
usually obtained by modelling in a smooth background, i.e. a low-
wavelength-accurate, medium. This means, that one can obtain the
full Green’s function, including all orders of scattering, for a virtual
source located anywhere inside of the volume of interest without
requiring an actual physical source inside the volume or having to
know the medium’s high-frequency, scattering-inducing physical
property perturbations.

Marchenko Green’s functions can be used for LSRTM and FWI
in various ways. Commonly, the Marchenko method is used for
redatuming the wavefields to a target level, where different inver-
sion strategies can be used to image the medium (Cui et al. 2020;
Shoja et al. 2020, 2022). Instead, we propose to use Marchenko-
based Green’s functions inside the kernel of the inverse problem
(Diekmann & Vasconcelos 2020; Diekmann et al. 2021): by plug-
ging the estimated Green’s functions into the Lippmann–Schwinger
integral (Lippmann & Schwinger 1950) we obtain a new, linear re-
lation between modelled data and model. This linear relation can be
used to obtain a model update, i.e. to invert for the model. The
linearisation is (in theory) exact, i.e. by using the full Green’s

functions with all orders of scattering rather than background
Green’s functions (as done in the Born integral) we get an ex-
act, linear system. There are, however, other assumptions and ap-
proximations underlying the Marchenko scheme and, consequently,
this new linearisation. Hence, we do not necessarily consider this
a superior method to well-established schemes, but we aim to ex-
plain, discuss and illustrate the possibilities and limitations of using
Marchenko methods to linearise seismic imaging. We will refer to
our approach as Marchenko-linearised full waveform inversion, al-
though the approach is generally quite similar to LSRTM – it is,
however, not based on a single-scattering approximation but sup-
posed to accurately include multiple scattering and therefore the
full wavefield.

We start by introducing the Lippmann–Schwinger integral which
forms the basis for gradient computations in seismic inversion. Then
we discuss Green’s function retrieval by the Marchenko method.
Next, we discuss our Marchenko-linearised full waveform inver-
sion strategy. Finally we show numerical results for different kernel
approximations to compare and evaluate the quality of our new
Marchenko-linearisation.

2 L I P P M A N N – S C H W I N G E R I N T E G R A L

The constant-density acoustic wave equation is given by

L(xxx, ω)u(xxx, ω) = ρiωs(xxx, ω) (1)

with the wave operator

L(xxx, ω) = ∇2 + ω2

c2(xxx)
, (2)

the wavefield u(xxx, ω) at location xxx = (x1, x2, x3) and frequency
ω and the volume injection rate density source term s(xxx, ω). The
constant mass density is denoted by ρ and velocity by c(xxx), i marks
the imaginary unit.

The Green’s function is the causal wavefield that obeys

L(xxx, ω)g(xxx, ω; xsxsxs) = ρiωδ(xxx − xsxsxs) , (3)

i.e. it is the medium response to an impulse source at location xsxsxs .
Similarly, we can define a background Green’s function in a back-
ground medium, i.e. a medium with different physical properties,
for a source at xrxrxr according to

L0(xxx, ω)g0(xxx, ω; xrxrxr ) = ρiωδ(xxx − xrxrxr ) (4)

with

L0(xxx, ω) = ∇2 + ω2

c2
0(xxx)

(5)

and the velocity c0(xxx). We will assume that c0(xxx) is a smooth back-
ground model, while c(xxx) is the actual model. As before, this back-
ground Green’s function is a causal wavefield.

Using reciprocity (Fokkema & van den Berg 1993; Schuster et al.
2009; Snieder & Van Wijk 2015), we can combine eqs (3) and (4)
to obtain the following volume integral,

gs(xrxrxr , ω; xsxsxs) = α(ω)
∫

xxx∈V
g0(xxx, ω; xrxrxr )g(xxx, ω; xsxsxs)ν(xxx) dV , (6)

where we use the scattered Green’s function

gs(xrxrxr , ω; xsxsxs) = g(xrxrxr , ω; xsxsxs) − g0(xrxrxr , ω; xsxsxs) , (7)

the scattering potential

ν(xxx) = 1

c2(xxx)
− 1

c2
0(xxx)

, (8)
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Figure 1. Sketch to illustrate the matrix-operator eqs (10) (top) and (11)
(bottom). The matrix G (red) is diagonal, whereas G0 (blue) has dense
batches (number of receivers × number of volume sample points) along its
diagonal. The matrix M (magenta) is dense. The arrows represent which
variable, i.e. the receiver location xrxrxr or volume sample xxx , is changing in
the respective direction and range. The variables xxxi

sss and xxx j
sss and ωm and ωn

denote different source locations and frequencies, respectively.

and the scaling factor

α(ω) = iω

ρ
, (9)

see Appendix for details. The volume V contains xrxrxr and xsxsxs as
well as all perturbations of the scattering potential, i.e. ν(xxx /∈
V ) = 0. Eq. (6) is the Lippmann–Schwinger integral (Lippmann
& Schwinger 1950).

We can write the Lippmann–Schwinger integral in matrix-
operator form as

gs = G0Gννν , (10)

where the matrices G0 and G contain the respective background
Green’s functions and Green’s functions. Note that G0 also contains
the scaling term, see eq. (9), as well as an additional scaling factor
to account for the integration, e.g. �x2 for a square grid in two
dimensions where �x is the spacial sampling interval. The vector
gs contains the scattered Green’s function, eq. (7) and the vector
ννν the scattering potential, eq. (8). Eq. (10) accurately represents
a discretized Lippmann–Schwinger integral for multiple receiver
locations xrxrxr , source locations xsxsxs and frequencies ω; however, it is
a fairly big and sparse system; compare Fig. 1. A more convenient
way of setting up the linear system is

gs = Mννν , (11)

where M = G0G is a dense matrix, see Fig. 1.

3 M A RC H E N KO - B A S E D G R E E N ’ S
F U N C T I O N R E T R I E VA L

We define the focusing function as the wavefield (Diekmann &
Vasconcelos 2021)

L(xxx, ω)
( − f ∗(xxx, ω; x fx fx f )

) = −ρiωδ(xxx − x fx fx f )

2
− q(xxx, ω) , (12)

where − f ∗(xxx, ω; x fx fx f ) obeys a radiation condition of in-coming
waves at infinity, i.e. it is an anticausal wavefield and we use the

same, non-dissipative wave operator as before, eq. (2). The source
term q(xxx, ω) has to be real-valued, but is otherwise arbitrary. The
symbol ∗ denotes complex conjugation (or time-reversal in the time
domain). The negative, conjugate focusing function consequently
follows from

L(xxx, ω) f (xxx, ω; x fx fx f ) = −ρiωδ(xxx − x fx fx f )

2
+ q(xxx, ω) . (13)

Note that f (xxx, ω; x fx fx f ) is in fact a causal, out-going wavefield. Com-
bining eq. (3) for a source at x fx fx f with eqs (12) and (13) we get the
homogeneous Green’s function of the second kind (Diekmann et al.
2022) as the wavefield that obeys

L(xxx, ω)
(
g(xxx, ω; x fx fx f ) + f (xxx, ω; x fx fx f ) − f ∗(xxx, ω; x fx fx f )

) = 0 . (14)

This is a source-free, i.e. homogeneous, wavefield that relates fo-
cusing and Green’s functions.

Using reciprocity, we can obtain the following integral equa-
tion from the homogeneous Green’s function of the second kind,

−
∫

x̃xx∈∂V0

r (x̃xx, ω; xsxsxs) f ∗(x̃xx, ω; x fx fx f ) dSSS =
g(xsxsxs, ω; x fx fx f ) + f (xsxsxs, ω; x fx fx f ) , (15)

where

r (x̃xx, ω; xsxsxs) = − 2

ρiω

∂

∂ x̃3
g(x̃xx, ω; xsxsxs) , (16)

see Appendix for details. ∂V0 is a horizontal, open boundary at x3

= 0 bounding the half-space below. Both the focusing location x fx fx f

and the source location xsxsxs are in this half-space, but xsxsxs is close
to the boundary ∂V0 (in practice source locations are usually col-
located with receivers x̃xx). Note that eq. (15) only holds true for a
very specific type of focusing functions (and thus a specific type of
sources q(xxx, ω) in eq. (12)), i.e. these wavefields f (xxx, ω; x fx fx f ) only
propagate between x fx fx f and ∂V0 but vanish in other directions of
the half-space (Diekmann et al. 2022). We refer to this as a radia-
tion assumption because we assume focusing functions with a very
particular radiation pattern. Eq. (15) generally relates focusing and
Green’s functions via the surface reflection data r (x̃xx, ω; xsxsxs). In order
to use this integral for Green’s function retrieval, an additional step
is necessary.

Building on experiences in one-dimensional inverse scattering
theory, Wapenaar et al. (2014) suggested to rewrite eq. (15) to

−	(xsxsxs, ω; x fx fx f ) 


∫
x̃xx∈∂V0

r (x̃xx, ω; xsxsxs) f ∗(x̃xx, ω; x fx fx f ) dSSS =
g f irst (xsxsxs, ω; x fx fx f ) + f (xsxsxs, ω; x fx fx f ) (17)

with 	(xsxsxs, ω; x fx fx f ) being a time-symmetric filter in the time do-
main, a so-called windowing operator, that mutes everything at
|t | > t f irst (xsxsxs ; x fx fx f ), where t f irst (xsxsxs ; x fx fx f ) is the first arrival travel time
for a source at x fx fx f and a receiver at xsxsxs . The symbol 
 denotes con-
volution (along the frequency axis). The first arrival of the Green’s
function is given by g f irst (xsxsxs, ω; x fx fx f ) = 	(xsxsxs, ω; x fx fx f ) 
 g(xsxsxs, ω; x fx fx f ),
i.e. the windowing operator removes everything after the first arrival
from the Green’s function. Note that we assume that the focusing
function f (xsxsxs, ω; x fx fx f ) remains unchanged by the windowing opera-
tor, meaning that the focusing function is supposed to be zero for
|t | > t f irst (xsxsxs ; x fx fx f ). We refer to this as a time-separability assump-
tion because it means that the focusing function and the Green’s
function appear separated from each other in time (apart from a
small overlap at the first arrival of the Green’s function). Eq. (17) is
a Marchenko-type integral.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/234/1/228/7036769 by C

entrum
 voor w

iskunde en Inform
atica user on 05 June 2023



Marchenko-linearised full waveform inversion 231

In matrix-operator form we can write the Marchenko-type equa-
tion as

− 			Rf∗ = gfirst + f (18)

and eq. (15) as

− Rf∗ = g + f (19)

where −f∗ is the focusing function vector, gfirst is the vector that
contains the first arrivals of the Green’s functions and g is the
full Green’s function vector. The matrix R comprises the reflection
data, eq. (16), as well as a scaling factor for the integration, e.g.
multiplication with the spacial sampling interval �x for a one-
dimensional boundary. The matrix 			 accounts for the convolution
with the windowing operator.

If both the radiation assumption and the time-separability as-
sumption are met such that eq. (18) holds, we can solve eqs (18)
and (19) for the full Green’s function g given the boundary data
measurement R and an estimate of gfirst (which also governs the
associated first arrival travel times for the construction of the win-
dowing operator 			) according to

g = gfirst + �R(I − 			R∗			R)−1(g∗
first − 			R∗gfirst) , (20)

where ��� = I − 			, i.e. it mutes all data at |t | ≤ t f irst (xsxsxs ; x fx fx f ) and I
is the identity operator (Diekmann & Vasconcelos 2021). Usually,
the estimate of the first arrival Green’s function gfirst is obtained by
modelling in a background medium, i.e. a smooth approximation of
the actual model. We can either solve eq. (20) directly (van der Neut
et al. 2015a; Revelo et al. 2022) or approximate it by a truncated
Neumann expansion (van der Neut et al. 2015b),

g = gfirst + �Rg∗
first − �R			R∗gfirst

+�R			R∗			Rg∗
first − �R			R∗			R			R∗gfirst + . . . . (21)

For the numerical examples in this paper we use a Neumann ex-
pansion that is truncated after the last explicitly given term in
eq. (21). This rather early truncation ensures a relatively stable
Green’s function estimation even if our assumptions about radia-
tion and time-separability (and thus the theoretical justification for
the Marchenko-type integral) are not perfectly satisfied. This might
for instance happen, when dealing with complicated models or when
only a poor estimate of the first arrival Green’s function is given.

Finally, we illustrate the capability of Marchenko-based Green’s
function retrieval in Fig. 2. We compare different Green’s function
traces for a source inside the volume and a receiver on its surface. We
use a slightly modified version of the Marmousi model. Modelling
in the true medium delivers various events, see multitude of wiggles,
because the wavefield is reflected at the sharp interfaces between
different velocity layers, inducing multiple scattering. Modelling in
the smooth background medium on the other hand, delivers a very
similar first arrival but hardly any multiple scattering. By muting
everything after the first arrival of the background Green’s function,
we obtain an estimate of gfirst. Using this estimate along with the
consequent window operator			 and the surface data R in eq. (21) we
get the Marchenko-based Green’s function. This Green’s function
is quite similar to the true-model Green’s function. Note that we did
not need an actual source or receiver inside the true model to obtain
this estimate. This demonstrates how we can obtain full Green’s
functions, i.e. including all orders of scattering, for virtual sources
inside of an inaccessible volume from a smooth background model
and surface scattering data.

4 S O LV I N G T H E
M A RC H E N KO - L I N E A R I S E D
L I P P M A N N – S C H W I N G E R I N T E G R A L
F O R T H E S C AT T E R I N G P O T E N T I A L

To this point, we introduced the Lippmann–Schwinger integral and
the Marchenko-type integral. In this section, we present the concept
of Marchenko-linearised full waveform inversion by sequentially
making use of both integrals. We want to stress right away that
although we refer to the following procedure as FWI, it is quite
similar to LSRTM as well. We will discuss this ambiguity at the
end of the section.Using a Tikhonov regularisation with β ∈ R+ we
can estimate the real-valued scattering potential ννν from eq. (11) by
minimising the objective function

s(ννν; β) = ∥∥Mννν − gs

∥∥2

2
+ β

∥∥ννν∥∥2

2
. (22)

The first term is the residual norm, the second term the solution
norm. Note that for our example the scattering potential is given by
eq. (8) and indeed real-valued. While this does not necessarily imply
a real-valued velocity c(xxx) and therefore a physically reasonable
result, it is easy to implement and significantly reduces the model
space. The matrix M denotes the kernel, gs the data, i.e. it comes
from a measurement. Hence, the objective function depends on the
unknown scattering potential ννν as well as the regularisation value β.
We minimise s(ννν, β) for a given β by solving the following linear
system:⎡
⎣�(M)

�(M)√
βI

⎤
⎦

︸ ︷︷ ︸
Q

ννν =
⎡
⎣�(gs)

�(gs)
000

⎤
⎦

︸ ︷︷ ︸
d

, (23)

where �(M) and �(M) are the real and imaginary parts of the matrix
M, respectively and 000 is a vector full of zeros. The explicit solution
consequently is

ννν = (Q†Q)−1(Q†d) , (24)

where † generally denotes the adjoint but in this case simplifies
to the transpose as Q is real-valued. Since Q easily becomes very
large when looking at multiple sources, receivers and frequencies,
we do not explicitly build this matrix. Instead, we use a matrix-free
approach to solve eq. (23) via LSQR (Paige & Saunders 1982). We
do, however, use a great number of iterations in LSQR to make sure
that we converge (within some pre-defined tolerance) to the actual
solution in eq. (24) if possible.

Apart from the size of the inverse problem, we also have to
deal with its non-linearity. In fact, the kernel matrix M = G0G
used in Q is usually unknown. This is because we do not have any
measurements of the Green’s function G within the volume but only
at its surface. Note that we do know G0, i.e. we use modelling in a
background model (usually a smooth, tomographic approximation
of the actual model) to obtain it.

Conventionally, G is approximated by G0 under the assumption
that ννν is small, leading the kernel M ≈ G0G0. This is called the
single-scattering approximation, i.e. this kernel is generally able to
reproduce primary reflections but all higher order scattering is ne-
glected. This kernel is also at the core of the Born approximation
(Born & Wolf 1999). The Born approximation, however, involves
an additional linearisation in order to, e.g. directly invert for the ve-
locity perturbation c(xxx) − c0(xxx) rather than the scattering potential
ν(xxx).

We propose an alternative to the single-scattering approximation.
Using the same, smooth background model, that we would use for
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Figure 2. True Marmousi model (top left) and smooth background model (top right). Comparison of different Green’s functions (bottom): the grey line is the
Green’s function modelled in the true medium (top left), the red line is the one modelled in the background medium (top right) and the blue one is obtained by
using the background medium (top right) in a Marchenko-based Green’s function retrieval scheme. All Green’s functions are for a source inside the volume
(green star) and a receiver at the surface (green triangle). Note that amplitudes at later arrival times are consistently magnified to allow for a good comparison.

the single-scattering approximation, in a Marchenko-based Green’s
function retrieval scheme we are able to obtain full, i.e. including
all orders of scattering, Green’s functions g(xsxsxs, ω; x fx fx f ) – for sources
x fx fx f anywhere inside the volume and receivers xsxsxs on the boundary
∂V0. By actually stepping through the entire discretised volume,
i.e. solving for all x fx fx f within some bounds, we are able to obtain
an estimate of the matrix G by source-receiver reciprocity, i.e. we
get g(x fx fx f , ω; xsxsxs) for all x fx fx f ∈ V . Obviously, it is an important ques-
tion how to discretise the volume: with a fine grid the amount of
Green’s functions that need to be estimated is very high, whereas
a coarse grid comes with significantly fewer Green’s function es-
timations but also sets limits to the achievable inversion accuracy
in terms of wave number. We will refer to this Marchenko-based
Green’s function matrix as GM

0 . It allows for the kernel approxima-
tion M ≈ G0GM

0 which we will call the Marchenko approximation.
Although we call it an approximation it is important to note that GM

0

contains all orders of scattering and is, as we have shown visually
in Fig. 2, very similar to G even when the respective G0, i.e. the
Green’s function which is modelled in the same background model
that we use for Marchenko, is not. In that sense, this kernel appears
to represent the physics significantly better and we are hoping to
achieve improved inversion results for ννν in terms of reduced arte-
facts and increased resolution (Diekmann & Vasconcelos 2020).
Note, however, that GM

0 remains an approximation due to the im-
pact of the first arrival Green’s function, which is conventionally
approximated by modelling in a background medium, as well as
the Marchenko scheme, i.e. the potentially approximate procedure
of solving the inverse in eq. (20). Additionally, there might be a

bias from the Marchenko-type equation itself when the radiation
assumption or the time-separability assumption is broken.

Because we want to have a sort of reference kernel for both the
single-scattering and the Marchenko approximation we also intro-
duce the wavefields GF and GM. The Green’s functions GF are
obtained from the actual Green’s functions, i.e. modelled in the true
medium, by muting everything that arrives after the respective first
arrivals. Hence, only the very first event of each Green’s function
remains. From this we can construct the single-scattering reference
kernel M ≈ G0GF. Note that this is not a representation of what ac-
tually happens within the single-scattering framework when ννν goes
to zero. Instead, we want to use this reference kernel to distinguish
between the effects of missing higher order scattering versus having
a wrong background model. The matrix GM is the Marchenko-based
estimate that uses the first arrival of the actual Green’s function, i.e.
GF, rather than the first arrival of the background Green’s function.
Thus, we can build the Marchenko reference kernel M ≈ G0GM.

Table 1 gives a quick overview of the different Green’s function
matrices, while Table 2 summarises the different kernels and their
names.

Fig. 3 shows exemplary Green’s function snapshots for the differ-
ent scenarios discussed above. The Green’s function approximations
that use the background model, i.e. G0 and GM

0 , exhibit a distinct
error around the first arrival. This is because they are based on a
different velocity model, implying different travel times and ampli-
tudes. GM

0 does, however, recover most of the multiple scattering.
The approximations based on the true model on the other hand, i.e.
GF and GM, match the first arrival of the true Green’s function. The
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Table 1. Overview of different Green’s function matrices.

Matrix Meaning

G Green’s function in true model
G0 Green’s function in background model
GM

0 Marchenko-reconstructed Green’s
function using first arrival in
background model

GF First arrival of Green’s function in true
model

GM Marchenko-reconstructed Green’s
function using first arrival in true model

Table 2. Different inversion kernels and their names.

Kernel Name

G0G Reference
G0G0 Single-scattering
G0GM

0 Marchenko
G0GF Single-scattering reference
G0GM Marchenko reference

Marchenko estimate GM indeed recovers nearly the entire Green’s
function with only small errors.

Fig. 4 shows the frequency spectrum of the source wavelet along
with an exemplary reference kernel and the misfits of the respective
kernel approximations. All fields are in the frequency domain at 20
Hz. The intricate scattering behaviour of the medium leads to com-
plicated interference patterns within the kernel. As expected, the
background-based kernel approximations, i.e. the single-scattering
and the Marchenko kernel, exhibit overall larger misfits than the
true-model-based approximations, i.e. the single-scattering refer-
ence and the Marchenko reference kernel. The Marchenko results,
however, are superior to the respective single-scattering results in
both cases: the Marchenko kernel matches the reference kernel sig-
nificantly better in the top central part of the model compared to
the single-scattering kernel (see black ellipses) and the Marchenko
reference kernel is a close to perfect match in the central model
area whereas the single-scattering reference kernel is not (see black
rectangles).

We introduced two different ways to linearise the inverse prob-
lem of solving eq. (23) for ννν based on a background model: the
single-scattering approximation and the Marchenko approximation.
The process of using the single-scattering approximation to solve
eq. (23) is conventionally referred to as least-squares reverse time
migration. This is a linear inverse problem and requires a rela-
tively accurate background model. Full waveform inversion, on the
other hand, is based on non-linear inversion. It is similar to reverse
time migration in that it uses a single-scattering approximation
to obtain model updates. However, FWI is an iterative process: it
starts with G0 from some initial background model and computes a
model update based on the single-scattering approximation. Then,
the wavefield G0 is remodelled in the new, updated medium. From
this new G0 one gets a new model update and so on. In that sense,
FWI uses wave-equation modelling and is not solely build on Born
modelling, i.e. the single-scattering approximation. In the light of
these differences we call our proposed Marchenko-linearised inver-
sion a full waveform inversion strategy because it is not based on a
single-scattering approximation or Born modelling. It is, however,
a linear inversion strategy and its outcome is a scattering potential,
i.e. a perturbation with respect to the background model, rather than
a model. We note that our approach can also be used for gradient

Figure 3. Examples of snapshots at 0.8 s for different Green’s functions
using the true model and the background model as shown in Fig. 2. The
names are analogous to Table 1. For the four approximations (second panel
to last panel) of G (first panel) the left parts of the panels shows the actual
fields, whereas the right parts show the differences. The green stars denote
the source location. All fields (Green’s functions and wavefield differences)
are clipped at the same values for a direct comparison. Note that these clip
values are relatively small to enhance the visibility of multiple scattering
and wavefield differences.
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234 L. Diekmann, I. Vasconcelos and T. van Leeuwen

Figure 4. Top left: frequency spectrum of the source wavelet (20 Hz Ricker). The red area denotes the frequencies used for inversion, the red line marks 20
Hz, i.e. the frequency for which we analyse the kernels. Real part of the reference kernel (top right). Source and receiver are denoted by the green star and the
green triangle, respectively. Real parts of the kernel misfits (lower four panels) for the single-scattering, Marchenko, single-scattering reference and Marchenko
reference approximations. All kernels are based on the models in Fig. 2, kernel names are analogous to Table 2. Kernel and kernel misfits are clipped at the
same values for a direct comparison. Hence, white colour in a kernel misfit indicates a good approximation. Dashed, black ellipses and rectangles outline areas
that are compared in the text.

computations only, i.e. it can be incorporated in a non-linear FWI
strategy.

5 N U M E R I C A L E X A M P L E S

In this section we show and discuss inversion results for the differ-
ent kernels in Table 2 and various background models, see Fig. 5.
The true model is shown in Fig. 1. The model space is discre-
tised with an interval step of 5m in both directions, i.e. x1 and x3.
We use a 20-Hz Ricker wavelet, see Fig. 4, for forward modelling
wavefields. The Marchenko-based Green’s functions are estimated
with a truncated Neumann expansion according to eq. (21). To save
computation time we estimate these Green’s functions on a coarse

grid, i.e. with a 20 m increment, covering the same 2.5 km × 5
km volume. For the inversions we use 25 frequencies from 10 to
28 Hz with a sampling interval of 0.75 Hz, see again Fig. 4. The
upper limit of 28 Hz is related to the coarse spatial grid on which we
estimate the Marchenko-based Green’s functions. Assuming a min-
imum medium velocity of 2000 m s−1 and a maximum frequency of
28 Hz we get a minimum wavelength of about 71 m. Such a wave-
field is therefore sampled more than 2.5 times (in the diagonal grid
direction) per wavelength on the coarse grid, allowing for an accu-
rate computation of the volume integral, see eq. (6), in the inversion.
Including higher frequencies in the inversions would require esti-
mating the Green’s functions on a finer grid. For the inversions we
use 126 sources and 125 receivers, all located on the surface of the
volume (x3 = 0, i.e. the top boundary) and equally distributed over
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Marchenko-linearised full waveform inversion 235

Figure 5. Four different background models with increasing smoothness from model A to model D. Background model C is the same as the background model
in Fig. 2.

the 5 km model range. Hence, we have a source at 0 m, a receiver
at 20 m, a source at 40 m, a receiver at 60 m and so on. We solve
for the respective scattering potentials via LSQR with a tolerance
of 10−4 and a maximum of 250 iterations for all sources, receivers
and frequencies simultaneously. As indicated before, we use LSQR
with a MATLAB function handle rather than explicitly defining the
matrix M in eq. (11) – for double-precision variables in our scenario
this matrix M would consume nearly 200 GB of memory.

In order to analyse the quality of different inversion strategies,
i.e. for various kernels and background models, we propose to look
at the L-curves in Fig. 6. An L-curve is obtained by solving eq. (24)
for different values of β (the kernel M and data gs are fixed of
course). Conventionally, an L-curve is used to determine the optimal
regularisation value β. However, it also carries information on the
general behaviour of the respective inverse problem, i.e. on how ill-
or well-posed it is. Note that we use LSQR to mimic the L-curves, i.e.
our L-curves will be less divergent for small regularisation values.
We stress that we use noise-free data. However, all the kernels
that we investigate (with the exception of the reference kernel) are
approximative and we investigate their L-curves as a measure of
how ill- or well-posed the respective inverse problems become.

For instance, we find that at large regularisation values β the
type of kernel used in our inversion does not matter very much: all
kernels lead similar results for a large value of β and this is true for
all background models, see Fig. 6. Note that we do not actually look
at the inverted scattering potentials here but only at the respective
residual norms and solution norms. Hence, coinciding L-curves do
not imply identical models, however, they imply models of similar
quality (as measured by our objective function). We stress here
that this quality comparison is not perfectly accurate because we
are using different kernels, i.e. the residual norms are computed in
different ways.

As we go to lower regularisation values, we observe different
results depending on the kernel and background model. For all

background models, the reference kernel performs much better than
any of the four approximated kernels. Even for low regularisation
values it delivers reasonable results with relatively small solution
norms. This means that we require a small regularisation for the
inverse problem using the reference kernel because it accurately
represents the physics that governed the data, while we need a
high regularisation for, e.g. the single-scattering kernel which is
inconsistent with the physics underlying the data.

For a bad background model, i.e. a smooth estimate similar to
model D, we observe that the single-scattering and the Marchenko
kernel lead to similar results. The single-scattering reference kernel
delivers a much better L-curve, but the Marchenko reference ker-
nel is clearly the best approximation. We can interpret this as fol-
lows: using the Marchenko-based Green’s functions from a smooth
background model does not lead to a significantly improved kernel
compared to the conventional single-scattering kernel – at least in
terms of model quality. Even though the Marchenko kernel con-
tains all orders of scattering, it is fundamentally relying on the
background model: travel times and amplitudes are therefore not ac-
curate enough to enable a beneficial linearisation of the Lippmann–
Schwinger integral. This limitation is, however, primarily related to
our prior knowledge (the background model), not to the Marchenko
scheme itself. This can be seen by the good Marchenko reference
result. While it is not perfect (due to, e.g. the limited measure-
ment aperture and the early truncation of the Neumann series) it
apparently represents a fairly good approximation – even for such a
complicated model as Marmousi. Note that the single-scattering
reference kernel is not as successful, i.e. the Marchenko-based
retrieval of multiply scattered events in the Green’s functions is
essential.

For a good background model, i.e. an estimate that is close to
the true model (like background model A), the four approximated
kernels generally perform comparably well. The single-scattering
reference kernel is slightly worse, missing multiple scattering that
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236 L. Diekmann, I. Vasconcelos and T. van Leeuwen

Figure 6. L-curves for the four different background models (A, B, C and D from sharpest to smoothest as shown in Fig. 5) and the five different inversion
kernels, see Table 2. While kernels can be differentiated by colour, the different background models are marked in the vicinity of the respective first, i.e. highest
regularisation value β in eq. (22), sample point of each line in the bottom right corner. Note that all L-curves for different kernels start out in the same region
for the same background model, but diverge for decreasing regularisation values β towards the top left corner. We use the same eight regularisation values β

(from 1028 to 1021) to sample all L-curves. Exemplarily, the different β sample points are written into the plot for the lowermost black curve. The residual
norm is the first term and the solution norm the second term (without the factor β) in eq. (22). Circles denote convergent (for the tolerance and maximum
number of iterations as described in the text), squares denote non-convergent inversion runs – the latter only occur for some of the experiments and only for
the lowermost regularisation value β. Note that the solution norm is related to a summation over (c−2(xxx) − c−2

0 (xxx))2 for all xxx such that its small values are due
to the velocity unit being m/s here.

is included in the Marchenko kernels and, for a sharp background
model, even in the single-scattering kernel.

Fig. 7 shows inverted scattering potentials for background model
C and β = 1022, i.e. the penultimate β value. The reference re-
sult is quite close to the true potential. It is, however, significantly
smoother. This is because we solve for the scattering potentials
on the coarse grid (20 m sampling interval). Given the L-curve,
see Fig. 6, it seems as if going to even smaller β values (beyond
our last sample point at β = 1021) might further push the quality
of the inverted scattering potential for the reference kernel. Both
the single-scattering and the Marchenko result contain a significant
amount of artefacts. The Marchenko result contains high-frequency
noise near the surface that is not present in the single-scattering
result, see magenta box A for strongest artefacts in Figs 7 and
8. These are potentially related to the unphysical combination of
the background-model-consistent arrival times/amplitudes and the
Marchenko-recovered multiple scattering – ultimately this leads a
Green’s function in the Marchenko kernel that is neither consistent
with the true model nor with the background model. On the other
hand, it seems that the Marchenko result is slightly better in several
areas of the model, see cyan boxes in Fig. 7. For zoomed versions
of the boxes see Fig. 8. Several interfaces appear to be disrupted
in the single-scattering solution while they are continuous in the
Marchenko and the reference result. When comparing the single-
scattering reference and the Marchenko reference result, we observe
that the latter is close to perfect, i.e. it is very similar to the reference

solution, while the single-scattering reference solution is still prone
to artefacts.

Fig. 9 shows scattering potentials for background model B. As
before, we present the true potential and the results for the five
kernels in Table 2 for β = 1022. Owing to the sharper background
model, the scattering potential is overall lower than in the previous
example. The general observations, however, are the same. There
are still some high-frequency artefacts in the Marchenko solution,
but they are less distinct than before, see box A. The Marchenko
result is slightly better than the single-scattering result, see boxes
B, C and D in Figs 9 and 10. The Marchenko reference result is a
nearly perfect match of the reference potential and better than the
single-scattering reference.

These examples demonstrate that even though the single-
scattering kernel and the Marchenko kernel deliver similar-quality
results in terms of residual norms and solution norms in Fig. 6,
the actual scattering potentials are different: the Marchenko kernel
is slightly superior in recovering the medium structures particu-
larly in the central model area, but it is biased by high-frequency
noise. As pointed out before, the main issue of the Marchenko ker-
nel is the inherent dependency on the background model: as we
do not update the first arrival Green’s function in the Marchenko
scheme, eq. (20), the final Marchenko-based Green’s function be-
comes a sort of hybrid of the background and the true Green’s
function. The Marchenko reference kernel on the other hand de-
livers a nearly perfect result and performs significantly better than
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Figure 7. Scattering potentials for the true model in Fig. 2 and background model C, Fig. 5. The true potential (top left) follows from eq. (8). The five inverted
potentials are for the different kernels in Table 2. All inversion results are for a regularisation parameter β = 1022. The magenta box denotes artefacts in the
Marchenko solution. Cyan boxes denote areas where the Marchenko result is better than the single-scattering result. See Fig. 8 for zoomed boxes.

the single-scattering reference kernel – hence, including multiple
scattering in the kernel generally adds considerably to the quality
of the inverted potential.

6 D I S C U S S I O N

We introduced an approach for Marchenko-linearised full waveform
inversion. We refer to the method as full waveform inversion rather
than least-squares migration because it is not based on a single-
scattering approximation. Instead, the linearisation of the inverse
problem is based on replacing the unknown Green’s functions inside
the Lippmann–Schwinger integral by Marchenko-based Green’s
functions. These Marchenko-based Green’s functions contain all
orders of scattering. They require reflection data on the surface and
an estimate of the first arrival of the Green’s function, e.g. from
modelling in a background medium – they do, however, not rely on
sharp medium contrasts in the background model to induce the scat-
tered waves. The quality of the Marchenko-based Green’s functions
appears to be quite good, see Fig. 3 and the respective Marchenko
kernel is a better approximation than the single-scattering kernel,
see Fig. 4.

The numerical examples show that the Marchenko kernel tends to
deliver a slightly better scattering potential than the single-scattering
approximation when comparing the inverted results, but the kernels
generally deliver models of similar quality, see L-curves in Fig. 6.
The good quality of the Marchenko reference solution indicates
that the errors in the Marchenko result are not due to the underlying
Marchenko scheme, but due to the prior information on the first
arrival of the Green’s function. Using a smooth background model
inevitably leads to a wrong first arrival of the Green’s function in
terms of arrival times and amplitudes – an error that is currently not
compensated for in the Marchenko scheme. These errors lead to a
Marchenko-based Green’s function that includes multiple scatter-
ing (as if being related to a sharp model) but that is also consistent
with the smooth background model in terms of the first arrival.
Note that the Marchenko kernel G0GM

0 is an approximation due to
the underlying background model, while the Marchenko reference
kernel G0GM is exact if all underlying assumptions (regarding,
e.g. the radiation and time-separability of focusing functions in
the Marchenko scheme) are met. Including multiples in the kernel
generally leads to better results – this is also true when compar-
ing the Marchenko reference and the single-scattering reference
solutions.
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Figure 8. Zoomed versions of the highlighted areas in Fig. 7. The letters
A, B, C, D and E refer to the different boxes, see Fig. 7. We show these
zoomed images for the reference kernel, the single-scattering kernel and the
Marchenko kernel, see Table 2.

Broggini et al. (2014) used Marchenko-derived Green’s functions
for imaging via multidimensional deconvolution. This approach ap-
pears to have the benefit of suppressing artefacts from first arrival
Green’s function errors by further relying on the data domain rather
than going to the model domain and using a wave equation, as
done in our study. The fact that Marchenko-linearised full wave-
form inversion is strongly depending on the first arrival estimate
of the Green’s function makes it hard to exploit the full potential
of Marchenko-based Green’s function retrieval. For strongly scat-
tering, high-impedance media we would expect Marchenko-based
imaging to be significantly superior to Born-based approaches.
These media, however, usually imply larger errors in the first arrival
Green’s functions due to, e.g. modelling in a background model
that smooths over strong contrasts in the true medium and are con-
sequently hard to image via Marchenko-linearised full waveform
inversion.

We do not argue that our Marchenko-linearised full waveform
inversion is in any way better than full waveform inversion or least-
squares reverse time migration. The aim of this paper is first and
foremost to study and illustrate the possibilities and limits of such a
Marchenko-linearisation. We showed how the Marchenko method
can be connected to conventional imaging workflows like FWI and
LSRTM and hope that this might pave the way for future imaging
techniques. The current Marchenko-linearised inversion workflow
is computationally expensive. This is, as indicated earlier, because
we wanted to compare different inversion kernels under optimal cir-
cumstances. One might of course develop more elaborate schemes.
We used an early truncation of the Neumann series to approximate
the Green’s functions via eq. (21). This generally leads to relatively
stable results and saves a significant amount of computation time

as these Green’s functions have to be estimated for all points in the
volume. However, this early truncation might, especially for a good
background model, not deliver the optimal Green’s function esti-
mate. Hence, further optimising our approach may not only make it
computationally cheaper but also more accurate. This could allow
for iterating the process we described, i.e. get new Marchenko-based
Green’s functions using the inverted velocities as a background
model and invert for a new, updated model - similar to (non-linear)
full waveform inversion.

Generally, it seems that a parallel approach of combining the
Marchenko scheme and full waveform inversion might indeed be
desirable. Currently, we combine them in a sequential fashion:
first we solve for the Marchenko-based Green’s functions, then
we invert for the scattering potential. This comes with the issue
of the Marchenko-based Green’s functions being physically incon-
sistent (containing features of both the background and the sharp,
scattering model). As we saw in this study, the Marchenko equa-
tion itself generally performs quite well even for a complicated
model like Marmousi, see good inversion results for Marchenko
reference kernels in Figs 7 and 9. If we could solve both prob-
lems simultaneously we might therefore further benefit from the
constraining quality of the Marchenko equation in full waveform
inversion.

In this study we assumed to have unknown velocities and, for
simplicity, a constant density. However, the density could in fact be
arbitrarily heterogeneous in our scheme as long as it is known. Our
Marchenko-linearised full waveform inversion might also be inter-
esting in the opposite scenario, i.e. for known velocity and unknown
density. Actually, this would imply better knowledge of the first ar-
rival of the Green’s function since we would only expect amplitude
errors but have correct arrival times. Hence, the Marchenko kernel
might perform even better when inverting for density than it did in
the examples we presented in this paper, potentially leading to less
artefacts and better resolution.

In general, Marchenko-based Green’s function retrieval also al-
lows for the following strategy: rather than using the retrieved
Green’s functions solely in the kernel, i.e. to linearise the inverse
problem as discussed above, we can use them as additional data.
In particular this means that we can put virtual receivers at every
grid point of the volume under investigation. If we have a single
source and a single frequency but we have receivers covering the
entire volume, eq. (24) actually becomes exact – assuming that we
know the Green’s function perfectly, that we sample the volume at
a sufficiently fine grid with respect to the investigated frequencies
and that there are no scattering perturbations outside the volume
(Diekmann & Vasconcelos 2020). Or one could use the wave equa-
tion to directly invert for the medium properties, similar to seismic
gradiometry (De Ridder & Curtis 2017). An exact inverse problem
implies that we can retrieve the model with perfect resolution and
accuracy. If, however, we use a coarse grid or the Green’s functions
are slightly biased, the result will be distorted by artefacts. As we
discussed earlier, the accuracy of Marchenko-based Green’s func-
tions is inherently limited by the prior knowledge of the first arrival
Green’s functions. Overall, this approach of using Marchenko wave-
fields as data in the inversion appears to be prone to artefacts and
does, in our experience, not lead to beneficial results. This strategy
might, however, work better for density inversion or when incor-
porated advantageously in a parallel Marchenko and full waveform
inversion scheme.

This paper represents a first step towards using Marchenko meth-
ods for improving the kernel of full waveform inversion. These first
results underline that using Marchenko-based wavefields rather than
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Marchenko-linearised full waveform inversion 239

Figure 9. Scattering potentials for the true model in Fig. 2 and background model B, Fig. 5. The true potential (top left) follows from eq. (8). The five inverted
potentials are for the different kernels in Table 2. All inversion results are for a regularisation parameter β = 1022. The magenta box denotes artefacts in the
Marchenko solution. Cyan boxes denote areas where the Marchenko result is better than the single-scattering result. See Fig. 10 for zoomed boxes.

a single-scattering assumption can deliver slightly superior inver-
sion results.

7 C O N C LU S I O N

We present a Marchenko-linearised full waveform inversion
scheme. While conventional inversion strategies rely on a Born ap-
proximation to obtain a model update, our method uses Marchenko-
based Green’s functions to linearise the inverse problem. We demon-
strate how the theory for Marchenko-based Green’s function re-
trieval and gradient computations in full waveform inversion are
connected. Marchenko-based Green’s functions rely on prior knowl-
edge of the first arrivals of the Green’s functions. These first arrivals
are usually obtained by modelling in a background medium. Our
numerical examples demonstrate that the quality of the first arrivals
of the Green’s functions is crucial for the success of Marchenko-
linearised full waveform inversion. While our scheme delivers

slightly better inversion results than the single-scattering approx-
imation when using the same background model, a correct first
arrival Green’s function allows for near-perfect inversion results.
Hence, we illustrate the possibilities and limitations of Marchenko-
linearisation and hope that this will help future research in devel-
oping efficient and superior imaging methods.
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Figure 10. Zoomed versions of the highlighted areas in Fig. 9. The letters
A, B, C and D refer to the different boxes, see Fig. 9. We show these
zoomed images for the reference kernel, the single-scattering kernel and the
Marchenko kernel, see Table 2.
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A P P E N D I X

In this section we demonstrate how both the Lippmann–Schwinger
integral as well as the Marchenko-type integral are related to
Rayleigh’s reciprocity theorem.

Rayleigh’s reciprocity theorem

Rayleigh’s reciprocity theorem for acoustic waves reads (Fokkema
& van den Berg 1993; Vasconcelos et al. 2009)∫

x̃xx∈∂V
(u AvBvBvB − uBvAvAvA) · dSSS

=
∫

xxx∈V
f Af Af A · vBvBvB + s Bu A − f Bf Bf B · vAvAvA − s AuB dV

+
∫

xxx∈V
iω(κ B − κ A)u AuB − iω(ρB − ρ A)vAvAvA · vBvBvB dV , (A1)

where A and B mark two different wave states. The pressure
field is given by u = u(xxx, ω), the particle velocity field by vvv =
(v1, v2, v3) = vvv(xxx, ω). The variable fff = ( f1, f2, f3) = fff (xxx, ω) de-
notes the volume force density source, while s = s(xxx, ω) is the
volume injection rate density source. The compressibility is κ =
κ(xxx) = ρ−1(xxx)c−2(xxx).

Lippmann–Schwinger integral

In order to derive the Lippmann–Schwinger integral from eq. (A1),
we are going to use the following scenario: the density is the same
in both wave states, there are no force sources, one state is for the
Green’s function and the other for the background Green’s function,
i.e.

ρ A = ρB = ρ , (A2)

f Af Af A = f Bf Bf B = 000 , (A3)

s A = δ(xxx − xsxsxs), κ A = ρ−1c−2(xxx), u A = g(xxx, ω; xsxsxs), (A4)

s B = δ(xxx − xrxrxr ), κ B = ρ−1c−2
0 (xxx), uB = g0(xxx, ω; xrxrxr ). (A5)

From eq. (A3) it follows that vvv = (ρiω)−1∇u. Furthermore, we
assume, e.g. Sommerfeld radiation conditions on the boundary ∂V
of the volume V such that the left-hand side of eq. (A1) vanishes.
Hence, xsxsxs and xrxrxr as well as all perturbations of the model c(xxx)
with respect to the model c0(xxx) lie within the bounded volume V.
Eq. (A1) then becomes

0 = g(xrxrxr , ω; xsxsxs) − g0(xsxsxs, ω; xrxrxr )

+
∫

xxx∈V

iω

ρ

(
1

c2
0(xxx)

− 1

c2(xxx)

)
g(xxx, ω; xsxsxs)g0(xxx, ω; xrxrxr ) dV . (A6)

Using source-receiver reciprocity, that is g0(xsxsxs, ω; xrxrxr ) =
g0(xrxrxr , ω; xsxsxs), this delivers the Lippmann–Schwinger integral,
eq. (6).

Integral form of the homogeneous Green’s function of the
second kind

In order to derive a Marchenko-type integral from eq. (A1), we are
going to use the following scenario: both density and velocity are
identical in the two wave states, there are no force sources, one state
is for the Green’s function and one for the homogeneous Green’s
function of the second kind, i.e.

ρ A = ρB = ρ , (A7)

κ A = κ B = ρ−1c−2(xxx) , (A8)

f Af Af A = f Bf Bf B = 000 , (A9)

s A = δ(xxx − xsxsxs) , u A = g(xxx, ω; xsxsxs) (A10)

s B = 0 , uB = g(xxx, ω; x fx fx f ) + f (xxx, ω; x fx fx f ) − f ∗(xxx, ω; x fx fx f ) . (A11)

As we consider the same medium in both wave states (same com-
pressibility and density), the second volume integral in eq. (A1)
vanishes. From eq. (A9) we get vvv = (ρiω)−1∇u. This gives

1

ρiω

∫
x̃xx∈∂V

(
g(x̃xx, ω; xsxsxs)∇uB − uB∇g(x̃xx, ω; xsxsxs)

) · dSSS =

−(
g(xsxsxs, ω; x fx fx f ) + f (xsxsxs, ω; x fx fx f ) − f ∗(xsxsxs, ω; x fx fx f )

)
. (A12)

While g(x̃xx, ω; xsxsxs) is a purely causal (out-going) wavefield with re-
spect to the volume V for xsxsxs in V, uB contains both causal, i.e. uB

out =
g(x̃xx, ω; x fx fx f ) + f (x̃xx, ω; x fx fx f ) and anticausal (in-coming), i.e. uB

in =
− f ∗(x̃xx, ω; x fx fx f ), contributions for x fx fx f in V. Using, e.g. a far-field ap-
proximation (Schuster et al. 2009), we find that g(x̃xx, ω; xsxsxs)∇uB

out =
uB

out∇g(x̃xx, ω; xsxsxs) and g(x̃xx, ω; xsxsxs)∇uB
in = −uB

in∇g(x̃xx, ω; xsxsxs) leading
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to

2

ρiω

∫
x̃xx∈∂V

f ∗(x̃xx, ω; x fx fx f )∇g(x̃xx, ω; xsxsxs) · dSSS =

−(
g(xsxsxs, ω; x fx fx f ) + f (xsxsxs, ω; x fx fx f ) − f ∗(xsxsxs, ω; x fx fx f )

)
. (A13)

If xsxsxs is close to the boundary ∂V, above equation will only recon-
struct the out-going portion of the wavefield uB on the right-hand
side,

− 2

ρiω

∫
x̃xx∈∂V

f ∗(x̃xx, ω; x fx fx f )∇g(x̃xx, ω; xsxsxs) · dSSS =
g(xsxsxs, ω; x fx fx f ) + f (xsxsxs, ω; x fx fx f ) . (A14)

Finally, we split the boundary ∂V into two parts: a horizontal bound-
ary ∂V0 at x3 = 0 and a half-sphere ∂V1 below, i.e. for x3 > 0 and a
downwards-pointing x3-axis. Assuming that the focusing function
− f ∗(xxx, ω; x fx fx f ) vanishes for all xxx ∈ ∂V1, we only keep the integral
over ∂V0. Note that this requires very particular sources q(xxx, ω)
in eq. (12), but we will not explicitly write this dependency here
in the arguments of the focusing function. Using these additional
assumptions in eq. (A14) gives eq. (15).
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