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Abstract. We investigate a hierarchy of semidefinite bounds \( \varphi_r(G) \) for the stability number \( \alpha(G) \) of a graph \( G \), based on its copositive programming formulation and introduced by de Klerk and Pasechnik [SIAM J. Optim., 12 (2002), pp. 875–892], who conjectured convergence to \( \alpha(G) \) in \( r = \alpha(G) - 1 \) steps. Even the weaker conjecture claiming finite convergence is still open. We establish links between this hierarchy and sum-of-squares hierarchies based on the Motzkin–Straus formulation of \( \alpha(G) \), which we use to show finite convergence when \( G \) is acritical, i.e., when \( \alpha(G \setminus e) = \alpha(G) \) for all edges \( e \) of \( G \). This relies, in particular, on understanding the structure of the minimizers of the Motzkin–Straus formulation and showing that their number is finite precisely when \( G \) is acritical. Moreover we show that these results hold in the general setting of the weighted stable set problem for graphs equipped with positive node weights. In addition, as a byproduct we show that deciding whether a standard quadratic program has finitely many minimizers does not admit a polynomial-time algorithm unless \( P = NP \).
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1. Introduction. Given a graph \( G = (V, E) \), its stability number \( \alpha(G) \) is defined as the largest cardinality of a stable set in \( G \). Computing the stability number of a graph is a central problem in combinatorial optimization, well-known to be \( NP \)-hard [21]. This problem (and the related one of finding a maximum cardinality clique in \( G \), i.e., a maximum cardinality stable set in the complementary graph \( \overline{G} \)) has many applications in various areas, such as scheduling, social networks analysis, and bioinformatics (see, e.g., [9, 52] and further references therein). Many approaches based, in particular, on semidefinite programming have been developed for constructing good relaxations. A starting point to define hierarchies of approximations for the stability number is the following formulation by Motzkin and Straus [37], which expresses \( \alpha(G) \) via quadratic optimization over the standard simplex \( \Delta_n \):

\[
\frac{1}{\alpha(G)} = \min \{ x^T (A_G + I)x : x \in \Delta_n \}.
\]

Throughout, \( \Delta_n = \{ x \in \mathbb{R}^n : x \geq 0, \sum_{i=1}^n x_i = 1 \} \), \( A_G \) is the adjacency matrix of \( G \), \( I \) is the identity matrix, and \( J \) is the all-ones matrix. Based on (M-S), de Klerk and Pasechnik [15] proposed the following reformulation:

\[
\alpha(G) = \min \{ t : x^T (t(I + A_G) - J)x \geq 0 \text{ for all } x \in \mathbb{R}^n_+ \},
\]

(1.1)
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which boils down to linear optimization over the copositive cone
\[
\text{COP}_n := \{ M \in \mathcal{S}^n : x^T M x \geq 0 \text{ for all } x \in \mathbb{R}_+^n \}.
\]
Indeed, \( \alpha(G) \) equals the smallest scalar \( t \) for which the matrix \( M_{GA} := t(I + A_G) - J \) is copositive, i.e., belongs to \( \text{COP}_n \). For \( x \in \mathbb{R}^n \) set \( x^{o2} := (x_1^2, \ldots, x_n^2) \), and for a matrix \( M \in \mathbb{S}^n \) define the polynomials
\[
(1.2) \quad p_M(x) = x^T M x \quad \text{and} \quad P_M(x) = p_M(x^{o2}) = (x^{o2})^T M x^{o2}.
\]
Then \( M \) is copositive precisely when the polynomial \( p_M \) is nonnegative over \( \mathbb{R}_+^n \) or, equivalently, when \( P_M \) is nonnegative over \( \mathbb{R}^n \). Based on this observation, Parrilo [41] introduced the following two subcones of \( \mathcal{S}^n \):
\[
(1.3) \quad \mathcal{C}_n^{(r)} = \left\{ M : \left( \sum_{i=1}^n x_i \right)^r p_M(x) \in \mathbb{R}_+[x] \right\}, \quad \mathcal{K}_n^{(r)} = \left\{ M : \left( \sum_{i=1}^n x_i^2 \right)^r P_M(x) \in \Sigma \right\},
\]
which provide sufficient conditions for matrix copositivity: \( \mathcal{C}_n^{(r)} \subset \mathcal{K}_n^{(r)} \subset \text{COP}_n \) for any \( r \geq 0 \). Here \( \mathbb{R}_+[x] \) is the set of polynomials with nonnegative coefficients, and \( \Sigma \) denotes the set of sum-of-squares polynomials. De Klerk and Pasechnik [15] used these two cones to define the following parameters:
\[
(1.4) \quad \zeta^{(r)}(G) = \min \{ t : t(I + A_G) - J \in \mathcal{C}_n^{(r)} \}, \quad (1.5) \quad \vartheta^{(r)}(G) = \min \{ t : t(I + A_G) - J \in \mathcal{K}_n^{(r)} \},
\]
which provide upper bounds on the stability number: \( \alpha(G) \leq \vartheta^{(r)}(G) \leq \zeta^{(r)}(G) \). It is known that the program (1.4) is feasible, i.e., \( \zeta^{(r)}(G) < \infty \), if and only if \( r \geq \alpha(G) - 1 \) and also that \( \zeta^{(r)}(G) < \alpha(G) + 1 \), i.e., \( \lceil \zeta^{(r)}(G) \rceil = \alpha(G) \), if and only if \( r \geq \alpha(G)^2 - 1 \) [15, 50]. On the other hand, the parameter \( \vartheta^{(r)}(G) \) provides a nontrivial bound already at order \( r = 0 \). Indeed, as shown in [15], the parameter \( \vartheta^{(0)}(G) \) coincides with \( \vartheta'(G) \), the strengthening of the theta number \( \vartheta(G) \) by Lovász [31], proposed in [49]. Recall that
\[
\vartheta(G) = \max \{ \langle J, X \rangle : \text{Tr}(X) = 1, X_{ij} = 0 \ (\{i, j\} \in E), X \succeq 0 \},
\]
and \( \vartheta'(G) \) is obtained by adding the nonnegativity constraint \( X \succeq 0 \) to the above program. As is well-known we have
\[
(1.6) \quad \alpha(G) \leq \vartheta'(G) \leq \vartheta(G) \leq \chi(\overline{G}),
\]
where \( \chi(\overline{G}) \) denotes the coloring number of \( \overline{G} \) (the complementary graph of \( G \)), i.e., the smallest number of cliques of \( G \) needed to cover \( V \).

Hence one can find \( \alpha(G) \), after rounding, in \( (\alpha(G))^2 \) steps of the hierarchy \( \zeta^{(r)}(G) \) or \( \vartheta^{(r)}(G) \). It is known that the linear bound \( \zeta^{(r)}(G) \) is never exact: if \( G \) is not the complete graph, then \( \zeta^{(r)}(G) > \alpha(G) \) for all \( r \) [50]. On the other hand, de Klerk and Pasechnik [15] conjecture that rounding is not necessary for the semidefinite parameter \( \vartheta^{(r)}(G) \) and moreover that \( \alpha(G) \) steps suffice to reach convergence.

**Conjecture 1** (de Klerk and Pasechnik [15]). For any graph \( G \) we have
\[
\vartheta^{(\alpha(G)-1)}(G) = \alpha(G).
\]
In fact, it is not even known whether finite convergence holds at some step, so also the following weaker conjecture is still open in general.

**Conjecture 2.** For any graph \( G \) we have \( \vartheta^{(r)}(G) = \alpha(G) \) for some \( r \in \mathbb{N} \).

Let us call the smallest integer \( r \) for which \( \vartheta^{(r)}(G) = \alpha(G) \) the \( \vartheta \)-rank (or, simply, the rank) of \( G \), denoted as \( \vartheta \)-rank\( (G) \). In other words, \( \vartheta \)-rank\( (G) \) is the smallest integer \( r \) for which the matrix \( M_G := \alpha(G)(I + A_G) - J \) belongs to the cone \( \mathcal{K}_n^{(r)} \). Then Conjecture 2 asks whether the rank is finite for all graphs, while Conjecture 1 asks whether \( \vartheta \)-rank\( (G) \leq \alpha(G) - 1 \).

We recap some of the known results on these conjectures. In view of (1.6), if \( \alpha(G) = \chi(G) \), then \( \vartheta^{(0)}(G) = \alpha(G) \) and thus \( G \) has \( \vartheta \)-rank 0; this holds, e.g., for perfect graphs [31]. Every graph satisfying \( \vartheta(G) = \alpha(G) \) also has \( \vartheta \)-rank 0; this is the case, e.g., for the Petersen graph and, more generally, for Kneser graphs [30]. It is known that odd cycles, their complements, and odd wheels have \( \vartheta \)-rank 1 and thus satisfy Conjecture 1 [15, 50]. Conjecture 1 has been shown to hold for all graphs with \( \alpha(G) \leq 8 \) in [18] (see also [50] for the case \( \alpha(G) \leq 6 \)), but the general case is still wide open. Note that the conjectured bound \( \alpha(G) - 1 \) on \( \vartheta \)-rank\( (G) \) is tight. As a first example, the cycle \( C_5 \) has \( \alpha(C_5) = 2 \) and \( \vartheta \)-rank\( (C_5) = 1 \). As a second example, the complement of the icosahedron has \( \alpha(G) = 3 \) and \( \vartheta \)-rank\( (G) = 2 \); indeed, \( \vartheta \)-rank\( (G) \geq 2 \) as Conjecture 1 implies \( \vartheta^{(1)}(G) = 1 + \sqrt{5} > 3 \) [15], and \( \vartheta \)-rank\( (G) \leq 2 \) as Conjecture 1 holds when \( \alpha(G) = 3 \).

In this paper we want to further investigate the above conjectures.

**Links to other hierarchies of Lasserre type.** Our approach is to relate the bounds \( \vartheta^{(r)}(G) \) to other bounds that can be obtained by applying the Lasserre hierarchy to the polynomial optimization problem (M-S). For this consider the polynomials

\[
\varphi_G(x) = x^T(I + A_G)x \quad \text{and} \quad F_G(x) = \varphi_G(x^{\sigma^2}) = (x^{\sigma^2})^T(I + A_G)x^{\sigma^2}.
\]

That is, \( \varphi_G = p_M \) and \( F_G = P_M \) for the matrix \( M = I + A_G \) (recall (1.2)). Yet another reformulation of (M-S) is that \( \alpha(G) \) can also be obtained via polynomial optimization over the unit sphere:

\[\text{(M-S-Sphere)} \quad \frac{1}{\alpha(G)} = \min \left\{ F_G(x) : x \in \mathbb{R}^n, \sum_{i=1}^n x_i^2 = 1 \right\}.\]

Now one can obtain bounds on \( \alpha(G) \) by applying the sum-of-squares approach of Lasserre [24] to any of the two formulations (M-S) and (M-S-Sphere). First we recall some notation. Given polynomials \( g_0, g_1, \ldots, g_m \in \mathbb{R}[x] \) and \( r \in \mathbb{N} \), define the sets

\[\mathcal{M}(g_1, \ldots, g_m)_r = \left\{ \sum_{j=0}^m \sigma_j g_j : \sigma_j \in \Sigma, \deg(\sigma_j g_j) \leq 2r \right\},\]

\[\mathcal{T}(g_1, \ldots, g_m)_r = \mathcal{M} \left( \prod_{j \in J} g_j : J \subseteq [m] \right)_r,\]

known, respectively, as the quadratic module and the preordering generated by the \( g_j \)'s, truncated at degree \( 2r \). In addition, given polynomials \( h_1, \ldots, h_k \in \mathbb{R}[x] \), the set

\[\langle h_1, \ldots, h_k \rangle_r = \left\{ \sum_{i=1}^k u_i h_i : u_i \in \mathbb{R}[x], \deg(u_i h_i) \leq r \right\}.\]
is the ideal generated by the $h_i$’s, truncated at degree $r$. Throughout, $\mathbb{R}[x]_r$ denotes the set of polynomials with degree at most $r$, and we set $\Sigma_r = \Sigma \cap \mathbb{R}[x]_{2r}$, which consists of all polynomials of the form $\sum_i p_i^2$ for some $p_i \in \mathbb{R}[x]_r$. Corresponding to problems (M-S) and (M-S-Sphere) we now define the parameters

$$ f^{(r)}_G = \sup \left\{ \lambda : f_G - \lambda \in M(x_1, \ldots, x_n)_r + \left\{ 1 - \sum_{i=1}^n x_i^2 \right\}_{2r} \right\}, $$

$$ f^{(r)}_{G,po} = \sup \left\{ \lambda : f_G - \lambda \in T(x_1, \ldots, x_n)_r + \left\{ 1 - \sum_{i=1}^n x_i \right\}_{2r} \right\}, $$

$$ F^{(r)}_G = \sup \left\{ \lambda : F_G - \lambda \in \Sigma_r + \left\{ 1 - \sum_{i=1}^n x_i^2 \right\}_{2r} \right\}, $$

which clearly satisfy $1/\alpha(G) \geq f^{(r)}_{G,po} \geq f^{(r)}_G$, $1/\alpha(G) \geq F^{(r)}_G$, and $F^{(2r)}_G \geq f^{(r)}_G$ for any $r \in \mathbb{N}$. We will establish further links, also to the parameters $\vartheta^{(r)}(G)$. In particular, we show that the approach based on approximating the copositive cone by the cones $\mathcal{K}^{(2r)}_a$ (as in (1.5)) and the approach based on using the pre-ordering truncated at degree $r + 1$ (as in (1.11)) are equivalent: for any $r \geq 0$ we have

$$ \frac{1}{\alpha(G)} \geq \frac{1}{\vartheta^{(2r)}(G)} = F^{(2r+2)}_G = f^{(r+1)}_{G,po} \geq f^{(r+1)}_G. $$

We say that finite convergence holds for the parameter $f^{(r)}_G$ if $f^{(r)}_G = 1/\alpha(G)$ for some $r \in \mathbb{N}$, and analogously for the other parameters. Based on the inequalities (1.13) we see that finite convergence for the parameters $f^{(r)}_G$ implies finite convergence for the other parameters and thus, in particular, for $\vartheta^{(r)}(G)$, which would settle Conjecture 2.

**Role of critical edges.** Our first main result is showing finite convergence of the bounds $f^{(r)}_G$ for the class of acritical graphs. Recall that an edge $e$ of $G$ is said to be critical if $\alpha(G \setminus e) = \alpha(G) + 1$. The graph $G$ is called $\alpha$-critical (or, simply, critical) when all its edges are critical and acritical when $G$ does not have any critical edge. For example, odd cycles are $\alpha$-critical, while even cycles are acritical. Critical edges and critical graphs have been studied in the literature; see, e.g., [32]. It turns out that the notion of critical edges plays a central role in the study of the finite convergence of the above hierarchies of bounds.

On the one hand, it can be easily observed that deleting noncritical edges can only increase the $\vartheta$-rank. Indeed, if $\alpha(G \setminus e) = \alpha(G)$, then $M_G - M_{G\setminus e} = \alpha(G)(A_G - A_{G\setminus e})$ is entrywise nonnegative and thus belongs to $\mathcal{K}^{(0)} \subseteq \mathcal{K}^{(r)}$. Hence, $M_{G \setminus e} \in \mathcal{K}^{(r)}_a$ implies $M_G \in \mathcal{K}^{(r)}_a$, which shows $\vartheta$-rank$(G) \leq \vartheta$-rank$(G \setminus e)$. Hence, after iteratively deleting noncritical edges, we obtain a subgraph $H$ of $G$ which is critical with $\alpha(H) = \alpha(G)$ and satisfies $\vartheta$-rank$(G) \leq \vartheta$-rank$(H)$. As shown in Example 1.1 below this inequality can be strict. Therefore, finite convergence of the parameters $\vartheta^{(r)}(G)$ (or $f^{(r)}_{G,po}, F^{(r)}_G$) for the class of critical graphs implies the same property for general graphs. Summarizing, it would suffice to show Conjectures 1 and 2 for the class of critical graphs.

On the other hand, we can show finite convergence of the parameters $f^{(r)}_G$ for the class of acritical graphs, and thus Conjecture 2 holds for acritical graphs (see Corollary 5.2).
It turns out that critical edges also play a crucial role in the analysis of the graphs with $\vartheta$-rank 0. In the follow-up work [29] we can indeed characterize the critical graphs with $\vartheta$-rank 0, namely, as those that can be covered by $\alpha(G)$ cliques, i.e., such that $\alpha(G) = \chi(G)$. In addition, in [29] we show that the problem of deciding whether a graph has $\vartheta$-rank 0 can be algorithmically reduced to the same question restricted to the class of acritical graphs.

Example 1.1. Consider the graph $G$ in Figure 1, obtained by adding one pendant node to the cycle $C_5$. Then, $\alpha(G) = 3 = \chi(G)$, and thus $\vartheta$-rank$(G) = 0$. Note that $G$ has two critical subgraphs $H_1$ and $H_2$ with $\alpha(H_1) = \alpha(H_2) = 3$, shown in Figure 1: $H_1$ is $C_5$ with an isolated node, which has $\vartheta$-rank($H_1$) = 1 (see, e.g., [15]), while $H_2$ consists of three independent edges with $\vartheta$-rank($H_2$) = 0 (since $\alpha(H_2) = \chi(H_2) = 3$).

Number of global minimizers and finite convergence. A main reason why critical edges play a role in the study of finite convergence comes from the fact that problem (M-S) has infinitely many global minimizers when $G$ has critical edges. Indeed, next to the global minimizers arising from the maximum stable sets (of the form $\chi^S/\alpha(G)$ with $S$ stable of size $\alpha(G)$), also some special convex combinations of them are global minimizers when $G$ has critical edges (see Corollary 4.4). Note that the existence of spurious minimizers (i.e., not directly arising from maximum stable sets) is well-known; see, e.g., [6, 42]. Our approach to prove finite convergence of the bounds $f_G^{(r)}$ is to apply a result by Nie [38] (itself based on the so-called boundary Hessian condition of Marshall [34]), which requires us to check whether the classical sufficient optimality conditions hold at all global minimizers of (M-S). These conditions imply in particular that the problem must have finitely many minimizers, which explains why we can only apply it to acritical graphs.

There is a well-known easy remedy to force having finitely many minimizers, simply by perturbing the Motzkin–Straus formulation (M-S). Indeed, if we replace the adjacency matrix $A_G$ by $(1+\epsilon)A_G$ for any $\epsilon > 0$, then the corresponding quadratic program still has optimal value $1/\alpha(G)$, but now the only global minimizers are those arising from the maximum stable sets. To get this property it would in fact suffice to perturb the adjacency matrix at the positions corresponding to the critical edges of $G$. For the hierarchies of parameters obtained via this perturbed formulation we can show the finite convergence property; see Theorem 5.1 (which applies to the general setting of weighted graphs as discussed below). However, since we do not know a bound on the order of convergence, which does not depend on $\epsilon$, it remains unclear how this can be used to derive the finite convergence of the original (unperturbed) parameters.

Nevertheless, as a byproduct of our analysis of the minimizers of the (perturbed) Motzkin–Straus formulation, we can show NP-hardness of the problem of deciding whether a standard quadratic optimization problem has finitely many global
minimizers. The key idea is to reduce it to the problem of testing critical edges which is itself NP-hard; see section 6.

**Extension to the weighted stable set problem.** Our results extend to the general setting of weighted graphs \((G, w)\), where \(w \in \mathbb{R}^V\) is a positive node weight vector, i.e., with \(w_i > 0\) for all \(i \in V\). Then \(\alpha(G, w)\) denotes the maximum weight \(w(S) = \sum_{i \in S} w_i\) of a stable set \(S\) in \(G\), with \(\alpha(G, e) = \alpha(G)\) for the all-ones weight vector \(w = e = (1, \ldots, 1)\). The following analogue of Motzkin–Straus formulation has been shown in \([16]\):

\[
(M\text{-}S\text{-weighted}) \quad \frac{1}{\alpha(G, w)} = \min \{ p_B(x) = x^T B x : x \in \Delta_n \},
\]

where the matrix \(B\) is of the form \(B = B_w + A\), with \((B_w)_{ii} = 1/w_i\), \(A_{ii} = 0\) \((i \in V)\), \((B_w)_{ij} = (1/w_i + 1/w_j)/2\), \(A_{ij} \geq 0\) \((\{i, j\} \in E)\), and \((B_w)_{ij} = A_{ij} = 0\) \((\{i, j\} \notin E)\). In the case \(w = e\) we have \(B_e = I + A_G\); hence, if we select \(A = 0\), then we find the original Motzkin–Straus program (M-S), and if we select \(A = \epsilon A_G\), then we find the perturbed Motzkin–Straus formulation mentioned in the previous paragraph. There is a natural weighted analogue of critical edges: call an edge \(\{i, j\}\) \(w\)-critical in \(G\) if there exists \(R \subseteq V\) such that both \(R \cup \{i\}\) and \(R \cup \{j\}\) are stable sets with \(\alpha(G, w) = w(R \cup \{i\}) = w(R \cup \{j\})\). Then, program (M-S-weighted) has finitely many minimizers if and only if \(A_{ij} > 0\) for all edges \(\{i, j\} \in E\) that are \(w\)-critical, and, in that case, the sufficient optimality conditions hold at all minimizers (see Proposition 4.5). In addition, in that case, we can show the finite convergence of the semidefinite bounds \(\vartheta^{(r)}(G, w)\) (the weighted analogues of \(\vartheta^{(r)}(G)\)) to \(\alpha(G, w)\) when \(G\) has no \(w\)-critical edge (see section 5).

**Links to related literature.** Given a graph \(G\) define the polynomial \(Q_G(x) = \langle x^{o_2}\rangle^T (\alpha(G)(I + A_G) - J) x^{o_2}\), which is an even form (i.e., a homogeneous polynomial with all variables appearing with an even degree) with degree 4. As \(Q_G\) is nonnegative on \(\mathbb{R}^n\), by Artin’s theorem, it can be written as a sum of squares of rational functions: \(Q_G = \sum_{i=1}^m p_i^2/h^2\) for some \(p_i, h \in \mathbb{R}[x]\). Then, what Conjecture 2 claims is that the denominator \(h^2\) can be chosen to be of the form \((\sum_i x_i^2)^r\) for some \(r \in \mathbb{N}\). Note that if \(Q_G\) were strictly positive (i.e., vanish only at the origin), then this claim would follow from a result of Pólya [43] (see also Reznick [45]). However, the polynomial \(Q_G\) is not strictly positive, since any global minimizer of problem (M-S) provides a nonzero root of \(Q_G\) lying in \(\Delta_n\). On the positive side, in [12] it is shown that Pólya’s result still holds for some nonnegative even forms \(Q\) with zeros (assuming, among others, that they are located at the corners of the simplex). In addition, Scheiderer [47] shows that if \(Q\) is an arbitrary form in three variables that is nonnegative on \(\mathbb{R}^3\), then it is indeed true that \((\sum_i x_i^2)^r Q \in \Sigma\) for some \(r \in \mathbb{N}\). On the negative side, for any \(n \geq 4\), there are examples of \(n\)-variate nonnegative polynomials \(Q\) for which \((\sum_i x_i^2)^r Q \notin \Sigma\) for all \(r \in \mathbb{N}\); such \(Q\) can be chosen to be an even form of degree 4 for \(n \geq 6\) (see [29]). So Conjecture 2 claims a rather remarkable property for the class of forms \(Q_G\) (and Conjecture 1 claims an even stronger property). In this paper we will show that Conjecture 2 holds when the graph \(G\) is acritical, which corresponds to the case when the polynomial \(Q_G\) has finitely many zeros in the simplex \(\Delta_n\). We will in fact show this property for a larger class of degree 4 even forms (see section 5).

Our approach relies on considering the Lasserre hierarchy (1.10) for problem (M-S) and using the fact that its finite convergence implies finite convergence of the hierarchy \(\vartheta^{(r)}(G)\) (in view of (1.13)). The goal is thus to show finite convergence of Lasserre hierarchy (1.10) or, equivalently, that the polynomial \(f_G - 1/\alpha(G) =\)
The question of identifying sufficient conditions for finite convergence of Lasserre hierarchy applied to a polynomial optimization problem has been much studied in the literature; see, in particular, the works by Scheiderer [46, 47], Marshall [34, 35, 36], Kriel and Schweighofer [22, 23], and Nie [38] and references therein. Assume \( f \) is a polynomial nonnegative on a basic closed semialgebraic set \( K \) defined by polynomial (in)equalities, whose associated quadratic module \( \mathcal{M} \) is Archimedean. Marshall [36, Theorem 1.3] gives a set of algebraic conditions on the zeros of the polynomial \( f \) in the set \( K \), known as the boundary Hessian condition (BHC), that ensures that \( f \) belongs to the quadratic module \( \mathcal{M} \). Nie [38] shows that the BHC holds if the natural sufficient optimality conditions hold at all the global minimizers of \( f \) over \( K \) and thus Lasserre hierarchy has finite convergence (see Theorem 2.3 below). This result is also used in the recent work [4] to investigate finite convergence (and exactness) of the dual moment hierarchy. Note that a restriction to the application of these results is that these optimality conditions (and the BHC) can hold only when the number of global minimizers is finite. Since these conditions depend on the optimization problem, one faces the same issues also when using the (richer) preordering instead of the quadratic module. We make this remark in view of the equivalent reformulation of the parameters \( \varrho^{(r)}(G) \) in terms of the preordering-based hierarchy \( f_{G,po}^{(r)} \) mentioned in (1.13). Let us also mention that while the result in [36] does not come with a degree bound for the order of the relaxation where finite convergence takes place, such a degree bound is given in [22]. However, the results in [22] require (among others) the additional restriction that the finitely many global minimizers should all lie in the interior of the set \( K \), which is not the case for problem (M-S) nor for its perturbations introduced in the paper. Finally, there are other results that show finite convergence of the Lasserre hierarchy, for instance, under some convexity assumptions (see [13, 26]), or when the semialgebraic set \( K \) is finite (see Nie [39]), or when the description of the set \( K \) is enriched with various additional polynomial constraints (e.g., arising from KKT conditions) (see, e.g., [19, 40] and further references therein).

There is also interest in the literature in understanding when the first level of Lasserre hierarchy (also known as the Shor relaxation or the basic semidefinite relaxation) is exact when applied to quadratic optimization problems (see, e.g., the recent papers [11, 51] and further references therein). For standard quadratic programs, where one wants to minimize a quadratic form \( p_M(x) = x^T M x \) over \( \Delta_n \), we characterize the set of matrices \( M \) for which the first level relaxation is exact. Moreover, we show that this holds precisely when the first level relaxation is feasible (see Lemma 3.1). In the special case of problem (M-S), when \( M = I + A_G \), the first level relaxation gives the parameter \( f_G^{(1)} \), which will be shown to be exact (i.e., equal to \( 1/\alpha(G) \)) precisely when the graph \( G \) is a disjoint union of cliques (see Lemma 3.13). One can also use the preordering instead of the quadratic module and ask when the corresponding first level relaxation is exact. For problem (M-S) this amounts to asking when \( f_{G,po}^{(1)} = 1/\alpha(G) \) or, equivalently (in view of (1.13)), when \( \varrho^{(0)}(G) = \alpha(G) \). Characterizing these graphs seems difficult in general, but, when restricting to critical graphs, \( \varrho^{(0)}(G) = \alpha(G) \) if and only if \( G \) can be covered by \( \alpha(G) \) cliques (see [29]). This question is considered in [17] for a general standard quadratic program, asking to find the minimum value \( p_{\min} \) of \( p_M(x) = x^T M x \) over \( \Delta_n \). An algebraic characterization is given there of the matrices \( M \) for which equality \( p_{\min} = \Theta^{(0)}_M \) holds, where \( \Theta^{(0)}_M \) is the analogue of \( \varrho^{(0)}(\cdot) \) as defined in (3.9), together with some concrete classes of matrices achieving this equality.
Finally, let us point out that the hierarchies considered in this paper are all based on continuous formulations of the stability number. Alternatively, one can formulate $\alpha(G)$ as the maximum value of $\sum_{i \in V} x_i$ taken over all $x$ in the discrete cube $\{0, 1\}^n$ that satisfy the edge constraints $x_i + x_j \leq 1$ for all $\{i, j\} \in E$. One can model the binary variables by the quadratic constraints $x_i^2 = x_i$ ($i \in [n]$) and apply the Lasserre–Parrilo approach, which provides a hierarchy of bounds, known to converge to $\alpha(G)$ in finitely many steps, in fact in $\alpha(G)$ steps $[25, 27]$. When adding suitable nonnegativity conditions one gets the parameters $\text{las}_r(G)$ that satisfy $\alpha(G) \leq \text{las}_r(G) \leq \vartheta^{(r-1)}(G)$ for any $r \geq 1$ and $\text{las}_1(G) = \vartheta^{(0)}(G)$ $[18]$. Hence, what Conjecture 1 claims is that the continuous copositive-based hierarchy $\vartheta^{(r)}(G)$ has the same finite convergence behavior as the discrete formulation-based Lasserre hierarchy. As observed above this question is also relevant to several other interesting aspects of real algebraic geometry.

**Organization of the paper.** The paper is organized as follows. In section 2, we recall the classical optimality conditions in nonlinear programming and their use to show finite convergence of the Lasserre hierarchy for polynomial optimization. In section 3 we link several sum-of-squares approximation hierarchies for standard quadratic programs, and we discuss some questions about the feasibility and exactness of these relaxations and their application to the Motzkin–Straus formulation (M-S). Section 4 is focused on the study of the minimizers of problem (M-S), where, in particular, we prove that (M-S) has finitely many minimizers precisely when the graph is acritical. We in fact prove these results in the general setting of weighted graphs $(G, w)$ and show that the number of global minimizers of the program (M-S-weighted) is finite precisely when there are no $w$-critical edges in $G$. In section 5 we apply the previous results to show finite convergence of the semidefinite hierarchy $\vartheta^{(r)}(G)$ when $G$ is acritical or, more generally, of the hierarchy $\vartheta^{(r)}(G, w)$ to $\alpha(G, w)$ when $G$ has no $w$-critical edge. In addition, we consider perturbed hierarchies for the (weighted) stability number, and we give some facts and open questions about them. In section 6, we investigate the complexity of the problem of deciding whether a standard quadratic program has finitely many minimizers.

**Notation.** Notation about polynomials will be given in section 2, but here we group some notation about graphs and matrices that is used throughout the paper. Given a graph $G = (V = [n], E)$, a set $S \subseteq V$ is stable if it does not contain an edge, and $\alpha(G)$ is the maximum cardinality of a stable set. A set $C \subseteq V$ is a clique if any two distinct vertices in $C$ are adjacent, and $\chi(G)$ denotes the minimum number of cliques whose union is $V$. For a set $S \subseteq V$ and a vertex $j \in V \setminus S$, we let $N_S(j) = \{i \in S : \{i, j\} \in E\}$ denote the set of vertices $i \in S$ that are adjacent to $j$. An edge $e \in E$ is critical if $\alpha(G \setminus e) = \alpha(G) + 1$, $G$ is called critical if all its edges are critical, and $G$ is called acritical if none of its edges is critical. Observe that $G$ is acritical precisely when $|N_S(j)| \geq 2$ for every stable set $S$ with $|S| = \alpha(G)$ and every $j \in V \setminus S$. For a subset $U \subseteq V$, $G[U]$ denotes the induced subgraph with vertex set $U$ and edges the pairs $\{i, j\} \in E$ that are contained in $U$. For a vector $x \in \mathbb{R}^n$ we let $\text{Supp}(x) = \{i \in [n] : x_i \neq 0\}$ denote the support of $x$. In addition, $e = (1, \ldots, 1)^T$ denotes the all-ones vector, $\{e_1, \ldots, e_n\}$ denotes the standard unit basis of $\mathbb{R}^n$, $I \in S^n$ denotes the identity matrix, and $J = ee^T \in S^n$ the all-ones matrix. We also use the symbols $J_n$ and $J_{n,m}$ to denote the all-ones matrix of size $n \times n$ and $n \times m$, respectively.

**2. Preliminaries on polynomial optimization.** Given polynomials $f, g_j$ for $j \in [m]$ and $h_i$ for $i \in [k]$, consider the polynomial optimization problem:

(P) $f_{\text{min}} = \inf \{f(x) : g_j(x) \geq 0 \ (j \in [m]), h_i(x) = 0 \ (i \in [k])\} = \inf \{f(x) : x \in K\},$
setting $K = \{ x \in \mathbb{R}^n : g_j(x) \geq 0 \ (j \in [m]), h_i(x) = 0 \ (i \in [k]) \}$. A well-known approach for solving problem (P) is the Lasserre–Parrilo approach, which is based on using positivity certificates arising from suitable sums of squares representations for polynomials that are nonnegative over the feasible set $K$. Such positivity certificates arise by considering the (truncated) quadratic module, preorder, and ideal introduced in relations (1.7), (1.8), and (1.9). Set $g = (g_1, \ldots, g_m)$ and $h = (h_1, \ldots, h_k)$ for a short-hand, and $\mathcal{M}(g) = \bigcup_{r \geq 0} \mathcal{M}(g)_r$, $\langle h \rangle = \bigcup_{r \geq 0} \langle h \rangle_r$. Then $\mathcal{M}(g) + \langle h \rangle$ is said to be Archimedean if the polynomial $R^2 - \sum_{i=1}^n x_i^2$ belongs to $\mathcal{M}(g) + \langle h \rangle$ for some $R \in \mathbb{R}$. Note this implies that $K$ is compact. The following results by Schmüdgen [48] and Putinar [44] play a central role in polynomial optimization.

**Theorem 2.1.** Assume the feasible region $K$ of (P) is compact. Then any polynomial that is strictly positive on $K$ belongs to $\mathcal{T}(g) + \langle h \rangle$ (Schmüdgen [48]). If in addition $\mathcal{M}(g) + \langle h \rangle$ is Archimedean, then any polynomial that is strictly positive on $K$ belongs to $\mathcal{M}(g) + \langle h \rangle$ (Putinar [44]).

Using the truncated quadratic module and preorder leads to the parameters

\begin{align}
(2.1) && f^{(r)} := & \sup \{ \lambda : f - \lambda \in \mathcal{M}(g)_r + \langle h \rangle_{2r} \}, \\
(2.2) && f^{(r)}_{po} := & \sup \{ \lambda : f - \lambda \in \mathcal{T}(g)_r + \langle h \rangle_{2r} \},
\end{align}

to which we will refer as the Lasserre hierarchy (or the sum-of-squares hierarchy), sometimes adding the adjective “preordering-based” when referring to $f^{(r)}_{po}$. Clearly we have $f^{(r)} \leq f^{(r)}_{po} \leq f^{(r)}_{\min}$, $f^{(r)} \leq f^{(r+1)}_{\min}$, and $f^{(r)}_{po} \leq f^{(r+1)}_{po}$ for all $r$. As a direct application of Theorem 2.1, the parameters $f^{(r)}_{po}$ converge asymptotically to $f^{(r)}_{\min}$ when $K$ is compact, while the (possibly weaker) parameters $f^{(r)}$ also converge asymptotically to $f^{(r)}_{\min}$ under the Archimedean condition. We are interested in problems for which the Lasserre hierarchy has finite convergence. We say the parameters $f^{(r)}$ have finite convergence if $f^{(r)} = f^{(r)}_{\min}$ for some $r \in \mathbb{N}$; analogously for the parameters $f^{(r)}_{po}$.

In order to prove finite convergence of the Lasserre hierarchy for some special classes of polynomial optimization problems, we will use a result of Nie [38], which relies on the optimality conditions for nonlinear optimization. So we start with a quick recap on these optimality conditions, which we state here for problem (P) though they hold in a more general setting (see, e.g., [5]).

Let $u$ be a local minimizer of problem (P), and let $J(u) = \{ j \in [m] : g_j(u) = 0 \}$ be the index set of the active inequality constraints at $u$. We say that the constraint qualification condition (CQC) holds at $u$ if the gradients of the active constraints at $u$ are linearly independent:

(CQC)

The vectors in $\{ \nabla g_j(u) : j \in J(u) \} \cup \{ \nabla h_i(u) : i \in [k] \}$ are linearly independent.

If (CQC) holds at $u$, then there exist Lagrange multipliers $\lambda_1, \ldots, \lambda_k, \mu_1, \ldots, \mu_m \in \mathbb{R}$ satisfying

(FOOC)

$\nabla f(u) = \sum_{i=1}^k \lambda_i \nabla h_i(u) + \sum_{j=1}^m \mu_j \nabla g_j(u),$

(CC)

$\mu_1 g_1(u) = 0, \ldots, \mu_m g_m(u) = 0, \mu_1 \geq 0, \ldots, \mu_m \geq 0.$
The condition (FOOC) is known as the first order optimality condition and (CC) as the complementarity condition. If it holds that
\[(\text{SCC}) \quad \mu_j > 0 \text{ for every } j \in J(u), \quad \mu_j = 0 \text{ for } j \in [m] \setminus J(u),\]
then we say that the strict complementarity condition (SCC) holds at $u$. Define the Lagrangian function
\[L(x) = f(x) - \sum_{i=1}^{k} \lambda_i h_i(x) - \sum_{j \in J(u)} \mu_j g_j(x).\]

Another necessary condition for $u$ to be a local minimizer is the second order necessity condition (SONC):
\[(\text{SONC}) \quad v^T \nabla^2 L(u)v \geq 0 \text{ for all } v \in G(u)^\perp,\]
where $G(u)$ is the matrix with rows the gradients of the active constraints at $u$ and $G(u)^\perp$ is its kernel:
\[G(u)^\perp = \{ x \in \mathbb{R}^n : x^T \nabla g_j(u) = 0 \text{ for all } j \in J(u) \text{ and } x^T \nabla h_i(u) = 0 \text{ for all } i \in [k] \}.\]
If it holds that
\[(\text{SOSC}) \quad v^T \nabla^2 L(u)v > 0 \text{ for all } 0 \neq v \in G(u)^\perp,\]
then we say that the second order sufficiency condition (SOSC) holds at $u$. The relations between these optimality conditions and the local minimizers are summarized in the following classical result.

**Theorem 2.2** (see, e.g., [5]). Let $u$ be a feasible solution of problem (P).

(i) Assume $u$ is a local minimizer of (P) and (CQC) holds at $u$. Then the conditions (FOOC), (CC), and (SONC) hold at $u$.

(ii) Assume that (FOOC), (SCC), and (SOSC) hold at $u$. Then $u$ is a strict local minimizer of (P).

The relation between the optimality conditions for problem (P) and finite convergence of the parameters $f^{(r)}$ is given by the following result of Nie [38].

**Theorem 2.3** (see Nie [38]). Consider problem (P) and the parameters $f^{(r)}$ from (2.1). Assume that the Archimedean condition holds, i.e., $R^2 - \sum_{i=1}^{n} x_i^2 \in \mathcal{M}(g) + \langle h \rangle$ for some $R \in \mathbb{R}$, and that the constraint qualification (CQC), strict complementarity (SCC), and second order sufficiency (SOSC) conditions hold at every global minimizer of (P). Then Lasserre’s hierarchy $f^{(r)}$ has finite convergence, i.e., we have $f^{(r)} = f_{\text{min}}$ for some $r \in \mathbb{N}$.

Note that, under the assumptions of Theorem 2.3, all global minimizers of (P) are strict minimizers (by Theorem 2.2(ii)), and thus (P) has finitely many global minimizers. (For if not, there exists a sequence $(x_i)_i \subseteq K$, where all $x_i$ are global minimizers of $f$ over $K$. Under the Archimedean condition $K$ is compact, and thus this sequence has an accumulation point $x^* \in K$. Then $x^*$ is also a global minimizer, but it is not a strict minimizer, yielding a contradiction.)

3. **Links between the various hierarchies.** In this section we prove relation (1.13), which establishes links between the various hierarchies of bounds $\vartheta^{(r)}(G)$, $f_G^{(r)}$, $f_{G,\text{po}}^{(r)}$, and $F_G^{(r)}$ from relations (1.5), (1.10), (1.11), and (1.12). We start with establishing these links in the more general setting of standard quadratic programs.
3.1. Links between the hierarchies for standard quadratic programs.

Given a symmetric matrix $M \in S^n$, recall the polynomials $p_M(x) = x^TMx$ and $P_M(x) = p_M(x^2)$ from (1.2). We consider the following standard quadratic optimization problem:

$$p_{\text{min}} = \min \left\{ p_M(x) : x \in \Delta_n \right\},$$

which can be equivalently reformulated as optimization over the unit sphere:

$$p_{\text{min}} = \min \left\{ P_M(x) : x \in \mathbb{R}^n, \sum_{i=1}^n x_i^2 = 1 \right\}.
$$

In analogy to definitions (1.10), (1.11), and (1.12) we can define the corresponding sum-of-squares hierarchies for both problems (3.1) and (3.2) and the preordering-based hierarchy for the simplex formulation (3.1), leading to the parameters

$$p_M^{(r)} = \max \left\{ \lambda : p_M - \lambda \in \mathcal{M}(x_1, x_2, \ldots, x_n)_r + \sum_{i=1}^n x_i - 1 \right\}^{2r},$$

$$p_{M,po}^{(r)} = \max \left\{ \lambda : p_M - \lambda \in \mathcal{T}(x_1, x_2, \ldots, x_n)_r + \sum_{i=1}^n x_i - 1 \right\}^{2r},$$

$$P_M^{(r)} = \max \left\{ \lambda : P_M - \lambda \in \Sigma_r + \sum_{i=1}^n x_i^2 - 1 \right\}^{2r}$$

for any integer $r \geq 1$. Observe that we are in the Archimedean setting and that the above programs are feasible for any $r \geq 2$. To see this one can use the following identities: for any $i \in [n],

$$1 - x_i = 1 - \sum_{k=1}^n x_k + \sum_{k \in [n] \setminus \{i\}} x_k, \quad 1 - x_i^2 = \frac{(1 + x_i)^2}{2} - (1 - x_i) + \frac{(1 - x_i)^2}{2} - (1 + x_i).$$

This implies $n - \sum_i x_i^2 \in \mathcal{M}(x_1, \ldots, x_n)^2 + (\sum_i x_i) \lambda, \lambda = 0$ and the programs defining $p_M^{(1)} = P_M^{(1)}, p_M^{(2)}$ are feasible. Otherwise, $\mu := \lambda_{\min}(M) < 0$ and $p_M(x) - n\mu = x^T(M - \mu I)x - \mu (n - \sum_i x_i^2)$, which shows feasibility of the programs defining $p_M^{(r)} = P_M^{(r)}$ for $r \geq 2$. In addition note that $P_M^{(1)} = \text{finite}$ when $M$ is entrywise nonnegative. Observe also that the optimum is attained in the above programs since the search region for $p - \lambda$ is a closed set (see [33]).

Now, we characterize the set of matrices $M$ for which the program (3.3) is feasible at order $r = 1$. Moreover, we prove that in that case the program is exact, i.e.,

$$p_M^{(1)} = p_{\text{min}}.$$

**Lemma 3.1.** Given a symmetric matrix $M \in S^n$, the following assertions are equivalent.

(i) The program (3.3) is feasible for $r = 1$, i.e., $p_M^{(1)}$ is finite.

(ii) There exist $\lambda \in \mathbb{R}$ and $a \in \mathbb{R}_+^n$ such that $M - \lambda J - (ae^T + ea^T)/2 \succeq 0$.

(iii) $p_M^{(1)} = p_{\text{min}}$. 
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Then there exists \( v(x) \in \mathbb{R}[x] \) such that

\[
x^T M x - \lambda (e^T x)^2 = x^T Q x + (a^T x)(e^T x) + (e^T x - 1)v(x).
\]

Indeed, we can select \( v(x) = u(x) - \lambda (1 + e^T x) \), which follows from

\[
x^T M x - \lambda (e^T x)^2 = x^T M x - \lambda + \lambda (1 - (e^T x)^2)
= x^T Q x + a^T x + (e^T x - 1)(u(x) - \lambda (1 + e^T x)).
\]

Hence the quadratic polynomial \( x^T (M - \lambda J - Q - (ae^T + ea^T)/2)x \) vanishes on \( \{x : e^T x = 1\} \) and thus on \( \mathbb{R}^n \), which implies \( M - \lambda J - Q - (ae^T + ea^T)/2 = 0 \), and thus (ii) holds. The argument can be clearly reversed, which shows the equivalence (i) and (ii).

As (iii) implies (i) it suffices now to show (ii) \( \iff \) (iii). By the above argument, if (ii) holds, then we have

\[
(3.6) \quad p_M^{(1)} = \sup \{ \langle \lambda, a \rangle : \lambda \in \mathbb{R}, a \in \mathbb{R}_+^n, \ M - \lambda J - (ae^T + ea^T)/2 \succeq 0 \}.
\]

Define the matrices \( A_i = (e_i e^T + e e^T)/2 \) for \( i \in [n] \). Then the dual program of (3.6) reads

\[
(3.7) \quad \inf \{ \langle M, X \rangle : \langle J, X \rangle = 1, \langle A_i, X \rangle \geq 0 \ (i \in [n]), \ X \succeq 0 \}.
\]

As program (3.7) is strictly feasible and bounded from below by \( p_M^{(1)} \), strong duality holds, and the optimum value of (3.7) is equal to \( p_M^{(1)} \). We now show that \( p_{\min} \leq p_M^{(1)} \).

For this let \( X \) be feasible for (3.7), and define the vector \( x = X e \). Then \( x \in \Delta_n \) since \( x_i = \langle A_i, X \rangle \geq 0 \) for all \( i \in [n] \), and \( e^T x = \langle J, X \rangle = 1 \), which implies \( x^T M x \geq p_{\min} \).

In addition, we have \( X - xx^T \succeq 0 \), which follows from the fact that

\[
\begin{pmatrix}
1 \\
x \\
x^T \end{pmatrix} \succeq 0
\]

(as \( X \succeq 0 \), \( x = X e \), and \( e^T X e = 1 \)). Consider also a feasible solution \( \langle \lambda, a \rangle \) to (3.6) so that \( M - \lambda J - \sum_{i=1}^n a_i A_i \succeq 0 \). Then we have

\[
\langle M - \lambda J - \sum_i a_i A_i, X - xx^T \rangle \geq 0
\]

which, combined with \( \langle J, X - xx^T \rangle = 0 \) and \( \langle A_i, X - xx^T \rangle = 0 \) for all \( i \in [n] \), implies that \( \langle M, X \rangle \geq x^T M x \geq p_{\min} \) and thus \( p_M^{(1)} \geq p_{\min} \), as desired. \( \square \)

Here is an immediate consequence of the reformulation of the parameter \( p_M^{(1)} \) given in (3.6), which we will need later.

**Lemma 3.2.** Assume that the program (3.6) defining \( p_M^{(1)} \) is feasible, i.e., \( M = \lambda J + Q + (ae^T + ea^T)/2 \) for some \( \lambda \in \mathbb{R}, \ Q \succeq 0 \), and \( a \in \mathbb{R}_+^n \). Then, for any \( i \neq j \in [n] \), we have \( M_{ii} + M_{jj} - 2M_{ij} = Q_{ii} + Q_{jj} - 2Q_{ij} \geq 0 \). In addition, if \( M_{ii} + M_{jj} - 2M_{ij} = 0 \), then \( Q(e_i - e_j) = 0 \).

**Proof.** The proof follows by direct verification. \( \square \)
Alternatively, following [8, 15], problem (3.1) can be reformulated as a copositive program:

\begin{equation}
\left(3.8\right) \quad p_{\min} = \max \left\{ \lambda : M - \lambda J \in \text{COP}_n \right\}.
\end{equation}

By replacing the cone COP\(_n\) by its subcone \(\mathcal{K}^{(r)}_n\) we now obtain the following lower bound for \(p_{\min}\):

\begin{equation}
\left(3.9\right) \quad \Theta^{(r)}_M := \max \left\{ \lambda : M - \lambda J \in \mathcal{K}^{(r)}_n \right\}
\end{equation}

for any integer \(r \geq 0\). Note that \(\lambda = \min_{i,j} M_{ij}\) provides a feasible solution for (3.9) since then \(M - \lambda J\) belongs to \(\mathcal{K}^{(0)}_n\). We begin with the following easy relationships among the above parameters.

**Lemma 3.3.** For all \(r \geq 1\) we have \(\max\{\Theta^{(r)}_M, P^{(r)}_{M,po}, P^{(r)}_M, \Theta^{(r)}_M\} \leq p_{\min}\) and \(P^{(r)}_M \leq \min\{P^{(2r)}_M, P^{(r)}_{M,po}\}\).

**Proof.** That all parameters are lower bounds for \(p_{\min}\) follows from their definition, the inequality \(p^{(r)}_M \leq P^{(r)}_{M,po}\) follows from the inclusion \(\mathcal{M}(x_1, \ldots, x_n) \subseteq T(x_1, \ldots, x_n)\), and, for the inequality \(P^{(r)}_M \leq P^{(2r)}_M\), note that \(p_M - \lambda \in \mathcal{M}(x_1, \ldots, x_n)\) implies \(P_M - \lambda \in \Sigma_{2r} + (1 - \sum_i x_i^2)4r\).

Following [14] we can now relate the bounds in (3.5) and (3.9). For this we use the following result from [14] (see Proposition 2 and Lemma 1 there).

**Theorem 3.4** (see de Klerk, Laurent, and Parrilo [14]). Let \(q\) be a form of even degree \(2d \geq 2\). For any \(r \in \mathbb{N}\) we have

\[q(x) \left( \sum_{i=1}^{n} x_i^2 \right)^r \in \Sigma_{r+d} \iff q \in \Sigma_{r+d} + \left(1 - \sum_{i=1}^{n} x_i^2\right)^{2(r+d)}\].

**Lemma 3.5.** For any \(M \in S^n\) and \(r \geq 0\), we have \(\Theta^{(r)}_M = P^{(r+2)}_M\).

**Proof.** By definition, \(\Theta^{(r)}_M\) is the largest \(\lambda\) for which the matrix \(M - \lambda J\) belongs to the cone \(\mathcal{K}^{(r)}_n\) or, equivalently, the polynomial \((\sum_i x_i^2)^r (P_M(x) - \lambda (\sum_i x_i^2)^2)\) belongs to \(\Sigma_{r+2}\). In view of Theorem 3.4 this is equivalent to requiring that \(P_M - \lambda (\sum_i x_i^2)^2\) belongs to \(\Sigma_{r+2} + (1 - \sum_i x_i^2)^{2(r+2)}\). Now observe that

\begin{equation}
\left(3.10\right) \quad P_M(x) - \lambda = P_M(x) - \lambda \left( \sum_i x_i^2 \right)^2 + \lambda \left( \left( \sum_i x_i^2 \right)^2 - 1 \right),
\end{equation}

where \((\sum_i x_i^2)^2 - 1 = (\sum_i x_i^2 - 1)(\sum_i x_i^2 + 1) \in (1 - \sum_i x_i^2)^{2(r+2)}\). From this we obtain the desired identity \(\Theta^{(r)}_M = P^{(r+2)}_M\). \(\square\)

Next we relate the preordering-based bound \(p^{(r)}_{M,po}\) (for the simplex formulation) and the Lasserre bound \(P^{(r)}_M\) (for the sphere formulation). For this we use the following result of [53].
THEOREM 3.6 (Zuluaga, Vera, and Peña [53]). Let \( q \) be a homogeneous polynomial of degree \( d \), and define the polynomial \( Q(x) = q(x^{o2}) \). Then, \( Q \in \Sigma_d \) if and only if \( q \) can be decomposed as

\[
q(x) = \sum_{R \subseteq [n]} \sigma_R(x) \prod_{i \in R} x_i,
\]

where \( \sigma_R \) is a homogeneous polynomial with degree at most \( d - |R| \) and \( \sigma_R \in \Sigma \).

As an application we recall the characterization for the cone \( \mathcal{K}^{(0)}_n \), consisting of the matrices \( M \) for which the polynomial \( P_M(x) = (x^{o2})^T M x^{o2} \) is a sum of squares.

PROPOSITION 3.7 (Parrilo [41]). A matrix \( M \) belongs to \( \mathcal{K}^{(0)}_n \) if and only if there exist matrices \( P \succeq 0 \) and \( N \succeq 0 \) such that \( M = P + N \), where we may assume without loss of generality that \( N_{ii} = 0 \) for all \( i \in [n] \).

LEMMA 3.8. For any \( M \in \mathcal{S}^n \) and \( r \geq 0 \), we have \( p^{(r)}_{M,po} = P^{(2r)}_M \).

Proof. First, assume \( \lambda \) is feasible for \( p^{(r)}_{M,po} \), i.e.,

\[
p_M(x) - \lambda = \sum_{R \subseteq [n]} \sigma_R(x) \prod_{i \in R} x_i + u(x) \left( 1 - \sum_{i=1}^{n} x_i \right),
\]

where \( \sigma_R \in \Sigma \) is a form of degree at most \( 2r - |R| \) and \( \deg(u) \leq 2r - 1 \). Replacing throughout \( x \) by \( x^{o2} \), we obtain a decomposition of \( P_M - \lambda \) in \( \Sigma_{2r} + (1 - \sum x_i^2)4r \), which shows that \( P^{(2r)}_M \geq p^{(r)}_{M,po} \). We now show the reverse inequality. For this assume \( \lambda \) is feasible for \( P^{(2r)}_M \), i.e.,

\[
p_M(x) - \lambda = \sigma(x) + \left( 1 - \sum x_i^2 \right) u(x),
\]

where \( \sigma \in \Sigma_{2r} \) and \( \deg(u) \leq 4r - 2 \). Hence, using (3.10), the homogeneous polynomial \( P_M(x) - \lambda \left( \sum x_i^2 - 1 \right)^2 \) belongs to \( \Sigma_{2r} + (1 - \sum x_i^2)4r \). Applying Theorem 3.4 to it we can conclude that

\[
\left( \sum_{i=1}^{n} x_i^2 \right)^{2r-2} \left( P_M(x) - \lambda \left( \sum_{i=1}^{n} x_i^2 \right)^2 \right) \in \Sigma_{2r}.
\]

Since this is a homogeneous polynomial in \( x^{o2} \), we can apply Theorem 3.6 to it and conclude that

\[
(3.12) \quad \left( \sum_{i=1}^{n} x_i \right)^{2r-2} \left( p_M(x) - \lambda \left( \sum_{i=1}^{n} x_i \right)^2 \right) = \sum_{R \subseteq [n]} \sigma_R(x) \prod_{i \in R} x_i,
\]

where \( \sigma_R \in \Sigma \) has degree at most \( 2r - |R| \). Notice that

\[
\left( \sum_{i=1}^{n} x_i \right)^{2r-2} = \left( 1 + \sum_{i=1}^{n} x_i \right)^{2r-2} = 1 + h(x) \left( 1 - \sum_{i=1}^{n} x_i \right)
\]

for some \( h \in \mathbb{R}[x]_{2r-3} \). Using this observation, (3.12) implies

\[
p_M(x) - \lambda \left( \sum_{i=1}^{n} x_i \right)^2 \in T(x_1, \ldots, x_n)_r + \left( 1 - \sum_{i=1}^{n} x_i \right)_{2r}.
\]
Using again (3.10) (replacing $P_M$ by $p_M$) we obtain

$$p_M(x) - \lambda \in T(x_1, \ldots, x_n) + \left\langle 1 - \sum_{i=1}^n x_i \right\rangle_{2r},$$

which shows $p_{M,po}^{(r)} \geq P_M^{(2r)}$.

As a direct consequence of Lemmas 3.3, 3.5, and 3.8 we obtain the following links among the above parameters.

**Corollary 3.9.** For any $M \in S^n$ and $r \geq 0$ we have

$$p_{\text{min}} \geq P_M^{(2r+2)} = \Theta_M^{(2r)} = p_{M,po}^{(r+1)} \geq p_M^{(r+1)}.$$  

**Remark 3.10.** In view of the formulation (3.6) for the parameter $p_M^{(1)}$, the difference with the parameter $p_{M,po}^{(1)} = P_M^{(2)} = \Theta_M^{(0)}$ lies in the fact that, while for $p_M^{(1)}$ we search for a decomposition $M = \lambda J + Q + (ae^T + ae^T)/2 \succeq 0$ with $Q \succeq 0$ and $a \in \mathbb{R}_+^n$, in the definition of $\Theta_M^{(0)}$ we search for a decomposition $M = \lambda J + Q + N \succeq 0$ with $Q \succeq 0$, but now $N$ can be an arbitrary entrywise nonnegative matrix.

### 3.2. Application to the stable set problem.

Here we apply the results in section 3.1 to the formulation of the stability number $\alpha(G)$ via the Motzkin–Straw formulation (M-S), the special instance of a standard quadratic program where we select the matrix $M = I + A_G$. As in the introduction we set $f_G = p_M$, $F_G = P_M$, and $f_{G,po} = p_{M,po}$ for this matrix $M = I + A_G$. As a direct application of Corollary 3.9, we obtain

$$\frac{1}{\alpha(G)} \geq F_G^{(2r+2)} = f_{G,po}^{(r+1)} \geq f_G^{(r+1)}.$$  

It remains to link the parameters $\vartheta(r)(G)$ and $\Theta_M^{(r)}$ for the matrix $M = I + A_G$.

**Lemma 3.11.** For any graph $G$ and $r \geq 0$, we have $\Theta^{(r)}_{I + A_G} = \frac{1}{\vartheta^{(r)}(G)}$.

**Proof.** The proof follows directly from the definitions of $\vartheta^{(r)}(G)$ in (1.5) and $\Theta^{(r)}_{I + A_G}$ in (3.9).

Combining (3.14) and Lemma 3.11 we obtain the inequalities claimed in (1.13), which we repeat here for convenience.

**Corollary 3.12.** For any graph $G$ and $r \geq 0$ we have

$$\frac{1}{\alpha(G)} \geq \frac{1}{\vartheta^{(2r)}} = F_G^{(2r+2)} = f_{G,po}^{(r+1)} \geq f_G^{(r+1)}.$$  

We now use the result of Lemma 3.1 to characterize when the parameter $f_G^{(1)}$ is feasible (and thus exact).

**Lemma 3.13.** For any graph $G$, the parameter $f_G^{(1)}$ is finite, or, equivalently, $f_G^{(1)} = 1/\alpha(G)$, if and only if $G$ is a disjoint union of cliques.

**Proof.** We use Lemma 3.1 applied to the matrix $M = I + A_G$. First, assuming $M = \lambda J + Q + (ae^T + ae^T)/2$ for some $\lambda \in \mathbb{R}$, $Q \succeq 0$, and $a \in \mathbb{R}_+^n$, we show that $G$ is a disjoint union of cliques. For this it suffices to show that $\{1,2\}, \{1,3\} \in E$
implies \(\{2, 3\} \in E\). This follows easily using Lemma 3.2. Indeed, if \(\{1, 2\}, \{1, 3\} \in E\), then we have \(M_{11} + M_{22} - 2M_{12} = 0\) and thus \(Q(e_1 - e_2) = 0\) and, in the same way, \(Q(e_1 - e_3) = 0\). This implies \(Q(e_2 - e_3) = 0\) and thus \(M_{22} + M_{33} - 2M_{23} = 0\), i.e., \(\{2, 3\} \in E\).

Conversely, assume \(G\) is a disjoint union of cliques, say \(V = C_1 \cup \ldots \cup C_k\), where \(k = \alpha(G)\) and each \(C_i\) is a clique of \(G\). We show that \(p_M^{(1)} = p_{\text{min}}\). For this note that, for any \(x \in \Delta_n\), we have

\[
x^T(I + A_G)x = \sum_{i=1}^k \left( \sum_{j \in C_i} x_j \right)^2 \geq \frac{1}{k} = \frac{1}{\alpha(G)},
\]

where we use the Cauchy–Schwartz inequality combined with \(\sum_{i=1}^k (\sum_{j \in C_i} x_j) = 1\) to derive the inner inequality. This shows \(p_M^{(1)} \geq p_{\text{min}}\), and thus equality holds. \(\square\)

In section 5 we will investigate finite convergence of the simplex-based Lasserre hierarchy \(f_G^{(r)}\), which, in view of Corollary 3.12, directly implies finite convergence of the hierarchy \(\vartheta^{(r)}(G)\). For this we will use Theorem 2.3 that requires us to understand the structure of the global minimizers of problem (M-S), which is what we do in the next section in the general setting of the weighted stable set problem.


In this section we prove some properties of the minimizers of the Motzkin–Straus formulation in the general setting of the weighted stable set problem. We consider a graph \(G = (V = [n], E)\) equipped with positive node weights \(w \in \mathbb{R}^V\), i.e., with \(w_i > 0\) for all \(i \in V\). A stable set \(S \subseteq V\) is said to be \(w\)-\maximum if it maximizes the function \(w(S) = \sum_{i \in S} w_i\) over all stable sets of \(G\) and \(\alpha(G, w)\) denotes the maximum weight of a stable set in \(G\). We say that an edge \(\{i, j\} \in E\) is \(w\)-\critical in \(G\) if there exists a set \(R \subseteq V\) such that both sets \(R \cup \{i\}\) and \(R \cup \{j\}\) are \(w\)-\maximum stable sets; note this implies \(\alpha(G, w) = w(R) + w_i = w(R) + w_j\) and thus equality \(w_i = w_j\). When \(w = e = (1, \ldots, 1)\) is the all-ones weight vector the \(w\)-\maximum stable sets are the \(w\)-\critical stable sets, \(\alpha(G, e) = \alpha(G)\), and the \(w\)-\critical edges are the \(w\)-\critical edges of \(G\).

Following [16] let us define the matrix \(B_w \in S^n\) with entries

\[
(B_w)_{ii} = \frac{1}{w_i} (i \in [n]), \quad (B_w)_{ij} = \frac{1}{2} \left( \frac{1}{w_i} + \frac{1}{w_j} \right) (\{i, j\} \in E), \quad (B_w)_{ij} = 0 \ (\{i, j\} \notin E)
\]

and the matrix spaces

\[
\mathcal{N}(G) = \{A \in S^n : A_{ii} = 0 \ (i \in [n]), \ A_{ij} \geq 0 \ (\{i, j\} \in E), \ A_{ij} = 0 \ (\{i, j\} \notin E)\},
\]

\[
\mathcal{M}(G, w) = B_w + \mathcal{N}(G) = \{B_w + A : A \in \mathcal{N}(G)\}
\]

so that

\[
\mathcal{M}(G, w) = \{B \in S^n : \quad B_{ii} = \frac{1}{w_i} (i \in V), \quad B_{ij} \geq \frac{1}{2}(B_{ii} + B_{jj}) \ (\{i, j\} \in E), \quad B_{ij} = 0 \ (\{i, j\} \notin E)\}.
\]

For the all-ones node weights \(w = e = (1, 1, \ldots, 1)\), we have \(B_w = I + A_G\). We will also need the set

\[
\mathcal{M}^*(G, w) = \{B \in \mathcal{M}(G, w) : 2B_{ij} > B_{ii} + B_{jj} \text{ for all } w\text{-}\critical \{i, j\} \in E\}.
\]
Clearly $\mathcal{M}^*(G, w)$ contains all matrices lying in the relative interior of $\mathcal{M}(G, w)$ and $\mathcal{M}^*(G, w) = \mathcal{M}(G, w)$ if there is no $w$-critical edge in $G$.

In [16] it is shown that, for any matrix $B \in \mathcal{M}(G, w)$, the weighted stable set problem can be reformulated via the following weighted analogue of the Motzkin–Strasz formulation:

\[
\text{(M-S-weighted) } \quad \frac{1}{\alpha(G, w)} = \min \{ p_B(x) = x^T B x : x \in \Delta_n \}.
\]

We now investigate the minimizers of problem (M-S-weighted), whose structure depends on the weighted graph $(G, w)$ and on the choice of the matrix $B$ in the set $\mathcal{M}(G, w)$. In particular we will show that their number is finite precisely when $B$ belongs to the set $\mathcal{M}^*(G, w)$. As mentioned earlier the property of having finitely many minimizers is indeed important in the analysis of the finite convergence of the corresponding Lasserre hierarchy.

We start with a useful property of local minimizers for a class of standard quadratic programs. The proof is essentially along the lines of the proof of [16, Theorem 5] (and is the key argument for showing the equality in (M-S-weighted)).

**Lemma 4.1.** Consider the standard quadratic program

\[
(4.6) \quad p_{\min} = \min \{ p_M(x) = x^T M x : x \in \Delta_n \},
\]

where $M$ is a matrix of the form

\[
(4.7) \quad M = \begin{pmatrix}
a_1 & b & e_1^T \\
b & a_2 & e_2^T \\
c_1 & c_2 & M_0
\end{pmatrix}
\]

with $a_1, a_2 > 0$, $b \in \mathbb{R}$ satisfying $2b \geq a_1 + a_2$, $c_1, c_2 \in \mathbb{R}^{n-2}$, and $M_0 \in \mathcal{S}^{n-2}$. Assume $x$ is a local minimizer of problem (4.6) with $x_1, x_2 > 0$, and define the vectors $\tilde{x} = x + x_2(e_1 - e_2)$ and $\tilde{\pi} = x - x_1(e_1 - e_2) \in \Delta_n$. Then, $2b = a_1 + a_2$ holds, and, for any scalar $\lambda \in [0, 1]$, we have $p_M(\lambda \tilde{x} + (1 - \lambda) \tilde{\pi}) = p_M(x)$.

**Proof.** Consider the problem

\[
\min_{t \in [-x_2, x_1]} p_M(x_1 - t, x_2 + t, x_3, \ldots, x_n),
\]

which can be rewritten as

\[
(4.8) \quad \min_{t \in [-x_2, x_1]} t^2(a_1 + a_2 - 2b) + \beta t + \gamma,
\]

where $\beta, \gamma$ are scalars depending on $M$. By assumption, $t = 0$ lies in the interior of the interval $[-x_2, x_1]$, and it is a local minimizer of problem (4.8). If $a_1 + a_2 - 2b < 0$, then the objective function of (4.8) is strictly concave, and thus it cannot have a local minimum at an interior point of $[-x_2, x_1]$. Hence $a_1 + a_2 = 2b$ holds. If $\beta \neq 0$, then the objective function is linear, and thus it again cannot have a local minimum in the interior of $[-x_2, x_1]$. Hence we must have $\beta = 0$ so that $p_M(x) = p_M(x_1 - t, x_2 + t, x_3, \ldots, x_n)$ for any $t \in [-x_2, x_1]$ or, equivalently, $p_M(\lambda \tilde{x} + (1 - \lambda) \tilde{\pi}) = p_M(x)$ for any $\lambda \in [0, 1]$.

We recall a result of [16] that characterizes the global minimizers of (M-S-weighted) whose support is a stable set.
Lemma 4.2 (see [16]). Assume $B \in \mathcal{M}(G, w)$. Let $x \in \Delta_n$, and assume its support $S = \text{Supp}(x)$ is a stable set of $G$. If $x$ is a global minimizer of problem (M-S-weighted), then $S$ is a $w$-maximum stable set, $x_i = \frac{w_i}{\alpha(G,w)}$ for $i \in S$ and $x_i = 0$ for $i \in V \setminus S$.

Proof. The argument is classical and based on the Cauchy–Schwarz inequality. We have

$$1 = \sum_{i \in S} \frac{x_i}{\sqrt{w_i}} \sqrt{w_i} \leq \sqrt{\sum_{i \in S} \frac{x^2_i}{w_i}} \sqrt{\sum_{i \in S} w_i} = \sqrt{x^TBx} \sqrt{w(S)} \leq \sqrt{x^TBx} \sqrt{\alpha(G,w)},$$

where the last two (in)equalities hold since $S$ is a stable set. By assumption, $x^TBx = 1/\alpha(G,w)$ since $x$ is a global minimizer of (M-S-weighted). Hence equality holds throughout. Thus equality in the first (Cauchy–Schwarz) inequality implies the desired result.

We now characterize the global minimizers of problem (M-S-weighted).

Proposition 4.3. Assume $B \in \mathcal{M}(G, w)$. Let $x \in \Delta_n$ with support $S = \text{Supp}(x)$, and let $C_1, \ldots, C_k$ denote the connected components of the graph $G[S]$. Then $x$ is a global minimizer of problem (M-S-weighted) if and only if the following conditions hold:

(i) $w_i = w_j$ for all $i, j \in C_h$ and $h \in [k]$,
(ii) $C_h$ is a clique of $G$ for all $h \in [k]$,
(iii) $\sum_{i \in C_h} x_i = \frac{w_i}{\alpha(G,w)}$, where $i_h$ is any given node in $C_h$, for all $h \in [k]$,
(iv) $2B_{ij} = B_{ii} + B_{jj} = \frac{1}{w_i} + \frac{1}{w_j}$ for all edges $\{i, j\}$ of $G[S]$.

In that case all the edges of $G[S]$ are $w$-critical.

Proof. We first show the “if” part. Assuming (i)–(iv) hold, we show $x^TBx = 1/\alpha(G,w)$ holds. Using (i)–(iv) we obtain

$$\frac{1}{\alpha(G,w)} \leq x^TBx = \sum_{h=1}^k \frac{1}{w_{i_h}} \left( \sum_{i \in C_h} x_i \right)^2 = \sum_{h=1}^k \frac{1}{w_{i_h}} \left( \frac{w_{i_h}}{\alpha(G,w)} \right)^2 = \frac{1}{\alpha(G,w)^2} \sum_{h=1}^k w_{i_h}.$$

Note that $\sum_{h=1}^k w_{i_h} \leq \alpha(G,w)$ since the set $\{i_h : h \in [k]\}$ is a stable set in $G$. Hence equality holds throughout, which shows the desired result.

We now show the “only if” part. Assuming $x$ is a global minimizer, we show that (i)–(iv) hold. Condition (iv) follows directly using Lemma 4.2 applied to the matrix $B$. Consider nodes $i_1 \in C_1, \ldots, i_k \in C_k$ lying in the different connected components of $G[S]$. Then $I = \{i_1, \ldots, i_k\}$ is a stable set of $G$. Define the vector $y \in \Delta_n$ with entries $y_{i_h} = \sum_{i \in C_h} x_i$ for $h \in [k]$ and $y_i = 0$ for all remaining vertices $i \in V \setminus I$. By applying iteratively Lemma 4.1 (with the matrix $B$, using the edges in a spanning tree in each connected component $C_h$) we obtain that $y^TBx = x^TBx$. Hence, $y$ is a global minimizer of (M-S-weighted) whose support is a stable set, and thus, by Lemma 4.2, we obtain that $I$ is a $w$-maximum stable set and $\sum_{i \in C_h} x_i = y_{i_h} = w_{i_h}/w(I)$ for all $h \in [k]$, so that (iii) holds. Next we check (ii), i.e., that each component (say) $C_1$ is a clique. Indeed, if $i \neq j \in C_1$ are not adjacent, then the set $\{i, j\}$ is stable and $w(\{i, j\}) = w(\{i, i_2, \ldots, i_k\}) = \alpha(G,w)$. Moreover, the edge $\{i, j\}$ is $w$-critical since both sets $\{i, i_2, \ldots, i_k\}$ and $\{j, i_2, \ldots, i_k\}$ are $w$-maximum stable sets. Thus (i) holds, and the proof is complete.

As a direct application we obtain the characterization of the global minimizers of the (unweighted) Motzkin–Straus problem (M-S).
COROLLARY 4.4. Let \( x \in \Delta_n \) with support \( S = \text{Supp}(x) \), and let \( C_1, \ldots, C_k \) denote the connected components of the graph \( G[S] \). Then \( x \) is a global minimizer of problem (M-S) if and only if the following conditions hold:

(i) \( k = \alpha(G) \),

(ii) \( C_h \) is a clique for all \( h \in [k] \),

(iii) \( \sum_{i \in C_h} x_i = 1/k \) for all \( h \in [k] \).

As another application we can characterize when problem (M-S-weighted) has finitely many minimizers, and in addition we show that in this case the sufficient optimality conditions hold at all minimizers.

PROPOSITION 4.5. Assume \( B \in \mathcal{M}(G, w) \). The following assertions are equivalent:

(i) Problem (M-S-weighted) has finitely many global minimizers.

(ii) \( B_{ij} > \frac{1}{2} \left( \frac{1}{w_i} + \frac{1}{w_j} \right) \) for all edges \( \{i, j\} \in E \) that are \( w \)-critical.

(iii) The optimality conditions (FOOC), (SCC), and (SOSC) hold at all the global minimizers of \( (M-S) \).

In that case the global minimizers are the vectors \( x \in \Delta_n \) with entries \( x_i = w_i/\alpha(G, w) \) for \( i \in S \) and \( x_i = 0 \) for \( i \in V \setminus S \), where \( S \) is a \( w \)-maximum stable set of \( G \).

Proof. We first show (i) \( \Rightarrow \) (ii). For this assume there exists a \( w \)-critical edge (say) \( \{1, 2\} \in E \) such that \( B_{12} = \frac{1}{2}(1/w_1 + 1/w_2) \); we show that the number of minimizers is infinite. As \( \{1, 2\} \) is \( w \)-critical there exists \( R \subseteq V \) such that both sets \( R \cup \{1\} \) and \( R \cup \{2\} \) are \( w \)-maximum stable sets. For any scalar \( t \in [0, 1] \) consider the point \( x \in \Delta_n \) with support \( S = R \cup \{1, 2\} \) and entries \( x_i = tw_i/w(S) \), \( x_2 = (1 - t)w_2/w(S) \), and \( x_i = w_i/w(S) \) for \( i \in R \). Then, by Proposition 4.3, \( x \) is a minimizer for all \( t \in [0, 1] \).

Since the implication (iii) \( \Rightarrow \) (i) is clear, it now suffices to show the implication (ii) \( \Rightarrow \) (iii). So assume (ii) holds, and consider a global minimizer \( u \) of (M-S-weighted). In view of Proposition 4.3 there exists a \( w \)-maximum stable set \( S \) such that \( u_i = w_i/\alpha(G, w) \) for \( i \in S \) and \( u_i = 0 \) for \( i \in V \setminus S \). Consider the polynomials \( g_i(x) = x_i \) for \( i \in [n] \), \( h(x) = \sum_{i=1}^n x_i - 1 \), so that the feasible region of problem (M-S-weighted) is defined by the constraints \( g_i(x) \geq 0 \) for \( i \in [n] \), and \( h(x) = 0 \). The active constraints at \( u \) are the constraints \( g_i(x) \geq 0 \) for \( i \notin S \), and \( h(x) = 0 \). Hence \( J(u) = V \setminus S \). Clearly, (CQC) holds at \( u \) since the gradients of the active constraints at \( u \) are the vectors \( e \) and \( e_i \) for \( i \in V \setminus S \), which are linearly independent (as \( S \neq \emptyset \)). Next note that

\[
\frac{\partial p_B}{\partial x_i}(u) = \begin{cases} \frac{2}{\alpha(G, w)^2} \sum_{j \in N_S(i)} B_{ij} x_j & \text{if } i \in S, \\ \frac{2}{\alpha(G, w)^2} & \text{if } i \notin S. \end{cases}
\]

The first order optimality condition reads

\[
\nabla p_B(u) = \lambda e + \sum_{i \notin S} \mu_i e_i, \quad \text{where } \lambda \in \mathbb{R}, \quad \mu_i \geq 0 \text{ for } i \in V \setminus S.
\]

Looking at coordinate \( i \in S \) we obtain \( \lambda = 2/\alpha(G, w) \). Then we obtain

\[
\mu_i = \frac{2}{\alpha(G, w)} \left( -1 + \sum_{j \in N_S(i)} w_j B_{ij} \right) \text{ for each } i \in V \setminus S.
\]

Let \( i \in V \setminus S \); we show that \( \mu_i > 0 \). For this note that \( w_j B_{ij} \geq \frac{w_j}{w_i} + \frac{1}{2} > \frac{1}{2} \) for all \( j \in N_S(i) \). Hence we have \( \mu_i > 0 \) if \( |N_S(i)| \geq 2 \). So assume now \( |N_S(i)| = 1 \); say
Theorem 2.3 and conclude the finite convergence of the corresponding simplex-based
\[ \mathcal{M}_B \]
Motzkin–Straus problem (M-S-weighted) we choose the matrix \( w \) implies that the edge \((i,j)\) is \( w \)-critical. Then, by assumption (ii), we must have \( w_{ij} > \frac{w_i}{w_j} + \frac{1}{2} = 1 \), which again implies \( \mu_i > 0 \). So we have shown that (FOOC) and (SCC) hold at \( u \). Finally, we check that also (SOSC) holds. For this consider the Lagrangian
\[ L(x) = p_B(x) - \lambda \left( \sum_{i=1}^{n} x_i - 1 \right) - \sum_{i \in I(u)} \mu_i x_i. \]

Hence, problem (M-S-weighted) has finitely many minimizers if and only if we choose the matrix \( B \) in the set \( \mathcal{M}^*(G, w) \) as defined in (4.5). This is the case, for example, when \( B \) lies in the relative interior of \( \mathcal{M}(G, w) \) as observed in [16]. Clearly \( \mathcal{M}^*(G, w) = \mathcal{M}(G, w) \) if there is no \( w \)-critical edge in \( G \). In the unweighted case, one can, for instance, select \( B = I + 2A_G \in \mathcal{M}^*(G, e) \) as a perturbation of the adjacency matrix, as already observed earlier, e.g., in [6, 42]. Recent work, e.g., in [10, 20] uses such perturbed (also called regularized) formulations to approximate the maximum stable problem by applying first order methods.

5. Finite convergence and perturbed hierarchies. In this section we give a partial positive answer to Conjecture 2 and show that the \( \text{de Klerk–Pasechnik hierarchy } \vartheta^{(r)}(\cdot) \) has finite convergence for the class of acritical graphs. Our approach relies on proving finite convergence for acritical graphs of the (weaker) simplex-based Lasserre hierarchy \( f^{(r)}_{\mathcal{M}} \) in (1.10) corresponding to problem (M-S).

We in fact show a more general result in the setting of weighted graphs.

5.1. Finite convergence of the Lasserre hierarchy for the (weighted) Motzkin–Straus formulation. In section 4 we showed that, if in the (weighted) Motzkin–Straus problem (M-S-weighted) we choose the matrix \( B \) to lie in the set \( \mathcal{M}^*(G, w) \) from (4.5), then there are finitely many minimizers, and the sufficient optimality conditions hold at all of them (Proposition 4.5). Hence we can then apply Theorem 2.3 and conclude the finite convergence of the corresponding simplex-based Lasserre hierarchy \( p^{(r)}_B \) in (3.3) and thus also of the bounds \( \vartheta^{(r)}_B \) in (3.9).

**Theorem 5.1.** Let \((G, w)\) be a weighted graph with positive node weights \( w > 0 \). Consider problem (M-S-weighted) where the matrix \( B \) belongs to \( \mathcal{M}^*(G, w) \). Then the following hold:

(i) \( p^{(r)}_B = \frac{1}{\sigma(G, w)} \) for some \( r \in \mathbb{N} \).

(ii) \( \vartheta^{(r)}_B = \frac{1}{\sigma(G, w)} \) for some \( r \in \mathbb{N} \).

In particular, if \( G \) has no \( w \)-critical edge, then (i), (ii) hold for any matrix \( B \in \mathcal{M}(G, w) \) and thus for the matrix \( B_w \).

**Proof.** (i) follows using Theorem 2.3 and Proposition 4.5. Then (ii) follows from (i) in view of Corollary 3.9.

**Corollary 5.2.** Assume \( G \) is a graph with no critical edges. Then the following hold:
(i) \(f^{(r)}_G = \frac{1}{\alpha(G)}\) for some \(r \in \mathbb{N}\).

(ii) \(\vartheta^{(r)}(G) = \alpha(G)\) for some \(r \in \mathbb{N}\).

Therefore Conjecture 2 holds for the class of acritical graphs.

Proof. This is a direct consequence of Theorem 5.1, applied to the all-ones node weights \(w = e\) and the matrix \(B = I + A_G\), in which case we have \(f^{(r)}_G = p^{(r)}_B\) and \(\vartheta^{(r)}(G) = \frac{1}{\alpha(G)}\).

Hence, for problem (M-S-weighted), having finitely many global minimizers implies finite convergence of the Lasserre hierarchy. Note, however, that this fact does not extend to general polynomial optimization problems. We illustrate this through two examples, first on an instance of a standard quadratic program and second on a well-known instance of a polynomial optimization problem over the ball.

Example 5.3. Consider the standard quadratic problem (3.1), asking to find the minimum value \(p_{\min}\) of the quadratic \(p_M(x) = x^TMx\) over the simplex \(\Delta_n\), and the corresponding simplex-based Lasserre bounds \(p^{(r)}_M\) in (3.3) and copositive-based bounds \(\Theta^{(r)}_M\) in (3.9). In [29] we construct a family of copositive matrices \(M\) with size \(n \geq 6\) that satisfy \(x^TMx = 0\) for a unique vector \(x \in \Delta_n\) and with the additional property that \(M\) does not belong to any of the cones \(K^{(r)}_n\). Then we have \(p_{\min} = 0\), and the polynomial \(x^TMx\) has a unique minimizer in \(\Delta_n\). On the other hand, we must have \(\Theta^{(r)}_M < 0\) for all \(r \in \mathbb{N}\) because equality \(\Theta^{(r)}_M = 0\) would imply \(M \in K^{(r)}_n\) (since the optimum is attained in the program (3.9)). By Corollary 3.9 we have \(p_{\min} \geq \Theta^{(2r)}_M \geq p^{(r+1)}_M\) for all \(r \in \mathbb{N}\). Hence strict inequality \(p^{(r)}_M < p_{\min}\) holds for all \(r \in \mathbb{N}\), and thus the Lasserre hierarchy does not have finite convergence.

Example 5.4 (see, e.g., [28, Example 6.19]). Consider the problem of minimizing a polynomial \(p\) over the unit ball in \(\mathbb{R}^n\). Assume \(p\) is homogeneous, \(p(x) > 0\) for all \(x \in \mathbb{R}^n \setminus \{0\}\), and \(p\) is not a sum of squares of polynomials. Then the minimum of \(p\) over the unit ball is \(p_{\min} = 0\), and the origin is the unique global minimizer. However, it is known that the corresponding Lasserre hierarchy does not have finite convergence; see Example 6.19 in [28] for details. The main reason is that a decomposition of the form \(p = s_0 + s_1(1 - \sum x_i^2)\) with \(s_0, s_1 \in \mathbb{R}\) would imply \(p \in \Sigma\). For the polynomial \(p\) one may, for instance, consider a perturbation of the Motzkin form: \(p_\epsilon = x_1^2x_2^2 + x_3^2x_4^2 + 3x_1^2x_2^2x_3^2 + x_3^4 + \epsilon(x_1^4 + x_2^4 + x_3^4)\), selecting \(\epsilon > 0\) such that \(p_\epsilon \not\in \Sigma\).

5.2. Copositive-based bounds for the (weighted) Motzkin–Straus formulation. Let \((G, w)\) be a weighted graph with positive node weights \(w > 0\). As a direct consequence of the weighted Motzkin-Straus formulation (M-S-weighted), for any matrix \(B \in \mathcal{M}(G, w)\) we obtain the following copositive programming formulation:

\[
\alpha(G, w) = \min \{ t : tB - J \in \text{COP}_n \}
\]

for the weighted stability number. Let us write \(B = B_w + A\), where \(A\) lies in the set \(\mathcal{N}(G)\) from (4.2). In analogy to (1.4) and (1.5) we can define the associated linear and semidefinite bounds

\[
\zeta^{(r)}_A(G, w) = \min \{ t : t(B_w + A) - J \in \mathcal{C}^{(r)}_n \},
\]

\[
\vartheta^{(r)}_A(G, w) = \min \{ t : t(B_w + A) - J \in \mathcal{K}^{(r)}_n \}
\]

that satisfy \(\alpha(G, w) \leq \vartheta^{(r)}_A(G, w) \leq \zeta^{(r)}_A(G, w)\) for all \(A \in \mathcal{N}(G)\). For the zero matrix \(A = 0\) we may omit the index and simply write \(\zeta^{(r)}(G, w) = \zeta^{(r)}(G, w)\) and
\[ \phi_v^r(G, w) = \zeta_v^r(G, w). \]

In addition, in the unweighted case when \( w = e \), we have \( \zeta_v^r(G, e) = \zeta_v^r(G) \) and \( \phi_v^r(G, e) = \phi_v^r(G) \). Note also that for any matrix \( A \) we have \( \phi^r_A(G, w) = \frac{1}{t_B^A} \), where \( \Theta^r_{B+w} \) is as defined in (3.9).

From the previous section we know that the hierarchy \( \phi^r_A(G, w) \) converges in finitely many steps to \( \alpha(G, w) \) when the matrix \( B_w + A \) belongs to the set \( \mathcal{M}'(G, w) \). In general one may ask whether this holds for any choice of \( A \in \mathcal{N}(G) \), which would be the weighted analogue of Conjecture 2. In fact it would suffice to show this for the case \( A = 0 \), which follows from the monotonicity properties of the bounds with respect to the choice of \( A \), shown in the next lemma.

**Lemma 5.5.** Let \( A_1, A_2 \in \mathcal{N}(G) \). If \( A_1 \geq A_2 \), then \( \zeta^r_{A_1}(G, w) \leq \zeta^r_{A_2}(G, w) \) and \( \phi^r_{A_1}(G, w) \leq \phi^r_{A_2}(G, w) \) for all \( r \in \mathbb{N} \). In particular we have \( \zeta^r_A(G, w) \leq \zeta^r(G, w) \) and \( \phi^r_A(G, w) \leq \phi^r(G, w) \) for all \( A \in \mathcal{N}(G) \).

**Proof.** Assume \( t \) is feasible for \( \zeta^r_{A_2}(G, w) \), i.e., \( t(B_w + A_2) - J \in \mathcal{C}^r_n \). Then, \( t(B_w + A_1) - J \geq t(B_w + A_2) - J + (A_1 - A_2) \in \mathcal{C}^r_n \) since the matrix \( t(A_1 - A_2) \) is entrywise nonnegative and thus belongs to \( \mathcal{C}^r_n \). Hence \( t \) is feasible for \( \zeta^r_{A_1}(G, w) \), which shows \( \zeta^r_{A_1}(G, w) \leq \zeta^r_{A_2}(G, w) \). The same argument shows \( \phi^r_{A_1}(G, w) \leq \phi^r_{A_2}(G, w) \), and the last claim follows since \( A \geq 0 \) for any \( A \in \mathcal{N}(G) \).

As we now show, the linear bounds \( \zeta^r_A(G, w) \) in fact do not depend on the specific choice of the matrix \( A \in \mathcal{N}(G) \).

**Theorem 5.6.** For all \( r \in \mathbb{N} \) and \( A \in \mathcal{N}(G) \), we have \( \zeta^r_A(G, w) = \zeta^r(G, w) \).

**Proof.** We only need to show the inequality \( \zeta^r_A(G, w) \geq \zeta^r(G, w) \). For this assume the matrix \( t(B_w + A) - J \) belongs to the cone \( \mathcal{C}^r_n \); we show that also the matrix \( tB_w - J \) belongs to \( \mathcal{C}^r_n \), which implies the desired inequality. For short, set \( B = B_w + A \). By assumption, \( tB - J \in \mathcal{C}^r_n \), which means that the polynomial \( (\sum_i x_i)^r x^T(tB - J)x \) has nonnegative coefficients. Following [7], for any matrix \( M \) and \( r \in \mathbb{N} \), we have

\[
\left( \sum_i x_i \right)^r x^T M x = \sum_{\beta \in I(n, r+2)} \frac{r!}{\beta!} c_{\beta} x^{2\beta} \quad \text{with} \quad c_{\beta} := \beta^T M \beta - \beta^T \text{diag}(M),
\]

where \( \text{diag}(M) \in \mathbb{R}^n \) is the vector \( (M_{ii})_{i=1}^n \) consisting of the diagonal entries of \( M \). Hence the polynomial \( (\sum_i x_i)^r x^T M x \) has nonnegative coefficients if and only if \( c_{\beta} \geq 0 \) for all \( \beta \in I(n, r+2) \). We will now prove that, for the matrix \( M = tB - J = t(B_w + A) - J \), the property of having \( c_{\beta} \geq 0 \) for all \( \beta \in I(n, r+2) \) is in fact independent on the choice of \( A \in \mathcal{N}(G) \). For this let \( \beta \in I(n, r+2) \). Using the fact that \( e^T \beta = r + 1 \) we have

\[
c_{\beta} = \beta^T (tB - J) \beta - \beta^T \text{diag}(tB - J) = t(\beta^T B \beta - \beta^T \text{diag}(B_w)) - (r+1)(r+2).
\]

Therefore, \( c_{\beta} \geq 0 \) for all \( \beta \in I(n, r+2) \) if and only if \( t\varphi^* \geq (r+1)(r+2) \), where \( \varphi^* \) is defined by

\[
\varphi^* := \min \{ \varphi(\beta) := \beta^T B \beta - \beta^T \text{diag}(B_w) : \beta \in I(n, r+2) \}.
\]

We now show that the optimum value of the program (5.4) is attained at some \( \beta \in I(n, r+2) \), whose support is a stable set of \( G \), using a similar argument as

\[
\varphi^* := \min \{ \varphi(\beta) := \beta^T B \beta - \beta^T \text{diag}(B_w) : \beta \in I(n, r+2) \}.
\]
for Lemma 4.1. Assume \( \beta^* = (\beta_1^*, \beta_2^*, \ldots, \beta_n^*) \) is a minimizer of problem (5.4) with \( \beta_1^*, \beta_2^* > 0 \) for some edge \( \{1, 2\} \in E \). We show that there exists another minimizer \( \beta \) of (5.4) of the form \( \beta = (\beta_1^* + \beta_2^*, 0, \beta_3^*, \ldots, \beta_n^*) \) or \( (0, \beta_1^* + \beta_2^*, \beta_3^*, \ldots, \beta_n^*) \), thus with \( \beta_1 \beta_2 = 0 \). For this we consider problem (5.4) restricted to the vectors of the form \( (\lambda, \beta_2 + \lambda, \beta_3, \ldots, \beta_n) \) with \( \lambda \in \mathbb{Z} \cap [-\beta_2^*, \beta_1^*] \), which reads

\[
\min_{\lambda \in \mathbb{Z} \cap [-\beta_2^*, \beta_1^*]} \varphi(\beta_1^* - \lambda, \beta_2^* + \lambda, \beta_3^*, \ldots, \beta_n^*).
\]

Observe that the objective value of problem (5.5) takes the form

\[
\varphi(\beta_1^* - \lambda, \beta_2^* + \lambda, \beta_3^*, \ldots, \beta_n^*) = \lambda^2(B_{11} + B_{22} - 2B_{12}) + c\lambda + d
\]

for some scalars \( c, d \), and thus it is concave in \( \lambda \). Hence, the minimum value of (5.5) is attained at one of the end points of the interval \( \mathbb{Z} \cap [-\beta_2^*, \beta_1^*] \), which shows the desired result. Repeating this reasoning to any other edge contained in the support of \( \beta^* \) we obtain another minimizer \( \beta \) of (5.4) whose support is a stable set of \( G \). This shows that the optimum value of (5.4) remains the same when selecting \( A = 0 \). Therefore, if the polynomial \( \left( \sum_i x_i \right)^r x^T (tB - J) x \) has nonnegative coefficients, then also the polynomial \( \left( \sum_i x_i \right)^r x^T (tB_w - J) x \) has nonnegative coefficients. This concludes the proof.

In [50] it is shown that strict inequality \( \alpha(G) < \zeta^{(r)}(G) \) holds for all \( r \in \mathbb{N} \) when \( G \) is not a complete graph. We extend this result to the weighted case and characterize when equality \( \zeta^{(r)}(G, w) = \alpha(G, w) \) holds for some \( r \in \mathbb{N} \).

**Lemma 5.7.** Consider a graph \((G, w)\) with positive node weights, ordered (say) as \( w_1 \geq w_2 \geq \cdots \geq w_n > 0 \). Then, equality \( \zeta^{(r)}(G, w) = \alpha(G, w) \) holds for some \( r \in \mathbb{N} \) if and only if \( \alpha(G, w) = w_1 \).

**Proof.** Assume \( \zeta^{(r)}(G, w) = \alpha(G, w) \) for some \( r \in \mathbb{N} \). Then the polynomial \( q(x) = \left( \sum_i x_i \right)^r x^T (\alpha(G, w)B_w - J) x \) has nonnegative coefficients. Let \( S \) be a \( w \)-maximum stable set, and let \( u \) be the corresponding minimizer, with entries \( u_i = w_i / \alpha(G, w) \) for \( i \in S \) and \( u_i = 0 \) otherwise. Then \( u \) is a zero of \( q(x) \). Pick an index \( i \in S \), and consider the coefficient of \( q \) for the monomial \( x_i^{r+2} \), which is equal to \(-1 + \alpha(G, w) / w_i \). Since \( q(u) = 0 \) and \( u_i \neq 0 \) we must have \( \alpha(G, w) = w_i \). This implies that \( S = \{i\} \) and thus \( w_1 = w_1 = \alpha(G, w) \).

Assume now \( \alpha(G, w) = w_1 \); we show \( \zeta^{(r)}(G, w) = \alpha(G, w) \), i.e., \( M := \alpha(G, w)B_w - J \in C_r^{(r)} \), for some \( r \in \mathbb{N} \). Note that the set \( R = \{i \in V : w_i = w_1\} \) induces a clique in \( G \). Then the columns/rows of \( M \) indexed by nodes in \( R \) are all identical. Since deleting repeated rows/columns preserves membership in the cone \( C_r^{(r)} \) we can assume without loss of generality that \( R = \{1\} \). Hence, \( \{1\} \) is the only \( w \)-maximum stable set, and the polynomial \( p_M(x) = x^T M x \) has a unique zero in the simplex, located at the corner \( e_1 \). Note also \( M_{1j} = (w_1 / w_j - 1)^2 > 0 \) for all \( j \in V \setminus \{1\} \). Hence we may apply Corollary 2 in [12] and conclude that there exists an \( r \in \mathbb{N} \) for which the polynomial \( \left( \sum_{i=1}^n x_i \right)^r x^T M x \) has nonnegative coefficients, so that \( M \in C_r^{(r)} \).

In Theorem 5.6 we saw that the linear hierarchy \( \zeta^{(r)}_A(G, w) \) does not depend on the choice of \( A \in \mathcal{N}(G) \). For the semidefinite hierarchy \( \vartheta^{(r)}_A(G, w) \) we can prove this property only for the first level of the hierarchy.

**Lemma 5.8.** For any \( A \in \mathcal{N}(G) \) and node weights \( w > 0 \) we have \( \vartheta^{(0)}_A(G, w) = \vartheta^{(0)}(G, w) \) and thus, in particular, \( \vartheta^{(0)}_A(G) = \vartheta^{(0)}(G) \).
Proof. We need to show the inequality \( \vartheta^{(0)}(G, w) \leq \vartheta^{(0)}(G, w) \) (since the reverse one is clear). For this let \( t \) be feasible for \( \vartheta^{(0)}(G, w) \); we show that \( t \) is also feasible for \( \vartheta^{(r)}(G) \). Set \( B = B_w + A \). By assumption, the matrix \( tB - J \) belongs to \( \mathcal{K}^{(0)} \), i.e., there exists a matrix \( P \succeq 0 \) such that \( \text{diag}(P) = \text{diag}(tB - J) \) and \( P \leq tB - J \) (recall the characterization of \( \mathcal{K}^{(0)} \) in Proposition 3.7). As \( \text{diag}(tB - J) = \text{diag}(tB_w - J) \) and both \( B \) and \( B_w \) have zero entries at positions corresponding to nonedges it suffices to check that, for any edge \( \{i, j\} \in E \), \( P_{ij} \leq (tB_w - J)_{ij} \). This follows directly from the fact \( 2P_{ij} \leq P_{ii} + P_{jj} = (tB_w - J)_{ii} + (tB_w - J)_{jj} = 2(tB_w - J)_{ij} \), where the first inequality holds since \( P \succeq 0 \).

**Question 5.9.** Given a weighted graph \( (G, w) \) with positive node weights \( w > 0 \), is it true that, for any \( A \in \mathcal{N}(G) \) and any \( r \in \mathbb{N} \), we have \( \vartheta^{(r)}(G, w) = \vartheta^{(r)}(G, w) \)?

Clearly, a positive answer to this question for the all-ones node weights \( w = e \) would imply the finite convergence of the hierarchy \( \vartheta^{(r)}(G) \) and thus settle Conjecture 2. In fact a positive answer to the following question would also suffice to settle Conjecture 2.

**Question 5.10.** Given a graph \( G \), is it true that there exists a matrix \( A \in \mathcal{N}(G) \) such that \( I + A \in \mathcal{M}^e(G, e) \) (i.e., \( A_{ij} > 0 \) for all critical edges \( \{i, j\} \in E \)) and \( \vartheta^{(r)}(G) = \vartheta^{(r)}(G) \) for all \( r \in \mathbb{N} \)?

### 6. Complexity of deciding finiteness of the global minimizers

As we saw earlier, having finitely many minimizers is a property which plays an important role in the study of finite convergence of Lasserre hierarchy for polynomial optimization. This raises the question of understanding the complexity of deciding whether a polynomial optimization problem has finitely many minimizers. Here, as a byproduct of our results in the previous sections about global minimizers of standard quadratic programs, we show that unless P=NP there is no polynomial-time algorithm to decide whether a standard quadratic program has finitely many global minimizers. The complexity of several other decision problems about minimizers in polynomial optimization has been studied recently in [1, 2]. In particular, Ahmadi and Zhang [2] show that it is strongly NP-hard to decide whether a polynomial of degree 4 has a local minimizer over \( \mathbb{R}^n \); they also show that the same holds for deciding if a quadratic polynomial has a local minimizer (or a strict local minimizer) over a polyhedron. In addition they show that unless P=NP there cannot be a polynomial-time algorithm that finds a point within Euclidean distance \( c^a \) (for any constant \( c \geq 0 \)) of a local minimizer of an \( n \)-variate quadratic polynomial over a polytope.

In this section we consider the following problem.

**FINITE-MIN:** Given an instance of problem (P), does it have finitely many global minimizers?

Consider first the case when (P) is a linear optimization problem, i.e., when the objective and the constraints are linear polynomials. Then the problem is convex, and thus, if \( x_1 \) and \( x_2 \) are two distinct global minimizers, then, for every \( 0 \leq t \leq 1 \), the point \( z = tx_1 + (1 - t)x_2 \) is also a global minimizer. Hence the problem has finitely many minimizers if and only if it has a unique one. Therefore, the problem of deciding whether a linear program has finitely many global minimizers is equivalent to the problem of deciding whether it has a unique optimal solution, and a polynomial-time algorithm for this problem was given by Appa [3].

In the rest of the section we prove that problem FINITE-MIN is hard even when restricting to standard quadratic programs. For this, we first consider the following
combinatorial problems, which we will use to prove this hardness result. Recall that given a graph \( G = (V, E) \), an edge \( e \in E \) is critical if \( \alpha(G \setminus e) = \alpha(G) + 1 \).

**CRITICAL-EDGE:** Given a graph \( G = (V, E) \) and an edge \( e \in E \), is \( e \) a critical edge of \( G \)?

**STABLE-SET:** Given a graph \( G \) and \( k \in \mathbb{N} \), does \( \alpha(G) \geq k \) hold?

The problem STABLE-SET is well-known to be NP-complete [21]. From this we now prove that unless P=NP there is no polynomial-time algorithm to decide whether an edge is critical.

**Theorem 6.1.** If there is a polynomial-time algorithm that solves the problem CRITICAL-EDGE, then P=NP.

**Proof.** Assume that there exists a polynomial-time algorithm for CRITICAL-EDGE; we show how to use it to solve STABLE-SET. For this let \( G = ([n], E) \) be an instance of STABLE-SET, and order its edges as \( e_1, e_2, \ldots, e_m \). Then, for each \( i = 1, 2, \ldots, m \), we check whether the edge \( e_i \) is critical in the graph \( G_{i-1} := G \setminus \{e_1, \ldots, e_{i-1}\} \). If the answer is yes, then we have \( \alpha(G_i) = \alpha(G_{i-1}) + 1 \) and, otherwise, \( \alpha(G_i) = \alpha(G_{i-1}) \). After checking all the \( m \) edges we end up with the empty graph \( G_m \) on \( n \) nodes, with \( \alpha(G_m) = n \). Let \( p \) be the number of critical edges that have been encountered while checking all the \( m \) edges. Then we have \( n = \alpha(G_m) = p + \alpha(G) \), and thus \( \alpha(G) = n - p \) has been computed. Hence a polynomial-time algorithm for CRITICAL-EDGE implies a polynomial-time algorithm for computing \( \alpha(G) \).

Using this reduction we now prove that the problem of deciding whether a standard quadratic optimization problem has finitely many optimal solutions is hard. For this, given a graph \( G = ([n], E) \) and a fixed edge \( e \in E \), consider the following standard quadratic program:

\[
\frac{1}{\alpha(G)} = \min \ x^T(I + A_G + A_{G \setminus e})x \quad \text{subject to} \quad x \geq 0, \quad \sum_{i=1}^{n} x_i = 1,
\]

where in the matrix defining the objective function, all edges of \( G \) get weight 2, except the selected edge \( e \) which keeps weight 1. The fact that the optimum value of (6.1) is equal to \( 1/\alpha(G) \) follows since this is an instance of (M-S-weighted) with \( B = B_w + A \), where \( w = e \) is the all-ones weight vector, \( B_e = I + A_G \), and \( A = A_{G \setminus e} \).

As a direct application of Proposition 4.5 we obtain the following result.

**Corollary 6.2.** Given a graph \( G = (V, E) \) and an edge \( e \in E \), problem (6.1) has infinitely many global minimizers if and only if \( e \) is a critical edge of \( G \).

Combining Theorem 6.1 and Corollary 6.2 gives directly the following hardness result.

**Corollary 6.3.** If there is a polynomial-time algorithm to decide whether a standard quadratic program has finitely many global minimizers, then P=NP.

7. **Concluding remarks.** We have shown finite convergence of the de Klerk–Pasechnik hierarchy \( \Phi^{(c)}(G) \) for the class of acritical graphs by relating it to the sum-of-squares hierarchy (1.10) for the Motzkin–Straus formulation of \( \alpha(G) \); moreover we showed this for the general setting of the weighted stable set problem. Proving finite convergence for all graphs remains wide open. In fact, as we have observed, it would be sufficient to show finite convergence for the class of critical graphs. The hierarchy (1.10), however, is weaker than the sum-of-squares hierarchy (1.11) based on using
the preordering (generated by the polynomials defining the simplex $\Delta_n$), which we have shown to be equivalent to the hierarchy $\vartheta^r(G)$. A possible approach to solve Conjecture 2 could therefore be to fully exploit this additional real algebraic structure. Another approach could be to use the perturbed sum-of-squares hierarchies that we have introduced and for which we could show finite convergence; such a strategy would require us to be able to show degree bounds on the level of finite convergence that do not depend on the perturbation parameter.

Showing the stronger Conjecture 1, which asks whether $\vartheta\text{-rank}(G) \leq \alpha(G) - 1$, seems even more challenging. The resolution in [18] for graphs with small stability number $\alpha(G) \leq 8$ required technically involved arguments. It is likely that the full resolution will need a new set of dedicated tools. As pointed out in [18], one of the difficulties lies in understanding the behavior of the $\vartheta\text{-rank}$ under the operation of adding isolated nodes. We will further investigate this question in the follow-up work [29].

While we could characterize the graphs for which the first level of the sum-of-squares hierarchy (1.10) (at order $r = 1$) is exact, the analogous question for the first level of the preordering-based hierarchy (1.11) is much more difficult. This is equivalent to understanding which graphs have $\vartheta\text{-rank} 0$, a question which we will investigate in [29] and where critical edges also play a crucial role.
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