A generalized non-linear flow law based on Modified Zerilli–Armstrong model and its implementation into Abaqus/Explicit FEM code
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Non-linear numerical modeling is increasingly used for the simulation of complex processes such as forming or machining. The constitutive laws necessary for these simulations are therefore becoming more and more complex regarding the increasingly precise consideration of physical phenomena (plasticity, thermal dependence, damage ...) and their implementation in numerical codes requires the identification of many parameters. The use of these constitutive laws for dynamic or quasi-static applications requires the identification of these parameters under conditions close to those encountered during the real process, mainly in terms of deformation, strain rates, and temperatures. The availability of a constitutive law in the finite element codes does not guarantee the success of a study to be carried out if it does not comply with the model development criteria. This is because the models integrated in the numerical codes are not developed based on forms that are adjustable to any type of study. In this study, a new form of non-linear constitutive flow law based on the Modified Zerilli–Armstrong model, which can answer the above problem, has been developed to apply it to the numerical simulation of two different tests (a quasi-static compression test, the necking of a circular bar). This flow law is based on the modified Zerilli–Armstrong model, which, together with the new modified Johnson–Cook model, has been compared to appreciate the relevance of the proposal. For that, an implementation of this new law via the VUHARD subroutine into the Abaqus/Explicit finite element code was made to model the two tests. The comparison of the results obtained (from identification) by our proposed law with those obtained using the NMJC shows that this new law better approaches the experiments than the other one. This is also showed through the numerical results using the Abaqus software. It can be said that this way of formulating a flow law allows to highlight the great performance of the proposed approach. Although this law has been only used for quasi-static tests, we can say that it can also be used in dynamic tests.
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1 Introduction

Due to technological advances, industries are constantly looking for innovations to maintain their competitiveness. For the metallurgical industry, these innovations involve the development of new materials. In conjunction with the implementation of these new materials, it becomes necessary to characterize their thermomechanical behavior, in particular in order to feed the databases used by the numerical simulation models more and more widespread nowadays (Trimble et al. 2020; Yuan et al. 2021).

Among the different approaches used, the finite element method (FEM) is one of the numerical methods that has become the most popular nowadays. Like any numerical method, the accuracy of the solution depends very strongly on the constitutive equation describing the behavior of the material and implemented in the computational code (H. Li et al. 2021; Liu et al. 2021). This constitutive equation is linked to the mathematical model that describes it. This choice is not entirely free, insofar as the choice of the behavior law (speaking of an analytically formulated model) used to describe the behavior of a material is guided by its availability in the finite element codes (Miller et al. 2021). This forces an adaptation between the studied material (which is real) and the behavior law (representative mathematical model) available in the FEM code which is not necessarily the one able to describe the behavior of the studied material. The problem of the non flexibility of the models available in the finite element codes appears immediately and limits the adequacy of the model to the reality of the behavior since the behavior laws
established and available in the FEM codes are for the most part specific to a particular material or class of materials. In other words, as soon as they are applied to materials different from the one for which they were originally developed, they find their limits because they do not manage to represent the reality described by the experiment as one would wish. It is therefore interesting to think about developing a method that can be applied to any material of any class and implemented in a finite element code. This approach involves a number of parameters depending on the material studied, but with a more global mathematical form adaptable to a wider range of materials. In this study, we propose an approach allowing a better adaptability of the behavior law to various materials. To justify the relevance of this proposal, let us first examine the models developed so far and try to see if some of them meet this need.

According to the literature, analytical models describing the behavior of materials can be grouped into three categories: empirical models, semi-empirical models, and physical models. Empirical models describe the behavior of the material by considering macroscopic quantities without considering its microstructure, whereas physical models consider the microstructure. As for the semi-empirical models, they try to be at the border between the empirical and physical models. Among a large number of models, the Johnson–Cook (JC) (Johnson and Cook 1983; Johnson and Cook 1985) and the Zerilli–Armstrong (ZA) (Zerilli et al. 1987) models are the best known and available in finite element codes. The JC model is widely used because it is simple to use and has fewer constants to be determined (Khan et al. 2004; Nemat-Nasser and Guo 2003). However, this model, in its original state, contains some problems related to the phenomena describing the behavior of the material. We refer here to strain hardening, strain rate hardening, and thermal effects that are described separately in the JC model as analyzed by Jia et al. (2021). To overcome this difficulty, several modified forms of the Johnson–Cook model have been developed in the past (Rule et al. 1998; Vural et al. 2003; Lin, X.-M. Chen, et al. 2010; Lin, Q.-F. Li, et al. 2012; H.-Y. Li et al. 2013; Zhou et al. 2019; D.-N. Zhang et al. 2015).

Due to its more physical formulation, the ZA model is preferred over the JC model because it allows for the coupling between strain rate and temperature effects (Johnson and Holmquist 1988; Voyiadjis et al. 2005a; Dey et al. 2007). However, the drawbacks of this model are related to the temperature limit value of the test. Indeed, this model applies only to low strain rates and for temperatures limited to 0.6 $T_m$ (where $T_m$ is the melting temperature of the material) (S.-T. Chiou et al. 2005; W. S. Chiou et al. 2005; C. Chen et al. 2007; Lee et al. 2006). Moreover, this model, in its original form, does not take into account the coupling between deformation and temperature effects (Samantaray, Mandal, Borah, et al. 2009). In order to reduce these shortcomings (e.g., applying this model over a wider temperature range) of the ZA model, Modified Zerilli–Armstrong forms (MZA) have been proposed by several authors over the last past years (Nemat-Nasser 2004; Lennon et al. 2004; Lennon et al. 2017; Cheng et al. 2021; M. Gurusamy et al. 2021).

These two approaches are among the most popular and the choice depends on the effectiveness of the method for a given problem. So we have on the one hand, the JC formulation and its variants and on the other hand the ZA approach with its variants too. Another approach proposed by Lin, X.-M. Chen, et al. (2010) is to combine the JC model with the MZA model (in its modified form proposed by Samantaray, Mandal, Borah, et al. (2009)). This approach allows combining on the one hand the factor taking into account the strain hardening effects described by the JC model and on the other hand the factor describing the strain rate effects and the thermal softening described by the MZA model in a unified formulation. The major difficulty of all the variants mentioned above is the restriction of the parameters on which the model depends, thus limiting the applicability domain of the developed model. Therefore, it seems necessary to look for a method that does not limit the number of parameters, unlike the approaches mentioned above, and that can describe more accurately the reality observed by the experiment.

Artificial neural networks (ANNs) offer an alternative way to solve these problems. ANNs are currently used to solve problems that are difficult to conceptualize using traditional computational methods. Thus, unlike a classical approach based on a regression method, an artificial neural network does not need to know the mathematical form of the model it seeks to reproduce and can therefore learn directly from experimental data without any prior assumption on the nature of the input parameters and their interactions. Thus, artificial neural networks can enable new approaches for modeling material behavior and have been successfully applied for the prediction
of constitutive relationships of some metals and alloys (Lin, J. Zhang, et al. 2008; Lu et al. 2011; Ashtiani et al. 2016; Huang et al. 2021). Although this approach is very effective, it does not allow the interpretation of the obtained results, because it does not take into account the physics of the phenomena for the considered material.

From the above, we can retain that there are two main families of models to describe the behavior of a material. On the one hand, analytical models presenting a problem of flexibility and on the other hand, implicit models, based on neural networks, more adaptable but presenting a problem of physical interpretation. It is therefore interesting to develop a physical model that is able to adapt to any material and can be efficiently implemented in a finite element code. In this perspective, we propose here a new formulation based on the MZA model, whose interest is to answer the two problems mentioned above. To appreciate the relevance of our approach, we used the Abaqus/Explicit software which offers the possibility to implement a new behavior law using a FORTRAN VUMAT or VUHARD subroutine following the example of the works proposed by Pantalé et al. (2022); C. Gao (2007); Jansen van Rensburg et al. (2012); Duc-Toan et al. (2012); Ming et al. (2018).

The main paragraphs of this work are as follows: Section 2 presents two known constitutive laws which will serve as the basis of the proposed one presented in Section 3. Since this model is new and will be used to perform a numerical model using Abaqus, the three derivatives of flow stress $\sigma^y$ with respect to the strain $\varepsilon^p$, the strain rate $\dot{\varepsilon}^p$ and temperature are required. So, determination of these derivatives is done in this Section. Section 4 is devoted to the comparison of the proposed model to the others one where identification is done on a 100Cr6 steel. Section 5 details the numerical results of the models identified in Section 4 using the cylindrical compression test and the necking of circular benchmark tests. Conclusion and future works are detailed in Section 6.

2 Some constitutive laws

The complete characterization of the thermomechanical behavior of a material is very important before its use in numerical simulations. This characterization usually involves experimental tests that serve as a basis for the development of constitutive laws. As mentioned in the introduction, many constitutive laws exist today, and selecting one of them based on explicit criteria hinders the development of computational models for new materials. In this section, we present a few of the best known behavior laws. These are the Zerilli–Armstrong (ZA) model and one of its derived forms, the Modified Zerilli–Armstrong (MZA). The MZA model is the one that was used as the basis for the development of the PTM model presented in Section 3.

The Zerilli–Armstrong model

As mentioned earlier, Johnson–Cook’s law, widely used in the scientific community and implemented as a base in the Abaqus FEM code, is an empirical model for which the effects of strain, strain rate, and temperature on material behavior are considered separately. Since a coupling exists in reality between these three variables, it is preferable to opt for a Zerilli–Armstrong (ZA) model. In fact, the Zerilli–Armstrong model is based on a physical consideration of heat-activated dislocation motion and the interaction of individual dislocations with each other as shown by Hull et al. (2011). The ZA model is therefore a constitutive law based on a study of the material microstructure. For a FCC material, the original equation describing the Zerilli–Armstrong model (Zerilli et al. 1987) is given by:

$$\sigma^y = A_0 + A_1 \varepsilon^p^n \exp \left[ -A_2 T + A_3 T \ln \left( \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}_0} \right) \right]$$

(1)

where $\sigma^y$ is the flow stress of the material, $\varepsilon^p$ is the equivalent plastic strain, $\dot{\varepsilon}^p$ is the equivalent plastic strain rate, $\dot{\varepsilon}_0$ is the reference strain rate and $T$ is the absolute temperature within the material. The coefficients $A_0$, $A_1$, $A_2$, $A_3$ and $n$ are the parameters of the model to be identified for a given material and $\dot{\varepsilon}_0$ is the reference strain rate as proposed by many models in the literature. It is important to note that this model is globally split in two terms. The first term is a constant stress threshold representing the yield strength of the material and the second term...
is a thermo-viscous component considering the variation of the work hardening threshold of the material with temperature and strain rate. With face-centered cubic (FCC) materials, the strain hardening shows a greater dependence on both temperature and strain rate. The thermal component of strain hardening in FCC materials is physically interpreted as the resistance to dislocation motion by the mutual interaction of dislocations (Voyiadjis et al. 2005b). The flow stress threshold of an FCC material is independent of temperature and strain rate, so that the flow stress threshold is constant and equal to the initial stress (Nemat-Nasser 2004; Voyiadjis et al. 2005b). The limitation of the ZA model is that it cannot be used for flow stress prediction at high strain rates and temperatures above 0.6 $T_m$. To circumvent this problem, Samantaray, Mandal, Borah, et al. (2009) proposed in 2009 a modified form of the Zerilli–Armstrong law (MZA), which will be presented in the next subsection.

The Modified Zerilli–Armstrong model

Formulation of the Modified Zerilli–Armstrong model

As mentioned in the end of subsection 2, the Modified Zerilli–Armstrong model (MZA) model is an extension of the Zerilli–Armstrong model. Since the new approach proposed in this article is based on the MZA model, it is necessary to recall, on the one hand, the motivations for the formulation of the MZA model and, on the other hand, the methodology for identifying its parameters. The equation that describes the MZA model, as proposed by Samantaray, Mandal, Borah, et al. (2009), is given by:

$$
\sigma^g = \left( C_1 + C_2 \varepsilon^p \right) \exp \left[ - \left( C_3 + C_4 \varepsilon^p \right) \left( T - T_0 \right) + \left( C_5 + C_6 \left( T - T_0 \right) \right) \ln \left( \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}_0} \right) \right]
$$

where the 7 coefficients $C_1$ and $n$ are the parameters of the model to be identified for a given material. This formulation was initially developed from a compression test of 15Cr–15Ni–2.2Mo Ti-modified austenitic stainless steel (the D9 alloy). This test was performed over a range of plastic strains ($\varepsilon^p = 0.1 - 0.5$), strain rates ($\dot{\varepsilon}^p = 10^{-3} - 1$ s$^{-1}$) and temperatures ($T = 800 - 1200°C$). In attempting to apply the original Johnson–Cook model, the authors of this work found that it was unable to describe the behavior of this type of material over the ranges of strain, strain rate, and temperature mentioned above. The same conclusion was made regarding the ZA model who was also unable to correctly describe the behavior of this material. Based on the ZA model, Samantaray, Mandal, Borah, et al. (2009) have therefore proposed a modified form of the ZA model to better describe the behavior of this material. This modified model takes into account the effect of isotropic strain hardening, strain rate hardening, thermal softening and the coupled effects of strain, strain rate and temperature on the flow stress. It predicts the evolution of the high-temperature flow threshold of the D9 alloy over the above ranges of strain, strain rate and temperature with good correlation to the experimental data and good generalization. The correlation coefficient obtained is 0.995 while the average error for the whole data set is only 5.3%. The proposed model can predict the flow threshold of the D9 alloy in the hot working range. In the first phase, we will examine the different steps in the development of the model proposed by Samantaray et al. and their justifications.

The Equation (1) of the original Zerilli–Armstrong model defines the flow stress in two terms: a thermal stress and an athermal stress that depends on the grain size of the material and is independent of temperature. However, several studies have shown that this independence decreases when the temperature increases beyond a certain value. Based on these observations, Samantaray questioned the athermal consideration for the D9 material. This approach then allows for the consideration of temperature effects on the yield strength of D9 steel and even other materials.

According to the ZA model (1), the term $A_1e^{\varepsilon^p}$ is calculated from the $y$-intercept of the line $\ln(\sigma^g(T) - A_0)$ giving the flow stress at 0°C. These $y$-intercepts are calculated for various values of strain to obtain separately the values of $A_1$ and $n$. Since, experimental data are not always available at 0°C, Samantaray then introduced a reference temperature to incorporate the effect of thermal softening. In view of the above, the term $A_1e^{\varepsilon^p}$ has been replaced by $C_1 + C_2e^{\varepsilon^p}$ in the MZA model (2).
According to the ZA model (1), in the absence of a strain rate effect, $A_2$ is calculated from the slope of the function $\sigma^y(T) - A_0$ which is independent of the plastic strain in the original formulation. Samantaray having shown on a graphical representation a linear dependence to the plastic strain, he replaced the term $A_2$ by $(C_3 + C_4\varepsilon^p)$ in his model (2).

Finally, the term $A_3T$ is determined from the slope of $\ln \sigma^y$ as a function of $\ln(\dot{\varepsilon}^p/\dot{\varepsilon}_0)$, and then the constant $A_3$ is calculated from the slope of the line $A_3T$. In its original formulation, the ZA model predicts the same flow stress for all values of the strain rate. In reality, the slope of $\ln \sigma^y$ as a function of $\ln(\dot{\varepsilon}^p/\dot{\varepsilon}_0)$, denoted $S_2$, shows a linear dependence with $(T - T_0)$. This reflects the effect of the strain rate on the flow stress at the reference temperature. Taking into account these remarks, Samantaray introduces the term $C_5 + C_6(T - T_0)$ in his model. For more details, see (Samantaray, Mandal, Borah, et al. 2009). With the main steps of the model development assimilated, the identification of the parameters is the subject of the next subsection.

**Determination of the Modified Zerrilli–Armstrong model's constants**

This section is devoted to the calculation of the parameters of the MZA model formulated from the set of remarks described previously. Considering the expression of the model given by Equation (2), parameter $C_1$ is deduced directly from $\sigma^y(\dot{\varepsilon}^p = 0, T = T_0, \dot{\varepsilon}^p = \dot{\varepsilon}_0)$. When the current strain rate $\dot{\varepsilon}^p$ is identical to the reference strain rate $\dot{\varepsilon}_0$, the Equation (2) becomes:

$$\sigma^y = (C_1 + C_2\varepsilon^p) \exp \left[ -(C_3 + C_4\varepsilon^p)(T - T_0) \right]$$  

(3)

Taking the logarithm of the previous relationship we have:

$$\ln \sigma^y = \ln \left( C_1 + C_2\varepsilon^p \right) - (C_3 + C_4\varepsilon^p)(T - T_0)$$  

(4)

By plotting the function $\ln \sigma^y (T - T_0)$ the y-intercept and the slope of this line can be deduced as $I_1 = \ln \left( C_1 + C_2\varepsilon^p \right)$ and $S_1 = -(C_3 + C_4\varepsilon^p)$. From the expression of $I_1$ we can write:

$$\ln \left( \exp(I_1) - C_1 \right) = \ln C_2 + n \ln \dot{\varepsilon}^p$$  

(5)

By plotting the function $\ln \left( \exp(I_1) - C_1 \right)$ versus $\ln \dot{\varepsilon}^p$ we can deduce $n$ and $C_2$. The plot of $S_1$ versus $\dot{\varepsilon}^p$ allows deducing $C_3$ and $C_4$ from the y-intercept and the slope, respectively. Once the first four terms of the model are calculated, we can now take the logarithm of the entire MZA model given by Equation (2):

$$\ln \sigma^y = \ln \left( C_1 + C_2\varepsilon^p \right) - (C_3 + C_4\varepsilon^p)(T - T_0) + S_2 \ln \left( \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}_0} \right)$$  

(6)

with $S_2 = C_5 + C_6(T - T_0)$. Finally, the graph $\ln \sigma^y$ versus $\ln(\dot{\varepsilon}^p/\dot{\varepsilon}_0)$ allows deducing $C_5$ and $C_6$ from the slope $S_2$.

**3 Proposed model (PTM model)**

The model proposed in this study is an extension based on the formulation of the MZA model proposed by Samantaray. In the MZA model, the functions $I_1$, $S_1$, and $S_2$ are defined as linear functions. However, there are materials where these functions cannot be approximated by linear functions as illustrated in Figure 2 (c) showing the evolution of $S_1$ as a function of plastic strain $\varepsilon^p$. Therefore, the MZA model cannot reproduce the experimental results as expected (F. Gao et al. 2020; Yu et al. 2020; M. M. Gurusamy et al. 2017; Samantaray, Mandal, and Bhaduri 2009; He et al. 2014; Zhan et al. 2014; Gupta et al. 2013). It should also be remembered that this proposal is not only to extend the MZA model for better results, but also to make it suitable for both low and high strain rate tests.

**Formulation of the PTM model**

The PTM model proposed in the present study is an extension of the MZA model for which the linear terms $I_1$, $S_1$, and $S_2$ described by the equation (2) are now polynomials with an unknown degree depending on the experimental data. In this way, our approach allows us to make
the model flexible and, therefore, applicable to several different types of materials. Moreover, in order to further improve the generalization of the proposed model, the coefficients of the polynomial representing $S_2$ are still other polynomials depending on the deformation. In the work of Samantaray, Mandal, Borah, et al. (2009), these coefficients were considered as constants.

The equation describing the PTM model is therefore:

$$
\sigma^y(\varepsilon^P, \dot{\varepsilon}^P, T) = \left( \sum_{i=0}^{q} A_i \varepsilon^{P_i} \right) \exp \left[ \left( \sum_{j=0}^{r} B_j \varepsilon^{P_j} \right) (T - T_0) + \left( \sum_{k=0}^{s} \left( \sum_{l=0}^{t} C_{k}^l \varepsilon^{P_l} \right) (T - T_0)^k \right) \frac{\ln \left( \frac{\dot{\varepsilon}^P}{\dot{\varepsilon}_0} \right)}{T_0} \right]
$$

(7)

where $A_i, B_j, C_k^l$ are the parameters of the model to be identified using the procedure proposed in the LMFIT Python library (Newville et al. 2016) and according to the following three steps:

- **Step 1**: Determination of the two functions $I_1(\varepsilon^P)$ and $S_1(\varepsilon^P)$

  At the reference strain rate, i.e. when $\dot{\varepsilon}^P = \dot{\varepsilon}_0$, Equation (7) is written as:

$$
\sigma^y(\varepsilon^P, T) = \left( \sum_{i=0}^{q} A_i \varepsilon^{P_i} \right) \exp \left[ \left( \sum_{j=0}^{r} B_j \varepsilon^{P_j} \right) (T - T_0) \right]
$$

(8)

Taking the logarithm of each member of this equation we obtain:

$$
\ln \sigma^y(\varepsilon^P, T) = I_1(\varepsilon^P) + S_1(\varepsilon^P) (T - T_0)
$$

(9)

where:

$$
I_1(\varepsilon^P) = \ln \left( \sum_{i=0}^{q} A_i \varepsilon^{P_i} \right) \quad \text{and} \quad S_1(\varepsilon^P) = \sum_{j=0}^{r} B_j \varepsilon^{P_j}
$$

(10)

Plotting the function $\ln \sigma^y(T)$ for a given value of $\varepsilon^P$ allows us to deduce $I_1(\varepsilon^P)$ and $S_1(\varepsilon^P)$ from the y-intercept and the slope, respectively. These functions are calculated for all plastic strain values $\varepsilon^P$ available in the experimental database. Analysis of those results allows us to propose some adequate values for the $q$ and $r$ quantities. Once those values have been selected, an identification procedure allow us to compute the $q$ parameters $A_i$ and $r$ parameters $B_j$ of the PTM model.

- **Step 2**: Determination of the function $S_2(\varepsilon^P, T)$ as polynomials depending on the temperature $T$

    Once the Step 1 is done, it is possible to take the logarithm of the whole Equation (7) to obtain:

$$
\ln \sigma^y(\varepsilon^P, \dot{\varepsilon}^P, T) - I_1(\varepsilon^P) - S_1(\varepsilon^P) (T - T_0) = S_2(\varepsilon^P, T) \ln \left( \frac{\dot{\varepsilon}^P}{\dot{\varepsilon}_0} \right)
$$

(11)

where:

$$
S_2(\varepsilon^P, T) = \sum_{k=0}^{s} \left( \sum_{l=0}^{t} C_{k}^l \varepsilon^{P_l} \right) (T - T_0)^k
$$

(12)

From this latter the plot of $\ln \sigma^y - I_1(\varepsilon^P) - S_1(\varepsilon^P) (T - T_0)$ versus $\ln(\dot{\varepsilon}^P / \dot{\varepsilon}_0)$ allows us to deduce $S_2(\varepsilon^P, T)$ as its slope for a given plastic strain value $\varepsilon^P$.
polynomial forms of degree $k$ in Equation (7). The work does not stop at this stage; it is necessary to evaluate the dependence of each coefficient of $S_2(\varepsilon^p, T)$ to the plastic strain $\varepsilon^p$. This has never been considered in the previous works (F. Gao et al. 2020; Yu et al. 2020; M. M. Gurusamy et al. 2017; Samantaray, Mandal, and Bhaduri 2009; He et al. 2014; Zhan et al. 2014; Gupta et al. 2013; Samantaray, Mandal, Bhaduri, et al. 2011).

- **Step 3**: Determination of the coefficients of the function $S_2(\varepsilon^p, T)$ as polynomials depending on the plastic strain $\varepsilon^p$

This step is a direct consequence of the previous one, which consists in determining each coefficient of the function $S_2(\varepsilon^p, T)$ as polynomial functions. Once we know the order of the polynomial that describes the function $S_2(\varepsilon^p, T)$ as described in the previous step, for each strain value the corresponding coefficients of $S_2(\varepsilon^p, T)$ should be recorded in the empty lists initialized before. Thus, with the empty lists initialized, for a given strain value, it is necessary to go through all the temperatures and deduce the values of each coefficient of the function $S_2(\varepsilon^p, T)$ for this strain which will be recorded in the empty lists initialized at the beginning. Thus, an algorithm must be written which goes through all the values of the strains and adds to each list of coefficients of the polynomial $S_2(\varepsilon^p, T)$ the value deduced from the corresponding strain. It is therefore necessary to evaluate the dependence of each parameter (described by one list) on the strain in order to finally deduce its polynomial from which we also deduce its coefficients. This is how the operation is performed for all the lists. Finally, we calculate all the parameters of the proposed model. This part will be detailed more deeply in Section 4.

### Implementation of PTM model into Abaqus

The usual method when implementing a new behavior law in the Abaqus finite element code is to program a VUMAT or VUHARD in FORTRAN subroutine. To introduce a new behavior law using the VUHARD (in our case), Abaqus only required the definition of the function that describes the behavior law $\sigma^p(\varepsilon^p, \dot{\varepsilon}^p, T)$ and its derivatives with respect to the plastic strain $\varepsilon^p$, the plastic strain rate $\dot{\varepsilon}^p$, and the temperature $T$. Thus, conforming to the proposed approach, the three derivatives of the PTM model are given by the following equations:

$$
\frac{\partial \sigma^y}{\partial \varepsilon^p} = \left\{ \left( \sum_{i=1}^{q} iA_i \varepsilon^{p^{i-1}} \right) + \left( \sum_{i=0}^{q} A_i \varepsilon^p \right) \left( \sum_{j=1}^{r} jB_j \varepsilon^{p^{j-1}} \right) \right\} (T - T_0) + \left\{ \sum_{k=0}^{s} \sum_{l=1}^{t} lC_{k}^{l} \varepsilon^{p^{l-1}} \right\} (T - T_0)^2 \ln \left( \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}_0} \right) \exp(C_{mf})
$$

$$
\frac{\partial \sigma^y}{\partial \dot{\varepsilon}^p} = \left( \sum_{i=0}^{q} A_i \varepsilon^p \right) \left( \sum_{j=0}^{r} B_j \varepsilon^p \right) + \sum_{k=1}^{s} \sum_{l=1}^{t} C_{k}^{l} \varepsilon^p \left( T - T_0 \right)^{k-1} \ln \left( \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}_0} \right) \exp(C_{mf})
$$

$$
\frac{\partial \sigma^y}{\partial T} = \left( \sum_{i=0}^{q} A_i \varepsilon^p \right) \left( \sum_{j=0}^{r} B_j \varepsilon^p \right) \left( T - T_0 \right) + \sum_{k=0}^{s} \sum_{l=1}^{t} lC_{k}^{l} \varepsilon^p \left( T - T_0 \right)^k \left( \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}_0} \right) \exp(C_{mf})
$$

(13)

where the $C_{mf}$ term is given by:

$$
C_{mf} = \left( \sum_{j=0}^{r} B_j \varepsilon^p \right) (T - T_0) + \left( \sum_{k=0}^{s} \sum_{l=1}^{t} lC_{k}^{l} \varepsilon^p \right) (T - T_0)^k \ln \left( \frac{\dot{\varepsilon}^p}{\dot{\varepsilon}_0} \right)
$$

(14)

### 4 Application

After presenting the models that will be used in this study, setting up the formulation of the proposed model and the theory of identifying its parameters, we will now show in detail identifying the parameters of the PTM model. In the numerical simulations and validation tests, only one material is used, and the identification results are compared each time.
Identification of the PTM parameters for a 100Cr6 material

Data collection from literature

As mentioned above, the compression test is performed on 100Cr6 steel for a temperature range of $750 - 1300^\circ C$ and a strain rate range of $0.001 - 0.15 s^{-1}$. For more details, see Zhou et al. (2019). Figure 1 shows the plot of flow stresses versus plastic strain values for different strain rates and temperatures as extracted from the above publication. Since we did not have the opportunity to contact the author of this paper to obtain the raw data, we used WebPlotDigitizer-4.4-linux-x64 to extract these data from the graphs of the publication, which explains, for example, the non-conformity of the stress values at $\varepsilon_p = 0$ with those of Zhou et al. (2019). It should also be noted that in Zhou’s publication, the values at this level of plastic strain are not considered in the parameter identification because they are unreadable. Only 14 strain values were used for the identification of the model parameters. As presented by Zhou et al. (2019), the results will be displayed in two temperature ranges, namely $750 – 850^\circ C$ on the one hand and $900 – 1300^\circ C$ on the other. This implies that the parameters of our model depend on these two temperature ranges. For both temperature ranges, the reference strain rate is the same while the reference temperatures are different: $750^\circ C$ as reference temperature for the first range and $900^\circ C$ for the second.

Identification of the parameters of the PTM model

To have a clearer overview of the method developed in this study for the determination of the PTM model parameters as presented in section 3, we detail hereafter, only for the second temperature range ($900 – 1300^\circ C$), how to identify some parameters of the flow law. The other parameters are obtained using the same method, but for the sake of brevity, only the generic part is presented. For the identification procedure, in this temperature range, we have extracted 378 data points $\sigma^y(\varepsilon_p, \dot{\varepsilon}, T)$ with 14 different plastic strains $\varepsilon_p$, 3 different plastic strain rates $\dot{\varepsilon}$ and 9 different temperatures $T$.

Referring to the explanation of the method, the first step concerns the determination of the functions $I_1(\varepsilon_p)$ and $S_1(\varepsilon_p)$ that appears in Equation (9) when $\dot{\varepsilon} = \dot{\varepsilon}_0 = 0.1$. We first plot 14 curves $ln \sigma^y(T)$ (i.e. 1 for each plastic strain $\varepsilon_p$) and extract the y-intercept and the slope of those 14 curves as $I_1(\varepsilon_p)$ and $S_1(\varepsilon_p)$ respectively. This process is illustrated in Figure 2.a where 3 $ln \sigma^y(T)$ plots for different values of the plastic strain $\varepsilon_p$ are reported. Thus, from the left...
part of equation (10), and after plotting \( \exp(I_1(\varepsilon^p)) \) as illustrated in Figure 2.b and choosing an appropriate value for the parameter \( q \) (here \( q = 4 \)) defining the order of the polynomial function used to approximate \( I_1(\varepsilon^p) \), the five parameters \( A_i \), reported in the right column of Table 1, can be identified. Parameters \( B_j \) of function \( S_1(\varepsilon^p) \) are computed using the same approach as illustrated in Figure 2.c after selecting an adequate order \( r \) of the polynomial function (here again \( r = 4 \)). The obtained values of parameters \( B_j \) are also reported in the right column of Table 1.

\[ \begin{align*}
\text{Figure 2:} & \quad \text{Determination of the PTM model’s parameters} \quad A_i \quad \text{and} \quad B_j \quad \text{for a range of temperature (900–1300°C).}
\end{align*} \]

Once the parameters of those two functions have been identified, the final step then concerns the identification of the parameters of the \( S_2(\varepsilon^p, T) \) function. The identification of that function is divided into three steps:

1. From Equation (11), we first plot \( \ln(\sigma^y - I_1(\varepsilon^p) - S_1(\varepsilon^p)(T - T_0)) \) versus \( \ln(\varepsilon^p / \varepsilon_0) \) for all plastic strains \( \varepsilon^p \) and temperatures \( T \) and gather the 126 = 14 \times 9 slopes defining the set of \( S_2 \) parameters depending on \( \varepsilon^p \) and \( T \) respectively.

2. Those 126 data points are now grouped on their plastic strain values and are used to identify 14 \( S_2(T) \) curves. Figure 3.a illustrate this process for 3 values of the plastic strain. From this later, and after selecting a correct value \( s = 4 \) of the polynomial order we fit each curve \( S_2(T) \) and obtain \( 5 \times 14 = 70 \) new data points.

3. From those later, we now plot them vs. the plastic strain \( \varepsilon^p \) for each value \( k \) of the parameter \( s \), as reported in Figure 3.b for \( k = 0 \). Then, after choosing the adequate value of \( t = 4 \), we finally obtain the 25 \( C_1 \) parameters reported in the right column of Table 1.

The exact same procedure has been done to obtain the same parameters of the PTM model, for the temperature range (750 – 850°C), reported in the left column of Table 1.

**Comparison and accuracy of the PTM model**

To evaluate the relevance of the model proposed in this work, we need to compare its results to those provided by the existing well-known models. This comparison is based on the MZA and NMJC (New Modified Johnson-Cook) models presented by Zhou et al. (2019). Figure 4 (first temperature range) and Figure 5 (second temperature range) show the comparison of the MZA and NMJC models with the PTM model. The comparison is performed using the parameters of the MZA and NMJC models reported in Table 2 and Table 3 respectively. Figures 4 and 5 show the performance of each model in approximating the experimental data. To evaluate the fidelity of each law with respect to the experimental data, we compute the correlation coefficient (R) and the average relative error (\( E_{AAR} \)) whose relations are given by the following equations (15) and (16):
Figure 3: Determination of the PTM model’s parameters $C_l^k$ for a range of temperature (900 – 1300°C).

Figure 4: Comparison between experimental data and predicted data of MZA, NMJC and PTM models for a range of temperature (750 – 850°C).

\[
R(\%) = \frac{\sum_{i=1}^{N} (E_i - \bar{E})(P_i - \bar{P})}{\sqrt{\sum_{i=1}^{N} (E_i - \bar{E})^2 \cdot \sum_{i=1}^{N} (P_i - \bar{P})^2}} \times 100
\]  

(15)

\[
E_{\text{AAR}}(\%) = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{E_i - P_i}{E_i} \right| \times 100
\]  

(16)

where $E_i$ is the experimental value and $P_i$ is the predicted value of the constitutive law, $\bar{E}$ and $\bar{P}$ are the mean values of the experimental and predicted values, respectively. The values of $R$ and $E_{\text{AAR}}$ for the two temperature ranges are reported in the Tables 4 and 5. These tables clearly show that the MZA model is not able to approximate the experimental data well for both temperature ranges simultaneously, while the NMJC model and the PTM model approximate
Table 1: Parameters of the proposed model

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Temperature range</th>
<th>Temperature range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_0$ (MPa)</td>
<td>97.0477</td>
<td>73.3016</td>
</tr>
<tr>
<td>$A_1$ (MPa)</td>
<td>520.246</td>
<td>667.67</td>
</tr>
<tr>
<td>$A_2$ (MPa)</td>
<td>-2014.98</td>
<td>-2886.79</td>
</tr>
<tr>
<td>$A_3$ (MPa)</td>
<td>2817.53</td>
<td>4579.29</td>
</tr>
<tr>
<td>$A_4$ (MPa)</td>
<td>-1372.42</td>
<td>-2542.54</td>
</tr>
<tr>
<td>$B_0$</td>
<td>-0.00314613</td>
<td>-0.0036752</td>
</tr>
<tr>
<td>$B_1$</td>
<td>-0.0309245</td>
<td>-0.00296567</td>
</tr>
<tr>
<td>$B_2$</td>
<td>0.150395</td>
<td>-0.00361333</td>
</tr>
<tr>
<td>$B_3$</td>
<td>-0.262382</td>
<td>0.0228494</td>
</tr>
<tr>
<td>$B_4$</td>
<td>0.153901</td>
<td>-0.0182201</td>
</tr>
<tr>
<td>$C_0$</td>
<td>0.0320655</td>
<td>-0.000200302</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.931646</td>
<td>1.22687</td>
</tr>
<tr>
<td>$C_2$</td>
<td>-2.78519</td>
<td>-4.7754</td>
</tr>
<tr>
<td>$C_3$</td>
<td>3.81338</td>
<td>7.85805</td>
</tr>
<tr>
<td>$C_4$</td>
<td>-1.81207</td>
<td>-4.66805</td>
</tr>
<tr>
<td>$C_0'$</td>
<td>-0.000124382</td>
<td>0.000543369</td>
</tr>
<tr>
<td>$C_1'$</td>
<td>-0.00361257</td>
<td>-0.00303017</td>
</tr>
<tr>
<td>$C_2'$</td>
<td>0.0197465</td>
<td>0.00596842</td>
</tr>
<tr>
<td>$C_3'$</td>
<td>-0.0355911</td>
<td>-0.00859357</td>
</tr>
<tr>
<td>$C_4'$</td>
<td>0.0226339</td>
<td>0.00580079</td>
</tr>
<tr>
<td>$C_0''$</td>
<td>-1.58096 \times 10^{-7}</td>
<td>-1.6141 \times 10^{-6}</td>
</tr>
<tr>
<td>$C_1''$</td>
<td>9.38045 \times 10^{-6}</td>
<td>3.31221 \times 10^{-5}</td>
</tr>
<tr>
<td>$C_2''$</td>
<td>-7.72993 \times 10^{-5}</td>
<td>-0.00012133</td>
</tr>
<tr>
<td>$C_3''$</td>
<td>0.000153333</td>
<td>0.000236692</td>
</tr>
<tr>
<td>$C_4''$</td>
<td>-0.000103767</td>
<td>-0.000171423</td>
</tr>
<tr>
<td>$C_0'''$</td>
<td>6.17593 \times 10^{-9}</td>
<td>6.0602 \times 10^{-9}</td>
</tr>
<tr>
<td>$C_1'''$</td>
<td>-2.76279 \times 10^{-8}</td>
<td>-1.02741 \times 10^{-7}</td>
</tr>
<tr>
<td>$C_2'''$</td>
<td>1.18037 \times 10^{-7}</td>
<td>3.75567 \times 10^{-7}</td>
</tr>
<tr>
<td>$C_3'''$</td>
<td>-2.01407 \times 10^{-7}</td>
<td>-8.0405 \times 10^{-7}</td>
</tr>
<tr>
<td>$C_4'''$</td>
<td>1.09559 \times 10^{-7}</td>
<td>6.40948 \times 10^{-7}</td>
</tr>
<tr>
<td>$C_0''''$</td>
<td>-6.40492 \times 10^{-11}</td>
<td>-6.2545 \times 10^{-12}</td>
</tr>
<tr>
<td>$C_1''''$</td>
<td>1.48898 \times 10^{-10}</td>
<td>6.71146 \times 10^{-11}</td>
</tr>
<tr>
<td>$C_2''''$</td>
<td>1.29293 \times 10^{-9}</td>
<td>-1.48469 \times 10^{-10}</td>
</tr>
<tr>
<td>$C_3''''$</td>
<td>-3.37491 \times 10^{-9}</td>
<td>4.54246 \times 10^{-10}</td>
</tr>
<tr>
<td>$C_4''''$</td>
<td>2.80075 \times 10^{-9}</td>
<td>-4.95586 \times 10^{-10}</td>
</tr>
</tbody>
</table>

these experimental data much better. This is also clearly visible in the correlation curve shown for the PTM model. Since the NMJC model and the PTM model better represent the experimental data, we will perform a more refined analysis of their results.

For the first temperature range (750 – 850°C) the $\text{E}_{\text{AAR}}$ and R values are 3.25% and 99.34% for the NMJC, and 4.07% and 99.18% for PTM model. We observe that the two models differ slightly. However, for the second temperature range, these coefficients have values of 6.77% and 99.34% for the NMJC and 4.35% and 99.54% for PTM model. In this temperature range, we observe that the PTM model performs better than the NMJC model. From these results, we can say that the proposed model is efficient. Indeed, the development of the current law aims at making the analytical models flexible by giving them the possibility to behave according to the data they have to predict. It should be noted that this model is developed from the MZA model.
which, according to the results we have presented, is not able to describe the behavior of this material and which, finally, has described the behavior of the material studied very well. To better understand the meaning of this model, it is better to call it an approach because it gives the overall shape of all the models that can be derived from it. We can conclude by saying that the model developed in this work applies very well to low strain rate tests. To show the relevance of this model, it was also applied in dynamics and proved to be very effective. This will be the main objective of the next subsection. The interested reader can download a Jupyter Notebook version of the identification software used for this paper in Tize Mha et al. (2022).

To further show the effectiveness of the model proposed in this work, we have decided to implement the PTM model into the Abaqus Explicit code. This involves carrying out a compression test on the 100Cr6 material. For this purpose, the simulation will be carried out considering only the second temperature range ($900 - 1300\,^\circ\text{C}$). This simulation will be compared with the results provided by the NMJC model for the compression test.

5 Numerical simulations

The performance of the PTM model has now been demonstrated in terms of its ability to reproduce the experimental behavior, so it is important to evaluate its suitability for numerical simulation. According to the identification results, the PTM model reproduces the experimental behavior better than the NMJC model in the second temperature range while in the first one they are almost identical. We therefore wish to verify these results by numerical simulations. For these simulations, we will focus on a quasi-static compression test and necking of a circular bar using the 100Cr6 material. Running the circular bar bonding benchmark will allow us to better see the main difference between the two models, even though it was shown in the identification step. The PTM and NMJC behavior models are not natively available in the Abaqus Explicit FEM code, so they have been implemented by means of a VUHARD user subroutine in FORTRAN. The VUHARD subroutine is compiled using the GNU gfortran 9.3.0 and linked to the main Abaqus Explicit executable. All benchmarks tests have been solved using Abaqus Explicit 2021 on a ZBook laptop running Ubuntu 20.04 64-bits with 8 GiB of Ram and one 4 core i7-10510U Intel version of February 14, 2022
### Table 2: Parameters of Modified Zerilli–Armstrong Model (Zhou et al. 2019)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Temperature range</th>
<th>Temperature range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$ (MPa)</td>
<td>130</td>
<td>80</td>
</tr>
<tr>
<td>$C_2$ (MPa)</td>
<td>90.58700384</td>
<td>14.03542124</td>
</tr>
<tr>
<td>$C_3$</td>
<td>0.005040326</td>
<td>0.004068028</td>
</tr>
<tr>
<td>$C_4$</td>
<td>−0.001375136</td>
<td>0.000285058</td>
</tr>
<tr>
<td>$C_5$</td>
<td>0.149814069</td>
<td>0.085469958</td>
</tr>
<tr>
<td>$C_6$</td>
<td>0.000016142</td>
<td>0.000341295</td>
</tr>
<tr>
<td>$n$</td>
<td>−0.204463946</td>
<td>−0.410341985</td>
</tr>
</tbody>
</table>

### Table 3: Parameters of New Modified Johnson–Cook Model (Zhou et al. 2019)

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Temperature range</th>
<th>Temperature range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$ (MPa)</td>
<td>129.5596</td>
<td>72.3798</td>
</tr>
<tr>
<td>$B_1$ (MPa)</td>
<td>2405.7533</td>
<td>727.3403</td>
</tr>
<tr>
<td>$B_2$ (MPa)</td>
<td>−10655.4178</td>
<td>−3106.83812</td>
</tr>
<tr>
<td>$B_3$ (MPa)</td>
<td>17197.4973</td>
<td>4886.4403</td>
</tr>
<tr>
<td>$B_4$ (MPa)</td>
<td>−9523.0187</td>
<td>−2698.3127</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td>0.00417</td>
<td>0.00423</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>−0.000129</td>
<td>−0.000331</td>
</tr>
<tr>
<td>$X_0$</td>
<td>−0.0003144</td>
<td>0.01011</td>
</tr>
<tr>
<td>$X_1$</td>
<td>1.62397</td>
<td>1.19293</td>
</tr>
<tr>
<td>$X_2$</td>
<td>−8.6223</td>
<td>−6.39299</td>
</tr>
<tr>
<td>$X_3$</td>
<td>21.45252</td>
<td>16.38994</td>
</tr>
<tr>
<td>$X_4$</td>
<td>−25.27424</td>
<td>−20.01791</td>
</tr>
<tr>
<td>$X_5$</td>
<td>11.39214</td>
<td>9.2515</td>
</tr>
</tbody>
</table>

Processor. All computations have been done using the double precision option of Abaqus, with only one core (no parallel execution).

### Cylindrical compression test

The purpose of the compression test we perform here is to compare the numerical results from using the NMJC model flow law and the PTM flow law proposed in this study. The material used in this test is the 100Cr6 steel presented in Section 4. This numerical simulation considers an axisymmetric half model of the specimen, with dimensions of 12 mm for the height and 8 mm for the diameter, as shown in Figure 6. The mesh consists of 400 CAX4R elements (4-node axisymmetric bi-linear quadrilateral elements with reduced integration and hourglass control). The FEM model is an explicit dynamic analysis, and the total simulation time is set to $t = 17$ s.

We imposed a total displacement of 1.7 mm of the top crossbeam during compression, along the vertical axis of the specimen. The radial displacement of the top face of the specimen $u_r$ is kept free while its axial displacement $u_z$ is imposed and for the bottom face, the radial displacement $u_r$ is free while its axial displacement $u_z$ is kept at zero. The initial temperature of the whole specimen is 900°C. The mass-scaling factor has been used, in order to decrease the CPU time, in this simulation and its value is $m_s = 100$ which leads to a speed-up of a factor 10.

Figure 7 shows the contour plot of the von Mises stress $\sigma$ of the deformed cylinder for two different models: the NMJC (left side of the specimen) and the PTM model (right side of the specimen), while Figure 8 shows the distribution of the equivalent plastic strain $\varepsilon^p$ for both
Table 4: Comparison of $E_{AA}$R for different models

<table>
<thead>
<tr>
<th>Models</th>
<th>Temperature range 750 – 850°C</th>
<th>E_{AA}(%)</th>
<th>Temperature range 900 – 1300°C</th>
<th>E_{AA}(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MZA (Zhou et al. 2019)</td>
<td>9.3656</td>
<td></td>
<td>7.0373</td>
<td></td>
</tr>
<tr>
<td>NMJC (Zhou et al. 2019)</td>
<td>3.2506</td>
<td></td>
<td>6.77288</td>
<td></td>
</tr>
<tr>
<td>PTM</td>
<td>4.07312</td>
<td></td>
<td>4.34801</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Comparison of R for different models

<table>
<thead>
<tr>
<th>Models</th>
<th>Temperature range 750 – 850°C</th>
<th>R(%)</th>
<th>Temperature range 900 – 1300°C</th>
<th>R(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MZA (Zhou et al. 2019)</td>
<td>94.2122</td>
<td></td>
<td>98.2925</td>
<td></td>
</tr>
<tr>
<td>NMJC (Zhou et al. 2019)</td>
<td>99.341</td>
<td></td>
<td>99.3444</td>
<td></td>
</tr>
<tr>
<td>PTM</td>
<td>99.1796</td>
<td></td>
<td>99.5427</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6: Finite element meshing if the initial shape of the specimen during the compression test.

models. We see from these figures that the spatial distribution of the equivalent stress $\sigma$ and the equivalent plastic strain $\varepsilon^p$ are almost the same for both models. We can note that the behavior of the two models, regarding their similarity during the identification phase, was proven in the numerical simulation. An important thing to note is the ability of the PTM model to have a behavior close to that of the NMJC model. Indeed, the NMJC model is formulated from the Johnson-Cook model (which is good for dynamic tests) while the PTM model is formulated from the modified Zerilli-Armstrong model (which is good for quasi-static tests and initially

Figure 7: Von Mises stress $\sigma$ contour-plot for the cylindrical compression test.
was not able to reproduce the experiment provided by Zhou et al. (2019)). Furthermore, the Johnson-Cook model, from which the NMJC model is derived, is an empirical model that considers the macroscopic nature of the material, whereas the MZA model considers the micro-structure of the material. Therefore, one cannot expect an exact behavior in terms of plastic deformation. Hence, the interest of this numerical simulation, which allows a more effective comparison of these two formulations, which could only be observed during the identification phase. We can also note on these figures that the maximum equivalent plastic deformation is located at the center of the cylinder. Thus, we decided to plot on Figure 9 the evolution of the equivalent plastic strain $\varepsilon^p$ (for 900°C) with the reduction of the length of the cylinder during compression for the central element (the red element in the bottom left corner in Figure 6). In this figure, we can see that the evolution of the two models is almost similar for a reduction of 1.5 mm and beyond this distance, the difference is observed but minimally. To better appreciate this simulation, we decided to reproduce all the experimental tests performed for 0.1 s$^{-1}$ for a temperature range $T = [900 \text{ - } 1300]°C$. Figure 10 shows the comparison of the numerical results of the two models and the experimental tests. In this figure, we can observe that the numerical models do not reproduce faithfully the experiment, but the evolution is reproduced. This can be explained by the identification that was done only for 14 plastic strain values. Even if these models seem similar, there is a difference between them, as shown in the Table 6. In this table, we notice that the PTM model has a larger increment and CPU time than the NMJC model. This can be explained by the form of the model which is formulated as a combination of polynomial and exponential functions. An important thing is the equivalent plastic strain which is close to the value that was used for the identifications ($\varepsilon^p = 0.7$). These values allow us to say that our numerical results are in good agreement with the experiment.
Figure 10: Numerical and experimental von Mises stress $\sigma$ vs. equivalent plastic strain $\varepsilon^p$ for the cylindrical compression test for $\dot{\varepsilon}^p = 0.1 \, \text{s}^{-1}$.

<table>
<thead>
<tr>
<th>Models</th>
<th>Incre.</th>
<th>Time</th>
<th>$\dot{\varepsilon}^p$</th>
<th>$\sigma$ (MPa)</th>
<th>$T$ (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMJC model</td>
<td>62 165 585</td>
<td>2h 58min</td>
<td>0.686</td>
<td>125.3</td>
<td>918.0</td>
</tr>
<tr>
<td>PTM model</td>
<td>62 280 897</td>
<td>3h 32min</td>
<td>0.690</td>
<td>121.2</td>
<td>917.6</td>
</tr>
</tbody>
</table>

Table 6: Comparison of results for the cylindrical compression test for a displacement of 1.7 mm.

Necking of circular bar benchmark test

The necking of a circular bar is useful to evaluate the performance of the nonlinear constitutive law. An axisymmetric half model of the specimen, previously presented in Ming et al. (2018), is used as shown in Figure 11. The material used for this test case is again the 100Cr6 steel presented in section 4. An axial displacement of $u_z = 7$ mm is imposed along the $z$ axis on the left side of the specimen while the radial displacement $u_r$ of the same edge is assumed to remain zero. On the opposite side, the axial displacement $u_z$ is constrained while the radial displacement $u_r$ is free. The mesh consists of 1 600 CAX4RT elements (4-node axisymmetric bilinear thermomechanical element with reduced integration and hourglass control) with a refined region of 800 elements on the right side over 1/3 of the total length. The FEM model is an explicit coupled temperature-displacement model (it is a coupled thermo-stress analysis where the heat and mechanical transfer solutions are obtained simultaneously by explicit coupling), and the total simulation time is fixed at $t = 3.325$ s. Since there are many elements in the mesh for this analysis, we used a mass scaling factor equal to $m_s = 1 \, 000$. Recall that the main objective of this type of test is to evaluate the stress state within the specimen.

Figure 11 shows the von Mises stress contour-plot $\sigma$ of the deformed bar for two different models: the PTM model (top side) and the NMJC model (bottom side). There is a slight difference between the two models in terms of the spatial distribution of the stress. It can be seen that on the right side and for a certain distance, the distribution of the equivalent plastic stress is the same.
for both models and beyond this distance, it is different. The maximum values are close. This is also observed for the contour plot of the equivalent plastic strain plotted on Figure 13. The spatial distribution of the plastic strain for both models is almost the same, and the maximum values are very close. This allows us to validate our model against the results from the identification step. This is also confirmed in Table 7 reporting a comparison of the two models for a displacement of 7 mm. From this table, we can see that using the PTM model leads to fewer increments but longer computation time. The increase in computational time of the PTM model compared to the NMJC model is related to several causes, among which, the fact that the PTM model has many parameters and a polynomial form. Since the maximum equivalent plastic strain is located at the center of the bar on the necking side (the red element in the bottom right corner in Figure 11), we have plotted the equivalent plastic strain and equivalent plastic stress for both models for this central element as presented in Figures 14 and 15 respectively. From these two figures, it can be

<table>
<thead>
<tr>
<th>Models</th>
<th>Incr.</th>
<th>Time</th>
<th>$\epsilon^p$</th>
<th>$\sigma$ (MPa)</th>
<th>$T$ (°C)</th>
<th>$D_F$ (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMJC model</td>
<td>4 267 276</td>
<td>38min 54s</td>
<td>0.782</td>
<td>111.8</td>
<td>922.1</td>
<td>4.47</td>
</tr>
<tr>
<td>PTM model</td>
<td>4 258 426</td>
<td>48min 31s</td>
<td>0.697</td>
<td>111.5</td>
<td>919.9</td>
<td>4.61</td>
</tr>
</tbody>
</table>

Table 7: Comparison of the results for the necking of circular bar benchmark for a displacement of 7 mm.
observed that the equivalent plastic strain is the same for both models for an elongation less than 5 mm and beyond this distance, a difference can be observed. Another notable effect to mention is the maximum value of the equivalent plastic strain $\varepsilon^p$ for both models. The maximum value of the plastic strain for the PTM model is about $\varepsilon^p = 0.7$ while it is about $\varepsilon^p = 0.8$ for the NMJC model. Therefore, the fact that the PTM model reproduces the experiment better than the NMJC model, as presented in the identification part, was also validated in the numerical simulation. More details concerning the numerical results’ comparison are presented in Table 7.

### 6 Conclusions

The development of more complex constitutive laws considering the non-linear behavior of materials is helpful for describing several complex phenomena (such as forming, machining) in the industrial field or other ones. In this perspective, a more general formulation of the Modified Zerilli–Armstrong model (MZA), which can therefore be adjusted according to the study to be carried out, has been proposed in this work. Once the model was formulated, its parameters were identified on 100Cr6 material for a quasi-static compression test. The validation of this identification is done by two other models (NMJC and MZA models). This comparison, linked to the identification, shows that the PTM model gives better results in terms of correlation with the experimental data than the other ones. The objective being to implement this constitutive law.
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law in the numerical code, an implementation of this model was also made. Therefore, the PTM model and the NMJC model were implemented into the FEM Abaqus/Explicit code. These implementations were performed using VUHARD user subroutines for two types of tests: a cylindrical compression test and the necking of a circular bar. The numerical results obtained from those simulations show that the PTM model gives the better results. For example, the plastic deformation of the PTM model for the cylindrical test is near to the one used for identification, while it is far from that value for the NMJC model. These results allow to validate the relevance of the proposed constitutive law.

7 Nomenclature and glossary

Roman symbols

\( A_i \) PTM polynomial terms of \( I_1 \)
\( B_i \) PTM polynomial terms of \( S_1 \)
\( C^k_i \) PTM polynomial terms of \( S_2 \)
\( E_{\text{AAR}} \) Average Relative Error (16)
\( E_1 \) Experimental value
\( E_p \) Mean of Experimental values
\( P_1 \) Predicted value
\( R \) Correlation coefficient (15)
\( T \) Temperature
\( T_0 \) Reference temperature
\( T_m \) Melting temperature
\( m_s \) Mass scaling factor
\( n \) Number of \( A_i \) terms
\( q \) Number of \( B_i \) terms
\( r \) Number of \( C^k_i \) terms
\( s \) Number of \( C^k_i \) terms (\( T \))
\( t \) Number of \( C^k_i \) terms (\( \varepsilon^p \))
\( I_1 \) A-thermal term of PTM
\( S_1(\varepsilon^p) \) A-thermal dynamic term of PTM
\( S_2(\varepsilon^p, T) \) Thermal dynamic term of PTM

Greek symbols

\( \varepsilon^p \) Equivalent plastic strain
\( \dot{\varepsilon} \) Equivalent plastic strain rate
\( \dot{\varepsilon}_0 \) Reference strain rate
\( \sigma \) Von-Mises equivalent stress
\( \sigma^y(\varepsilon^p, \dot{\varepsilon}^p, T) \) Yield stress

Abbreviations

ANNS Artificial Neural Networks
FCC Face Centered Cubic Structure
FEM Finite Element Method
JC Johnson–Cook model
MZA Modified Zerilli–Armstrong model
NMJC New Modified Johnson–Cook
PTM Proposed model
VUHARD User hardening Abaqus subroutine
VUMAT User material Abaqus subroutine
ZA Zerilli–Armstrong model
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