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Chapter 1

Introduction

Heavy-tailed distributions play an important role, especially in many human-
made stochastic systems. For example, they accurately model inputs to computer
and communication networks (see e.g. [60]), and they are an essential component
of the description of many financial risk processes (see e.g. [64]). Much empirical
evidence shows that the populations of cities, the intensities of earthquakes, and
the sizes of power outages (see [33] and the references therein) follow power-law
distributions. Intuitively, heavy tails occur in systems whose behavior mainly is
determined by large values that occasionally shock the system.

Large deviations theory provides a rigorous mathematical foundation to
analyze rare events such as those described in the previous paragraph. While
classical large deviations theory has been successful in explaining rare events
in light-tailed systems, the corresponding theory for heavy tails is much less
developed. A well-known result is the so-called principle of a single big jump,
which states that the asymptotic behavior of the sum of random variables is
determined by a single large summand. Unfortunately, the principle of a single big
jump cannot deal with all the essential applications, see e.g. Sections To
remedy this, Rhee, Blanchet, and Zwart present in [I05] large deviations results
for processes with independent increments, which go beyond the framework of
the principle of a single big jump. As one of the main focus points of this thesis,
we extend their theory to processes whose increments are dependent.

Another way to understand extreme behaviors in a heavy-tailed system is
to perform numerical simulations. Many methods for performing simulations
exist, each with their advantages and disadvantages. The most popular method
is crude Monte Carlo sampling, thanks to its simplicity. However, as will be
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demonstrated below, it is not well suited to estimate events that have a small
probability, due to the high number of runs that are required. A sampling
method that tries to address this is importance sampling. Roughly speaking,
importance sampling is a method that simulates the model under a different
probability measure. The most technical issue is to find a new measure that
performs well, in some yet to be defined sense. Often, large deviations theory
can provide a basis for finding such a new measure. As the second goal of this
thesis, we aim to provide simulation algorithms for rare events in heavy-tailed
systems, based on importance sampling.

As mentioned above, heavy tails occur in applications that have a significant
impact on society. Hence, as the last theme of this thesis, we apply the developed
methods to specific problems that arise in finance, actuarial science, queueing
theory, etc.

As the reader of this thesis might not be familiar with the mathematical
results on which this thesis is based, we give an introduction to the required
knowledge below. More specifically, we can roughly divide the required base
knowledge into four topics: heavy tails, large deviations theory, rare-event
simulation, and applications. References to more in-depth literature will be
provided as well. We conclude this chapter with an overview of the contributions
made in this thesis.

1.1 Heavy tails

In this section, we introduce the basic definition of heavy-tailed distributions.
Moreover, we consider two common subclasses that often appear in stochastic
modeling with heavy tails. Let X, X;, ¢« > 1, be independent non-negative
random variables with common distribution function F. Let F' denote the tail
distribution of X, i.e., F(z) = P(X > z).

Definition 1.1.1 (Definition 2.1.1 of [I19]). F is heavy-tailed if, for all € > 0,
E[e“X] = oo,
or equivalently, if for all € > 0, e**P(X > z) — o0, as x — 0.

Basically, F' is heavy-tailed if its tail decreases more slowly than exponentially.
Otherwise, F' is said to be light-tailed. Examples of heavy-tailed distributions
are Pareto distributions, Cauchy distributions, lognormal distributions, Weibull
distributions, etc. Next, we consider two important subclasses of heavy-tailed
distributions. The following definition of subexponentiality can be found in [52].
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Definition 1.1.2. F is subexponential if for some n > 2,
PXi+ -+ X, >2) ~nP(X; >z), asx— oo.

It turns out that (see e.g. [60]) if F' is subexponential then this relation holds
for every n > 2. Another characterization of subexponential distributions (see
e.g. [54]) is the following: F' is subexponential if for every n > 2,

P(X;+ -4+ X, >2) ~Pmax(Xy,...,Xp,) >x), asx— oo.

The interpretation of this characterization is that the only significant way in
which the sum X7 + --- + X,, can exceed some large value x is that one of the
individual random variables X1, ..., X,, also exceeds x. This is the principle of a
single big jump which describes the most likely behaviour of sums of independent
and identically distributed (i.i.d.) subexponential random variables, see e.g. page
44 of [60].

Subexponential distributions were introduced independently by [31] and [32].
In these references, the framework of subexponential distributions was used to
derive asymptotic properties of branching processes, see also the textbook [11].
One of the first papers that recognized the usefulness of the class of subexponential
distributions is [I12]. In Chapter [5} we consider a rare-event simulation problem
where the logarithm of the probability of interest is subexponential.

Another interesting subclass of heavy-tailed distributions is the class of
regularly varying distributions, which can be considered as a generalization of
the Pareto distribution.

Definition 1.1.3. A non-negative random varaible X is said to be regularly
varying of index —a < 0, if

P(X >zx)=a2"“L(x),

with L being a slowly varying function, that is, for all t > 0, L(tx)/L(z) — 1, as
x — oo. Equivalently, we write F € R_,,.

Note that regularly varying distributions are all subexponential, see e.g.
[56]. On the other hand, the reverse is not true since lognormal and Weibull
distributions are subexponential but not regularly varying. We now list some
useful properties of regularly varying distributions.

Lemma 1.1.1. Let X be a regularly varying random varaible of index —a, i.e.,
F(z) = L(x)x™® for some slowly varying function L. The following holds.
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1. Let L be locally bounded in [xg,00) for some xq > 0. Then

(a) fora <1,

/ tL(t)dt ~ (1 — ) 'a' " L(z), = — oo,

0

(b) fora>1,
/OC tOL(t)dt ~ (a — 1) 'z L(x), z — oo.

2. EX"| <o ifr<a, E[X"| =00 ifr > a.

3. IfY is non-negative and independent of X such that P(Y > y) = L1(y)y~"?
for some slowly varying function Ly, then X +Y 1is reqularly varying of
index — min{a, f} and

PX+Y>a)~PX>z)+PY >z), asz— 0.

4. If Y is non-negative and independent of X such that E[Y*T¢] < oo for
some € > 0, then XY is regularly varying of index —« and

P(XY >z2) ~E[YYP(X >x), asz— 0.

Proof. The first statement is the so-called Karamata theorem, which can be
found, for example, on page 567 of [54]. For the proof for the other statements,
we refer to Lemma 2.1.8 of [IT9]. O

The concept of regular variation was introduced in [80]. In the scope of
probability theory, the great potential of regular variation was first realized in
[40] and [56]. Other key references are [15], [102], [I03] [104], [54] and [I19].

1.2 Large deviations theory

In this section, we give a short introduction to large deviations theory. Large
deviations theory is the collection of mathematical theories and tools that aim to
quantify and analyze rare events such as those mentioned in the very beginning of
the chapter. As an illustration, consider first a sequence of i.i.d. random variables
X;, 1 > 1, having a normal distribution with zero mean and unit variance. Note
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that the sample mean S, =1 /n>"" X, is again normally distributed with zero
mean and variance 1/n. Thus, for any 6 > 0,

lim P(|S,| > 6) =0, (1.2.1)
and for any interval A,
lim P(v/nS, € A) = 7/ ~/2 g (1.2.2)
n—oo

Moreover, we have that

P(|S,] > o) = \/% /me—mdx.
From this expression it can be shown that
52
nh_}n;O ElogP(|S | >0) = 5 (1.2.3)

By the weak law of large numbers and the central limit theorem, equations
(1.2.1) and (1.2.2) hold for any ii.d. sequence with finite second moment. On
the other hand, equation (|1 is an example of a large deviations statement:
with probability of the order e=5°n/ 2. the sample mean S, deviates at least §
away from its “typical” value. One could ask whether equation also holds
more generally.

The answer to this question is given in Cramér’s theorem, which was first
derived in [39] for distributions possessing densities and then extended to general
distributions in [30]. Cramér’s theorem states that there exists a function I such
that

logP(Sy, € 4) _ o log (S, € 4)

— inf I(z) < lim < — inf I(x),
reA®° n—oo n n—oo n TEA~
(1.2.4)

for all measurable A, where in the infima, the interior A° and the closure A~ of
A are meant respectively. We say a sequence of probability measures v, satisfies
a large deviations principle (LDP) with linear speed (cf. Chapter 1.2 of [42]), if
(T:2:4) holds by replacing v, with P(S, € -). Roughly speaking, if P(S,, € -),
n > 1, satisfies a LDP with rate function I, then we have that

z€A

P(S, € A) %exp{ n inf I(x )},
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that is, the probability of interest decays exponentially in n with decay rate
inf,ca I(x). Note that the approximation sign in the previous equation is only
an informal expression, for its precise meaning we refer to .

As a natural extension of Cramér’s theorem, a multivariate version exists, i.e.,
in the case where X;, i > 1, is a sequence of i.i.d. random vectors in R?. Another
generalization is the Gartner-Ellis theorem (see [62] and [51]), where a LDP
is derived for dependent sequences. Note that all large deviations results that
have been discussed so far in this chapter are stated in terms of the empirical
mean of a sequence of random variables. However, sometimes one is interested in
obtaining information about the sample path of such a sequence. For example,
the supremum of the random walk can be of interest, or one might want to know
the probability of the (one-dimensional) random walk staying between two curves.
These types of problems were studied by Mogulskii in [94]. Below we give a
simpler version of Mogulskii’s theorem. To begin with, let S,, = {S,(t),t € [0,1]}

be such that
B 1 Lnt]

Sn(t) = — Y X, 0<t<1, (1.2.5)
i=1

let Loo ([0, 1]) be the space of measurable functions on [0, 1] equiped with the
essential supremum norm, and let

A*(z) = sup{ Az — log E[e**1]}. (1.2.6)
AER

Theorem 1.2.1 (Mogulskii). Assume logE[e**'] < oo for all X € R. The
sequence of probability measures P(S,, € -) satisfies in Lo ([0,1]) a LDP with
rate function

1) = {f& A& (O)dt, i ¢ € AC, 9(0) = 0, 127

0, otherwise,

where AC is the set of absolutely continuous functions.
Next we consider an example where Theorem is applicable.

Example 1.2.1. Let S, be as in (1.2.5). Assume log E[e’*1] < oo for all A € R.
We are interested in the rare event probability of the sample path of a random
walk ever crossing some level. To be precise, we are interested in P(S,, € A),
where

A={§ eD: supyc(p ) &(t) = a}.
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Using Jensen’s inequality, it is not difficult to show that ¢ with ¢(t) = at for
t € [0,1] minimizes the rate function I as in over all sample paths in A.
Hence,

nhﬁngo n~'logP(S, € A) = A*(a),

where A* is as in ([1.2.6)). Basically, the “most likely” sample path in the light-
tailed setting is given by the linear function with drift a, since it solves the
variational problem given by

1
inf / A*(¢'(t))dt subject to ¢ € AC, ¢(0) = 0.
¢eA J,
In other words, conditional on the rare event, the limit of the scaled sample path
is the same one that would be obtained if someone made a systematic change
to the random walk. Thus, this phenomenon is referred to as the “conspiracy
theory”.

So far, all large deviations results that have been discussed in this chapter
are stated in the light-tailed setting. Next we give a brief introduction to the
heavy-tailed counterpart, which is also the focus of Chapter [l To begin with,
we consider the tail estimates P(S’n > x) with S, being the sample mean of
i.i.d. heavy-tailed, but not necessarily regularly varying, random variables. The
investigation of P(S’n > x) was initiated in [95] [96], where the author studied
the sequences x,, for which

P(S, > z,) =nP(X; > 2,)(1 +0(1)), asn — oo, (1.2.8)

holds. For a detailed description of the large deviations regime we refer to e.g.
[24, 43, 60]. If is valid, the so-called principle of a single big jump is said
to hold.

As mentioned above, the principle of a single big jump holds for a general
class of heavy-tailed distributions. For simplicity, we focus here on the case
where X;, i > 1, is a sequence of i.i.d. random variables such that X; € R_,, is
non-negative, and o > 1. One could ask whether it is possible to derive a similar
principle as in in the regularly varying setup. The answer is yes. Indeed,
using the result in [43], it is not difficult to show that P(S, € -) satisfies an
LDP, however, with a sublinear speed. To be precise, for all measurable A, we
have that
logP(S, € A) < Tm logP(S, € A)

— inf I(z) < lim < lim < — inf I(z),
TEA° N oo logn n—00 logn TEA~
(1.2.9)
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where I(x) equals (a — 1)1{,>g[x,)} if 2 > E[X)] and infinity (by the law of
large numbers) otherwise.

Similar to the light-tailed setting, one could consider the functional version
of ([1.2.8). In fact, [75] establishes large deviations results for the sample path
of heavy-tailed multi-dimensional random walks, which deal with rare events
caused by a single big jump. However, the principle of a single big jump is not
enough in the sense that many rare events—for concrete examples we refer to
Chapters [2] and [3}cannot be caused by a single big jump. Instead, they are
caused by multiple big jumps. Such an issue has been addressed in [105]. Let
S, be as in such that X; € R_,, and a > 1. Rhee, Blanchet, and Zwart
develop in [105] asymptotic estimates of P(S,, € A) for a general set A in the
sample path space, so that it is possible to study continuous functionals of S,, in
a systematic manner. Note that the theory can especially deal with rare events
that are caused by multiple big jumps.

We conclude this section with a comparison between the LDP under the
light-tailed and the heavy-tailed settings. For this purpose, we introduce a
simpler version of Theorem 4.1 of [105]. Let D = ID([0, 1], R) denote the space of
real-valued cadlag functions on [0,1], and let d;, denote the usual Skorokhod J;
metric, where the precise definition can be found in Chapter [2| below. Finally,
for b € R, define

j
]D)? = {5 eb: &) = bt+Zzi]1[ui,1](t), fore; >0,0<u; < - <u; < 1}
=1

i—1
and D2 ; = (JiZ, DY.

Theorem 1.2.2 (Rhee, Blanchet, and Zwart [I05]). Let X7 be a non-negative
random variable such that P(X; > x) = 2= *L(x) for some slowly varying L.
Let = E[X1]. If

min{j € N: D} N A # 0} = 5~ (1.2.10)

and dy, (A, ]D)Zj*) > 0, then there exists a measure C' on D such that (]D)}‘*)C 5 a
C-null set and
_ P(S, € A) —  P(S, €4 _
A°) < lim ————F— — < C(4A).
CA) = I o S S A B X, s e = S

For the exact definition of C' we refer to Chapter [2] below. Note that, in case
the solution to the optimization problem in ((1.2.10) equals 1, Theorem [1.2.2
gives us the principle of a single big jump. Moreover, analogs of Theorem [1.2.2

8
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exist for heavy-tailed Lévy processes, see results in Section 3 of [105]. Next we
revisit Example under the heavy-tailed setup.

Example 1.2.1 (continued). Recall we are interested in P(S,, € A) with

A={§ €D: sup,cpqy&(t) = a}.

Let X1 € R_, for some o > 1. W.lo.g. we assume a > E[X;] > 0. Using
the fact that any & = ut + 11, 1) with 2; > a — E[X,] is contained in A, we
conclude that j* in (1.2.10) equals 1. Moreover, A is a C-continuous set, and
hence

lim n® 'P(S, € A) = C(A),

n—oo
where it has been shown, for example, in [53] that C(A) = (a — EX;)~“. In fact
(see Corollary 4.1), given the rare event takes place, the scaled random walk
behaves like a piecewise linear function with drift g and one jump of size larger
than a — E[X;] almost surely since it leads to the rare event with a minimum
number of jumps.

In Chapter 4] we go beyond the setting of [105] by considering stochastic
processes whose increments are driven by some general Markov chain. To relate
our problem with the existing theory of sample-path large deviations for stochastic
processes, we first identify a sequence of regeneration times {r, },>1 (see [12])
and split the Markov chain into i.i.d. cycles. By aggregating the trajectory of
X,, over regeneration cycles, we obtain a regenerative process with i.i.d. jump
distributions and {r,},>1 as renewals. Under a set of classical assumptions
originating from the works of [8I] and [66], we adapt a large deviation change of
measure argument and further establish a sample path large deviations result for
the aggregated process. However, showing that the residual process is negligible
is not straightforward, especially when the increments of X,, are in general
dependent.

1.3 rare-event simulation

Not every mathematical model can be analyzed exactly. This is where numerical
simulation is needed. Thanks to techniques such as parallel computing, GPU
computing etc., simulation becomes an efficient way to obtain good approxima-
tions.

First let us introduce some basic concepts in rare-event simulation. Let A,
be a sequence of events on some probability space. In order to be rare, we
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should have lim,,—, o P(A,) = 0 as n — co. To obtain an unbiased estimator of
P(A,), one of the most intuitive methods is the so-called crude Monte Carlo
simulation. That is, one samples N instances of the model. For each instance,
one observes whether the event A, occurs. Suppose we observe N, occurrences,
or, successes, then an unbiased estimator is given by N;/N. Although the Monte
Carlo method is very handy to execute, there is an issue with it in rare-event
simulation. We consider the setup of [I07]. For « € (0,1), let z, be such that
P(—zo, <N < z,) = o, where N has a standard normal distribution. It can be
shown that the sample variance is equal to P(4,,)(1 — P(4,))/vN, and hence,
the radius of the asymptotic a%-confidence interval is given by

[0 N ’
by the central limit theorem. Moreover, the relative error of the estimator—
which is defined as the ratio between the radius of the a%-confidence interval
and the estimated probability—satisfies

1-P(4,) N Za
P(A,)N  /P(A,)N’
In practice, we often require that the relative error is smaller than some threshold,
e.g., 5%. Thus, equation implies that the number of simulation runs that
are required to achieve a given accuracy is inversely proportional to P(A,,), and
hence, increases drastically as the event of interest becomes rare.

One of many methods that try to address this issue is importance sampling.
We explain this technique by generalizing the setting. Suppose that we are
interested in computing y = E[¢(Y)] for some P-measurable function . Impor-
tance sampling is basically generating Y from a modified probability measure
P so that most of the samples are drawn from the part of the state space that
contributes the most to y; this procedure is called change of measure. Especially,
if we choose P such that P is absolutely continuous with respect to (w.r.t.) 157
then there exists a function L such that

y =E[(Y)] =E[(Y)LY)],

where E denotes the expectation operator w.r.t. P. The output analysis is
performed similarly to the crude Monte Carlo method, i.e., we generate N i.i.d.
replicates of Y from P and we estimate y as the arithmetic mean of the replicates.

To describe the efficiency of a rare-event simulation algorithm, we adopt a
widely applied criterion, which requires that the relative mean squared error of

Za as n — oo. (1.3.1)

10



CHAPTER 1. INTRODUCTION

the associated estimator is appropriately controlled. To be more precise, suppose
that we are interested in a sequence of rare events A,,, which becomes rare as n
goes to infinity. For each n > 1, let L,, be an unbiased estimator of the rare-event
probability P(A,). L, is said to be strongly efficient if

lim P(A,) *EL? < cc. (1.3.2)
n—o0
In particular, strong efficiency implies that the number of simulation runs required
to estimate the target probability to a given relative accuracy is bounded w.r.t.
n. For a more in-depth discussion on rare-event simulation, see [5].

In Chapter 2] we develop an efficient simulation algorithm for computing
rare-event probabilities involving path functionals of heavy-tailed random walks
and compound Poisson processes with regularly varying increments in a general
large deviations regime. Our simulation estimator is based on an importance
sampling strategy that hinges on the heavy-tailed sample path large deviations
result in [I05]. Next we provide a review of the theory and methods which
are standard in rare-event simulation settings similar to those studied in this
dissertation.

In the light-tailed context, large deviations theory can be used to design an
importance sampling scheme. In fact, it is well known that an exponential change
of measure—which is extracted from the proof of the asymptotic lower bound in
large deviations analysis—can sometimes be efficient (for counterexamples see
e.g. [63] and [64]). By connecting the design of efficient importance sampling
estimators with a game theoretic formulation, [46], [47] and [48] provide the
foundations for the use of large deviations theory in the construction and analysis
of provably efficient rare-event simulation estimators. Moreover, a weakly efficient
“universal” sampler has been proposed in [49] for a general class of hitting sets
in arbitrary Jackson network topologies. Examples of additional recent papers
are [25] and [IT4].

The setting of stochastic processes with heavy-tailed increments raises up
additional challenges compared to its light-tailed counterpart discussed in the
previous paragraph. These challenges were exposed in [9]. First of all, typically,
the asymptotic conditional distribution of any particular increment given the rare
event of interest converges to the underlying nominal distribution. Intuitively,
if a rare event is caused by a large jump that may occur in a single “unlucky”
increment out of many possible alternatives, then the chance that any specific
increment is precisely the unlucky one is naturally small. So, any particular
increment is likely to behave “normally”. Therefore, in contrast to the light-tailed
setting, there is no direct way in which one might attempt to bias a particular

11



1.3. RARE-EVENT SIMULATION

increment in order to stem the process towards the rare event of interest.

Moreover, as pointed out in [9], the asymptotic description of the most likely
way in which a rare event may occur, for example due to the presence of a single
big jump, does not lead to a valid change of measure for importance sampling
because it is possible that several large jumps (or no large jump at all) might
actually produce the event of interest under the nominal dynamics of the system.
In other words, the natural biasing mechanism induced by directly approximating
the zero-variance importance sampling distribution in the heavy-tailed setting
assigns zero probability to events which are possible under the nominal dynamics
leading to an ill-defined likelihood ratio.

The use of state-dependent importance sampling provides a way to deal
with these difficulties. In [16], the authors explain how approximating Doob’s
h-transform can lead to a feasible change of measure which produces a strongly
efficient importance sampling estimator in the setting of first passage time proba-
bilities for one-dimensional random walks. A Lyapunov technique was introduced
for the analysis of state-dependent importance sampling estimators. But the
direct approximation of Doob’s A-transform might be difficult to implement in
higher dimensions both because of sampling implementation challenges and the
evaluation of normalizing constants.

In the setting of one-dimensional compound sums of i.i.d. regularly varying
random variables, [45] produced a state-dependent change of measure whose
normalizing constant is straightforward to implement. Their idea can be described
as follows: each increment is sampled by either the original measure or—with
small probability, which is a design parameter—a different measure, which is
essentially the original measure conditional on exhibiting a large jump. The
advantage of the mixture samplers is that implementation challenges and the
evaluation of normalizing constants can often be addressed by choosing a suitable
set of parameters.

Under the setting where the time horizon is growing in large and moderate de-
viation schemes, Blanchet and Liu show in [21I] how to use Lyapunov inequalities
to address the parameter selection while enforcing a bounded relative error. A
key step in the methodology is the construction of a suitable Lyapunov function
(for an example of the technique in multidimensional settings, see [22]). Blanchet
and Liu suggest using the type of fluid analysis which is prevalent in the large
deviations literature of heavy-tailed stochastic processes (see e.g. [58] and [59]).
However, the construction of the Lyapunov function and the verification of the
Lyapunov inequality becomes highly non-trivial in settings involving multiple
jumps and the presence of boundaries which are common in queueing systems,
for an example of the types of complications which arise in queueing settings,

12
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see [17].

The idea of using mixtures suggested in [45] is also used in this thesis. For
literature on simulation of heavy-tailed random walks from other perspectives,
such as Markov chain Monte Carlo (MCMC) and cross-entropy, see e.g. [70], [76]
and the references therein. While [45] treats a particular one-dimensional setting
involving a rare event that is caused by a single big jump during a bounded
time horizon, our setting is more general. Using the algorithm delevoped in
Chapter 2| a wide range of rare events can be dealt with, which might be caused
by multiple jumps during a growing time horizon in a large deviations scaling.

By considering the Markov chain defined by an i.i.d. sequence of iterated
random functions, in Chapter [5] we develop an efficient simulation algorithm for
the tail probability of the stationary distribution based on a state-dependent
importance sampling scheme. While the results in Chapter [4] have regularly
varying components, we investigate in Chapter [5| the case where the probability
of interest is super heavy-tailed.

1.4 Applications

In this thesis we focus on rare events that appear in finance, actuarial science, and
queueing systems. The first three applications will be considered in Chapters [2]
and [3} and the algorithm developed in Chapter [2|serves as an efficient simulation
method to quantify the probability of interest under the heavy-tailed setting. The
last application, which can be found in Chapter [5] is to illustrate the case where
there is a dependence structure in the increments of the underlying process.

1.4.1 Barrier option

In Chapter [2] we consider an application that arises in the context of financial
mathematics; in particular we consider a down-in barrier option (see e.g. [111]).
Simply put, the payoff of a barrier option depends on whether the price of the
underlying asset crosses a predetermined barrier before maturity. The simplest
barrier options are “knock-in” options, which are activated when the price of
the underlying asset touches the barrier, and “knock-out” options, which are
deactivated in that case. A down-in call has the same payoff as a European call
if the price of the underlying asset remains above the barrier over the life of the
option, but becomes worthless as soon as the price of the underlying asset falls
below the barrier.

13
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While the pricing of barrier options is analytically tractable under the classcial
Black-Scholes model (see e.g. [108]), the calculation under a general Lévy market
model becomes quite involved, for more details we refer to [97] and [38]. In this
thesis, we focus on estimating the probability of exercising the barrier options
under a large deviations regime, where the log-return of the underlying asset is
regularly varying.

To be precise, let S,,, n > 0, denote the spot price of some underlying asset
observed, say, at a daily basis. For a > 0 and b > 0, the probability of the event

A, ={S, > bn, ming<g<n Sk < —an},

can be interpreted as the chance of exercising a down-in barrier option. Intuitively,
we need one upward jump and one downward jump in order to make the rare
event happen. In Chapter |2} we derive the asymptotics of P(4,,) as n — co.

1.4.2 Ruin probability under reinsurance policies

Another application that is used to test our algorithm is the finite-time ruin
probability of an insurance company under three different types of reinsurance
contracts. We first provide the probablistic framework. Let the total claim
amount process of an insurance company be modelled by a compound Poisson
process, denoted by X(t), ¢t € [0,00). Assume that P(X (1) > z) is regularly
varying. Note that the tail asymptotics for the infinite-time ruin probability,
which is given by

P(u+ct—X(t) <0 for somet € [0,00)), asu— oo,

can be found in [55]. In this dissertation, we focus on the case of a finite horizon.
To be precise, we want to estimate

P(sup,cpo,1) X (nt) — ent — R(nt) > an),

for large values of n, where R(t) denotes the reinsured amount at time t. We
consider the following reinsurance forms. For a detailed description of each
reinsurance form, we refer to [I].

Let Y,,, n > 1, be the claim size. We have

N(t)
X(t)y=>Y_v.
=1
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The first example is the so-called (per risk) excess of loss reinsurance, which
belongs to the category of non-proportional reinsurance forms. In this case, R(t)
is defined by

N(t)

Rt = 3 (¥i — b4,

i=1
for some pre-defined retention b. Basically, the reinsurer agrees to pay for each
claim the excess over the retention. This reinsurance form is very popular in
casualty and fire insurance, as it reduces the exposure of the ceding company in
an effective way and has an intuitive and simple form. It is obvious that, for
a > b, a single big jump is not enough to cause the rare event, and hence, one
should expect that the principle of multiple big jumps takes place. Estimates
for the infinite horizon case can be found in [§].

Another example is the large claim reinsurance. Consider the ordering of the

claims {E}lSZSN(t)

Yinw = Yonw = 2 YNw),N@-

In a large claim reinsurance contract the reinsurer agrees to cover the largest r
claims, where r > 1 is a fixed number. To be precise,

R(t) = Z Yi N
i=1

where we make the convention that Y; n) = 0 for i = N(¢) +1,...,r, in case
N(t) <.
Finally, we investigate a further variant of large claim reinsurance, which is

called ECOMOR (Excédent du Cotit Moyen Relatif). In an ECOMOR contract,

T

R(t) = Z(Yiw(t) Y@+

=1

In particular, an ECOMOR contract constitutes an excess-of-loss treaty with a
random retention, and the latter equals the (r + 1)st-largest claim. One should
realize it can happen that the reinsured amount decreases, although the overall
burden for the insurer has increased by the arrival of this additional claim. Such
a feature can be undesirable sometimes in practice.

In Chapter [3] we will see that the last two reinsurance treaties fall under the
framework of the principle of multiple big jumps. In fact, » 4+ 1 big jumps are
“required” to cause the ruin.
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1.4.3 Stochastic fluid network

An application that arises in queueing theory is the single-class open stochastic
fluid network with d nodes, each with a buffer of infinite capacity. Roughly
speaking, the model assumes an exogenous fluid input arriving at each of the d
nodes. At each node, the fluid is processed at a deterministic rate. After that, a
proportion of the processed fluid is routed from each node to either one of the
other nodes or out of the network. The object of interest is the d-dimensional
buffer-content process. Now, let us give the mathematical formulation of the
model. For a detailed introduction on the model, we refer to Section 14 of [117]
and the references therein.

Let J = (J(l), ey J(d)) be the vector of exogenous input stochastic processes
at the d nodes such that, in each coordinate, J(*) is a real-valued, non-decreasing
and non-negative cadlag function on [0, 00). Let 7 = (r(V), ... r(@) be the vector
of deterministic output rates at the d nodes, and let @ be the d x d routing
matrix, that is, a proportion @;; > 0 of the fluid processed by the i-th node is
immediately routed to the j-th node, while a proportion 1 — 2?21 Q; is routed
out of the network. We assume lim,,_,,, @™ = 0, so that all input eventually
leaves the network. The dynamics of the model are expressed formally by the
so-called Skorokhod map (for details see e.g. [109], [I10], [71]), that is defined in
terms of a pair of processes (Z,Y) satisfying a stochastic differential equation
that we shall describe now. Let X (t) = J(t) — (I — Q)"rt, and let Z()(t) denote
the workload of the i-th station at time ¢. For given Z(*"(0), we have that

dZ(t) = dX(t) + (I — Q)TdY (¢),

where Y(+) is the potential buffer-content process that encodes the minimum
amount of pushing required to keep Z(-) non-negative. In Chapter |2, we assume
that J is a superposition of d independent compound Poisson processes with
non-negative regularly varying jump size distributions. Moreover, the probability
of the amount of fluids in a subset of the system crossing a high level is estimated.
Although some particular cases exist that allow for an explicit analysis (see e.g.
Section 13 in [41]), it is hard to come up with exact results for the distribution
of the workload process in general. Hence, implementing our algorithm in such
a context is particularly interesting.

1.4.4 Stochastic perpetuities
Consider the R-valued Markov chain defined by the recursion

Zn+1 = Rn+IZn + Mn+1, (141)
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where (R, M,,), n > 1, is sequence of i.i.d. R?-valued random vectors, indepen-
dent of the initial random variable Zj. It is well known (see e.g. Chapter 2 of
[26]) that, under some regularity condition, the Markov chain given by
has a unique stationary distribution, which is the same distribution of

[} J
Z =Y M [] R
§=0 k=1

If one interprets — log R,, as the interest rate at time n, then Z is the present
value of a bond that generates M,, unit of money at each time point n. Thus, Z
is called stochastic perpetuity. In Chapter 5] we estimate the tail probability of
Z under a super heavy-tailed setting.

1.5 Contributions

This section highlights the contributions that are made in this thesis.

In Chapter [2] we propose a class of strongly efficient rare-event simulation
estimators for random walks and compound Poisson processes with regularly
varying increments in a general large deviations regime. The proposed estimators
are straightforward to implement and can be used to systematically evaluate the
probability of a wide range of rare events with bounded relative error. They
are “universal” in the sense that a single importance sampling scheme applies
to a very general class of rare events that arise in heavy-tailed systems. In
particular, our estimators can deal with rare events that are caused by multiple
big jumps (therefore, beyond the usual principle of a single big jump) as well
as multidimensional processes such as the buffer content process of a queueing
network. We illustrate the versatility of our approach with several applications
that arise in the context of mathematical finance, actuarial science, and queueing
theory.

In Chapter [3] we investigate the probability that an insurance portfolio
gets ruined within a finite time period under the assumption that the r largest
claims are (partly) reinsured. We show that for regularly varying claim sizes
the probability of ruin after reinsurance is also regularly varying in terms of
the initial capital, and derive an explicit asymptotic expression for the latter.
We establish this result by leveraging the findings in [I05]. Our results allow,
on the asymptotic level, for an explicit comparison between two well-known
large-claim reinsurance contracts, namely LCR and ECOMOR. We finally assess
the accuracy of the resulting approximations using state-of-the-art rare-event
simulation techniques.

17



1.5. CONTRIBUTIONS

In Chapter [, we extend Theorem from random walks to a class of
Markov additive processes. We present sample path large deviations results
for X,, = {1/n Z}Zgj_l Xn,t € ]0,1]}. We show that under a set of classical
assumptions as in [§1] and [66], P(X,, € A) is regularly varying as n — oo, when
A satisfies certain topological properties that can be verified easily. We illustrate
the usefulness of our results in an application in barrier option pricing.

In Chapter |5, we consider the stationary solution Z of the Markov chain
that is defined by an i.i.d. sequence of iterated random functions f,. We are
interested in estimating the probability of the event {Z > z} when z is large,
and develop a state-dependent importance sampling estimator under a set of
assumptions on f, that, for large x, make the event {Z > z} take place by
a single big jump. Under natural conditions, we show that our estimator is
strongly efficient. Special attention will be given to a class of perpetuities with
heavy tails.
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Chapter 2

Rare-Event Simulation for
Multiple Jump Events

2.1 Introduction

In this chapter, we develop a strongly efficient importance sampling scheme for
computing rare-event probabilities involving path functionals of heavy-tailed
random walks and compound Poisson processes in a general large deviations
regime.

We focus on stochastic processes with regularly varying increments. Our
simulation algorithm is straightforward to implement and can be used to estimate
the likelihood of a wide range of rare events with bounded relative error. In
particular, such a single sampling scheme applies to a very general class of rare
events whose occurrence is caused by one or several components in the system
which exhibit extreme behavior, while the rest of the system is operating in
“normal” circumstances (therefore, beyond the usual principle of a single big
jump). In particular, our results apply to a large class of continuous functionals
of multiple random walks and compound Poisson processes.

Our estimators are based on importance sampling, a Monte Carlo technique
which consists in biasing the nominal distribution of the underlying process in
order to induce the rare event of interest. Our goal is to find biasing techniques
leading to estimators which have bounded coefficient of variation (see equation
(1.3.2) above) uniformly as the probability of the event of interest tends to zero
in a suitable large deviations regime.
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The construction of our sampling scheme is driven by recently developed
large deviations results in [105] for regularly varying Lévy processes. Specifically,
let X (t), ¢ > 0 be a one-dimensional compensated compound Poisson process
with unit arrival rate and a positive jump W that is regularly varying at infinity
(see Definition [2.2.1 below). Define X, = {X,,(t)}sefo,1), with X,(t) = X (nt)/n.
For a measurable set A C D satisfying a specific topological property, the large
deviations results derived in [I05] establish that P(X, € A) = ©((nP(W >

*

n))l ), where precise details can be found in Sectionbelow. In practice, exact
estimates are often demanded. Hence, we design a sampling scheme for rare
events that take the form P(X,, € A). We illustrate our approach with several
applications that arise in mathematical finance, actuarial science, and queueing
theory.

Recall that we are interested in estimating P(X,, € A). The concept behind
our sampling scheme can be described as follows. Based on the large deviations
results derived in [I05], we construct first an auxiliary set BY that is closely
related to the optimization problem given by below. Then, given a
fixed mixture probability parameter w € (0,1), we generate the sample path
of X,, under the nominal measure. And, with probability 1 — w we generate
the sample path of X,, under the measure Q(-) £ P(-|X,, € B"). Finally,
as a consequence of applying the importance sampling technique, we scale our
samplers with a suitable likelihood ratio given as in below. It should
be noted that the set A can be as general as in the setting of [105]. Therefore,
our methodological contribution in this chapter addresses precisely those types
of challenges mentioned in Section [1.3] such as multiple jumps, time scales of
order O(n), avoiding the evaluation of normalizing constants, and by-passing the
verification of Lyapunov inequalities. The advantages of our sampling scheme are
that the new estimators are strongly efficient and straightforward to implement.
Moreover, they are “universal” in the sense that a single importance sampling
scheme applies to a very general class of rare events involving multiple jumps
that arise in heavy-tailed systems. As a final remark, it should be mentioned that
constructing the auxiliary set B requires choosing a set of suitable parameters
~ whose existence is guaranteed by the topological property we impose on A.
Hence, one of the main challenges is to select the set of parameters specifically
for each application.

Our mathematical contributions in this chapter can be summarized as follows.

e We propose a simulation algorithm for estimating the rare-event probability
of X,, € A, together with a sampling scheme for X,, € - given X,, € B7,
which is based on a rejection sampling with an unconditional acceptance
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probability bounded away from zero as n — oco.

e By showing the existence of the parameter ~y, we prove the strong efficiency
of our sampling scheme under a very general setting (see Assumption
below).

o We showcase the versatility of the algorithm by illustrating the implemen-
tation of the proposed sampling scheme to the rare-events that arise in
finance, actuarial science, and queueing theory.

e Especially in the application to queueing networks (see Section below),
we show that the tail index of the rare-event probability—which usually
exhibits a complex boundary behavior due to the nonlinear nature of the
associated Skorokhod mapping—can be determined by solving s knapsack
problem with nonlinear constraints.

The rest of the chapter is organized as follows. Section deals with
basic background and notations required to state our contributions. Section
[2:3] introduces our estimators and describes the main result. Applications and
numerical implementations are discussed in Sections [2.42.6] All the proofs of
results presented in this chapter are given in Section [2.7]

2.2 Notations and preliminaries

This section is split into two parts. The first discusses general notions that will
be employed in this chapter. The second reviews recently developed results
involving large deviations for regularly varying Lévy processes and random walks.

2.2.1 Notations

We start with a summary of notations that will be employed in this chapter. Let
Z denote the set of non-negative integers, and let Ry denote the set of non-
negative real numbers. Let A° and A~ denote the interior and the closure of A,
respectively. Let (Djg 1}, d) be the metric space of real-valued cadlag functions
on [0,1], denoted by I = Dy 4] ,r, equipped with the Skorokhod .J; metric on
D that is defined by d(z,y) = infyea [N — || V[T 0 A — Ylloo, z,y € D,
where id denotes the identity mapping, || - || denotes the uniform metric,
ie., 7)o = supyepo,1) [£(?)[, and A denotes the set of all strictly increasing,
continuous bijections from [0, 1] to itself. Let D* denote the k-fold product
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space of D. Let ID)’TC denote the subset of functions in D* that are non-negative
and nondecreasing in each coordinate. When it comes to the tail indices of a
regularly varying distribution, we use 3 (or §; in the multidimensional case) for
the right tail and o for the left tail. Let ID; denote the subspace of D consisting of
non-decreasing step functions vanishing at time zero with [ jumps, and let D«
denote the subspace of D consisting of non-decreasing step functions vanishing
at 0 with at most [ — 1 jumps, i.e. Do« = (J;<;«_; ;. Define

d
Degs,..im) = U HDlﬂ

111111

where

Toqs,. 15 £ {(ly,... . la) € fo_ NG LY I, ) S TAT, 1) )

and Z(ly,...,lq) = (81 — 1)l1 + ...+ (B4 — 1)la. Define a partial order < on Z%
such that

(li,..sla) < (ma,...,mq) fF Cyy a0y E Comy,oma)s
where C,. 1y 2 UL, DI7! x Doy, x D7, Define
T eia) 2 {(ly,...,lq) € Zi \Ncyyoja): (May . yma) < (I, ..., lg) implies
(ma,...,ma) € Iy jnt-

To get familiar with the notation, an illustration of I« .. 1,4), J(11x,....10%), and
the partial order < is given in Figure Let I;_,, denote the subspace of the
Skorokhod space consisting of step functions vanishing at the origin with exactly
l_ downward jumps and [ upward jumps, and define

A
D= = U Dy,
(=bp) €l

where

T g {0, 14) € ZE\ {2, 1))
(@— 1)l +(B— 1Dl < (a—1I* + (8- DI}, (2.2.1)

Given non-negative sequences of real numbers z,, and y,, we write z,, =
O(yn)7 In = O(yn) and z, = e(yn)7 if lim SUPy, 00 mn/yn < 00, limy, 00 xn/yn =
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Figure 2.1: An example of important notations introduced in Section For (81 —1)/(B2 —
1) =2 and (I1,13) = (2,2), we mark the elements in I (;, +,i,+) and J(l’{,l;) with squares and

circles, respectively. Moreover, the shaded area contains all those points (I1,l2) such that
(11,13) < (i1, 12).

0 and 0 < liminf,, o0 /Yy < limsup,, ., Tn/yn < 00, respectively. Given two
R-valued functions f and g, we write f o g, if there exists ¢ € R such that
f=cg. Forxz=(x1,...,21), y = (y1,-..,ys) € R¥ we write z <y, if 2; < y;,
for all 4 € {1,...,k}. Let the cardinality of S be denoted by |S| or #S. Finally,
let C(S, k) and P(S, k) denote the set of all k-combinations and k-permutations
of a set S, respectively. Note that |C(S, k)| = (l‘zl) and |P(S, k)| = ENC(S, k).

2.2.2 Preliminaries

As we will see, the simulation algorithm that we propose in this chapter is
constructed based on the asymptotic behavior of rare-event probabilities, there-
fore we review some recently developed large deviations results for scaled Lévy
processes with heavy-tailed Lévy measures, introduced in [I05]. To begin with,
we give the definition of regular variation for general random variables.

Definition 2.2.1. A random variable X is said to be regularly varying at infinity
and minus infinity with index 3, if P(X > z) and P(X < —z) are regularly
varying with index 3, respectively.

Now, let X be a Lévy process with Lévy measure v, where v is spec-

trally positive and regularly varying (at infinity) with index —8 < —1. Let
X, = {X(nt)/n},c(1) denote the associated scaled process. Let V}a denote the

D xl},
E[vh{y €

restriction of the I-fold product measures of vg to {z € Ri 11 > Xo
where vg(z,00) = 27F. For | > 1, define a (Borel) measure Cj( -)

1> v
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(0,00)": Zizl yiliy, 1] € -}, where Uy, i > 1 are i.i.d. uniformly distributed on
[0,1]. Note that C; is concentrated on Dy, i.e., C;(D;) = 1. Moreover, we make
the convention that Cj is the Dirac measure concentrated on the zero function.
The following result is useful in designing an efficient algorithm for rare events
involving one-dimensional scaled processes. Throughout the rest of this chapter,
all measurable sets are understood to be Borel measurable.

Result 2.2.1 (Theorem 3.1 of [105]). Suppose that A is a measurable set. If A
is bounded away from Dy« i.e., d(A,Dc+) > 0, where

FEmin{leZ, : D NA#0D} < oo,

then we have that

(4% < limint EEREA oy PEREA)

e (nu[n, OO)) n—o0 (nu[n, oo)) <G (A7).

As one can see in Section below, some applications can be interpreted
as sample-path rare events in a multidimensional setting. Therefore, it is
particularly interesting to consider large deviations results for multidimensional
processes. Let X1, ..., X(@ be independent centered one-dimensional Lévy
processes with spectrally positive Lévy measures v1(+),...,vq(-), respectively,
where each v; is regularly varying with index —f; < —1 at infinity. Moreover,
for the finite product of metric spaces, we use the maximum metric; i.e., we
use ds, x...xs, (1, 24), (Y1, .-, ya)) = max;=1, . q4ds,(z;,y;) for the product
Si X -+ x Sq of metric spaces (S;,ds,). Finally, for (I1,...,l) € Z%, we define
Cy, X -+ x Cp,(+) (which is concentrated on H?zl Dy,) as the product measure of

Ci.(+) 2 E |v{y € (0,00)" Zyg €} -

Y

Result states a large deviations result for d-dimensional process X, (t)
(XD (nt)/n,..., X D(nt)/n) for t € [0,1].

Result 2.2.2 (Theorem 3.6 of [I05]). Suppose that A is measurable. If A is

bounded away from ]D)<(l»{7___7l3), where

(Ir,...,05) = arg min I(ly, ... lg), (2.2.2)
(I1,esla)€2S, TTE Dy, NAFD
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and Z(ly,...,lq) = (b1 — D)la + ...+ (Ba — 1)la, then we have that

P(X,cA
Ciy X -+ X Cp5(A°) < liminf — (Xn € 4) I
n—oo Hi:l (m/i[n,oo)) i
P(X, € A)

< lim sup = S Cpp X - XCl;(A_)~
n—oo Hi:l (nl/l[n7oo)) i

Note that the assumption that A is bounded away from Deqr,.., 1x) guarantees
the uniqueness of (I, ...,1%). Finally, we conclude this section with an extension
of Result 2:2.2] which will be useful in constructing an efficient simulation
algorithm for heavy-tailed random walks. Let S, & > 0, be a random walk,
set Sp(t) = S|pey/n, t > 0, and define S,, = {S,(¢), t € [0,1]}. Let I/lﬂ be
as defined above. Similarly, let v' denote the restriction of m-fold product
measures of v, to {x € R : x1 > 23 > ... > xp,}, where v, (x,00) L po
Let Coo() £ 0o(+) be the Dirac measure concentrated on the zero function.

For each (I_,11) € Z% \ {(0,0)}, define a measure (which is concentrated on

Di_u,) Coq, () 2 Elve x Vlg{(ﬂ?,y) € (0,00)"= x (0,00): Y1, Yilpv, 1) —

Zli;l ziliy, 11 € -}], where Uy’s and V;’s are i.i.d. uniform on [0, 1].
Result 2.2.3. Suppose that P(S; < —x) is regularly varying with indexr —«

and P(S1 > x) is regularly varying with index —f. Let A be a measurable set
bounded away from ]D)<li;l*+, where

(=,0n) = arg min (a—=DI_+ (B —1)l4. (2.2.3)
(l,,l+)€Zz ,Dl_;l+ﬁA;é®
Then
Cy= 4« (A°) <liminf P(Sl’i €4) =
W% (nP(S) < —n) (nP(S; = n)t
P(S,c A
<limsup (S;f €4) = < Cpe g (A7).
n—oo (nP(S; < —n))'~-(nP(S1 > n)))'+ T

2.3 Main results
In this section we present our main results. Although the large deviations

results reviewed in Section are stated for Lévy processes, we focus on
compensated compound Poisson processes for simulation purposes. Let X denote
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2.3. MAIN RESULTS

a d-dimensional compensated compound Poisson process, and recall that X,, is
the scaled process with X,,(t) = X (nt)/n, t € [0,1]. For a measurable set A € D¢,
we are interested in estimating the probability of the event A, = {X,, € A},
when n is large. Note that, in view of the law of large numbers, one can expect
that P(X,, € A) — 0 for A’s that are bounded away from the zero function,
and hence, A,,’s are rare events for large n’s. In Section [2.3.1] we first illustrate
the idea of our algorithm in the special case for d = 1, where the notations are
simpler. In Section we extend this result to general d.

2.3.1 The one-dimensional case

Let {X(t)}+>0 be a one-dimensional compensated compound Poisson process
with i.i.d. jump sizes {W(k)}x>1. That is, X(t) = S0 W (k) — MEW (1),
where {N(¢)};+>0 is a Poisson process with arrival rate A, and let

X, £ {X(nt)/n, t €10,1]}

denote the associated scaled process. Moreover, let P(W (1) > z) be regularly
varying of index —f < —1. The following assumption is essential for analyzing
the asymptotic behavior of the rare-event probability, and hence, deriving the
strong efficiency of our estimator.

Assumption 2.3.1. Let A be a measurable set in . We assume that A is
bounded away from D+, where I* = min{l € Z,: D; N A # (0} denotes the
minimal number of upward jumps of a step function in A. Moreover, assume
that Cp+(A°) > 0.

Remark 2.1. As one can see in Sections and one of the typical
settings that arises in applications is that the set A can be written as a fi-
nite combination of unions and intersections of F; *(A1),..., F*(A,,), where
each F;: D — §; is a continuous function, and all sets A; are subsets of a
general topological space S;. If we denote this operation of taking unions and
intersections by ¥ (i.e., A = U(F, '(Ay),...,F; (A.))), then it holds that
(AR, (45,)) € A° CAC A C U (F (A, ... Fyl(Ay)).
Hence, Cj-(A°) > 0 holds if 7)-" (U (F{(AS), ..., F 1 (A2,))) has positive
Lebesgue measure, where Tj: S’j — D) is defined by Tj(x,u) S DA T
for j € Z4, and

S; & {(x,u) S Ri x [0,1)7: 2y > - > 24,0, 1,uy,...,u; are distinct}.
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CHAPTER 2. RARE-EVENT SIMULATION FOR MULTIPLE JUMP EVENTS

Analogously, one can derive a sufficient condition for Cj; x --- x Cj5(A4°) > 0
(see Assumption below).

Remark 2.2. There are several examples that satisfy Assumption [2.3.1} For
instance, considering A = {£ € Dyg 1) : (1) > a} corresponds to estimating the
rare-event probability P(X(n) > an). Another application that fits into this
framework is the ruin probability of an insurance company, where the reinsurance
policy is taken into account. For details of this application we refer to Section
Finally, for one of many examples of A in the multidimensional setting we refer
to Section where the workload in a queueing network is considered.

We design a simulation algorithm that estimates the probability of A, £
{X,, € A} efficiently, based on an importance sampling strategy. To construct an
importance distribution, we introduce a constant v > 0 and define B) = {X,, €
B}, where BY £ {¢: #{t|&(t) — £(t7) >~} > 1*}. In the construction of our
rare-event simulation algorithm, we will take advantage of the fact that one can
always choose 7 so that B)) is sufficiently “close” to A,,. The specific choice of
will be further discussed later in Section and [2.6] for concrete examples.
Let Q. () £ P(-|B)) denote the conditional distribution given X,, € B”. One
should notice that dQ,/dP = P(B;) *1gy. Moreover, by the Fubini-Tonelli
theorem, a closed-form expression for P(B]) is given by

"—1

PB))=1- exp{ —AnP(W(1) > m)} >

=0

(An)’
51

P(W(1) >ny). (2.3.1)

From one should recognize that B can be interpreted as the event of
a Poisson distributed random variable with rate AnP(W (1) > yn) crossing the
level I*. Now, let w € (0,1) be arbitrary but fixed. We propose an importance
distribution Q, ., that is absolutely continuous w.r.t. P and is given by

Qyuw(+) EwP(+)+ (1 —w)Qy(+). (2.32)

We give here an algorithm for generating the sample path of X,, under the
probability measure Q. (). Since {X,, € B} C {N(n) > [*}, we observe that
Q,(X, € -) = P(B)) 'P(X, € -.B)) = Yon_ huP(X, € | BYN(n) =
m), where hy, = hy,(n) £ P(B), N(n) = m)/P(B)) satisfies >, . hy = 1.
Hence, it remains to discuss sampling from P(X,, € -|B),N(n) = m). It
turns out that we can use the acceptance-rejection method, where drawing
from the proposal distribution can be achieved as follows: first sample {b } <
uniformly from C ({1,...,m},l*); then sample each W (by), k < I*, conditional
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2.3. MAIN RESULTS

on W(by) > nv; finally sample W(m'), m’ < m, m’ ¢ {bi}r<i~, under the
nominal measure. Note that the target density fiarget;m, defined by
ftarget;m (w17 <. awm) dwy - - - dwp,

EP(W(1) € wy +dwy,...,W(m) € wy, + dwy, | B),N(n) =m),

can be bounded by My, fproposalym (W1, - - ., Wi, ), Where
ftarget;m (wla R 7wm)
x ﬁi J) S w;) Ipy(wr, ..., wny)
(B’Y|N ey d J ) 9 9
fproposal;m (w17 e ,’U)m)
: ﬁ dP(W(j)<w) oo
—(m = 11 g, = wj {W (bg)>nv,VE<I*}
)PW (1) >n9) j=1 dw; (br,.obys )€
c({1,...m},0")

and hence, M,, = M,,(n) 2 (J)P(W (1) > ny)" P(B)|N(n) = m)~!. Now, it
is natural to accept (W(1),...,W(m)) with probability

a(W(L),....W(m)) = (# {ie{t,... ,7;}: w(i) > m}>‘

Finally, we are able to formulate the pseudocode for generating X,, under Q, in
Algorithm [I Moreover, we show in Proposition that the expected running
time of Algorithm [I]is uniformly bounded from above w.r.t. n.

Proposition 2.3.1. Let Ty fg(n) denote the expected running time of Algorithm
. Under the condition that W (1) is regularly varying of index —f < —1, we
have that Togg(n) = 2,51 (1) My (n) is uniformly bounded from above w.r.t.
n, i.e. max,>o Tagg(n) < oo.

In view of the observations we made so far, we propose an estimator Z,, for
P(A,) that is given by
dpP 1a

Z, =1 = w . 2.3.
g T et - w®BD) s (23.3)

Intuitively, an importance sampling technique is used to get more samples from
the interesting region, by sampling from a distribution that overweighs the
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CHAPTER 2. RARE-EVENT SIMULATION FOR MULTIPLE JUMP EVENTS

Algorithm 1 Generating the sample path of X,, under Q,

: sample m ~ hp, > m = m’ with probability h,,, = P(N(n) =m'|By)
R + true
: while R = true do
sample {bg }r<i* ~ unif (C ({1,...,m},k)) > uniform distribution on
CH{1,...,m}, k)
for i € {bk}kgl* do
sample W (i) ~ W (1) | W(1) > ny
for ¢ gé {bk}kgl* do
sample W (i) ~ W (1)
c— #{je{1,...,m}: W(5) >nv}; a « (li)_l; sample u ~ uniform|0, 1];
R + true
10: if u < a then
11: R + false
return X,

Lol

important region. Based on this, the choice of B] can be “justified”, since B
is mimicking the asymptotic behavior of the probability of interest. However,
as one can see in the proof of strong efficiency (see Theorem below), we
should analyze the second moment of our estimator to avoid “backfire”, yielding
an estimator with larger or even infinite variance. It turns out that this intuition
can be made rigorous by applying Result 2:2.1] We end this section with a
theorem regarding the strong efficiency of our estimator.

Theorem 2.3.1. Under Assumption there exists a v > 0 such that the
estimator constructed in (2.3.3) is strongly efficient for estimating P(A,).

Remark 2.3. Note that, under Assumption 1, there exists r > 0 such that
d(A, D) > 7. One sufficient way to make Z,, in strongly efficient is to
choose « such that Z # [r/v] > I* + 1. Sometimes, finding = can be application
specific, though generally r is the smallest size a big jump needs to take to
make the rare event happen, and physical intuition—which can be obtained
from solving the large-deviations problem—is helpful in making an educated
guess on r. For more details about finding r as well as choosing ~ we refer to

Sections [2.42.6]

2.3.2 Extension to general d

In this section we extend the results in Section to the case with general
d. To be precise, let X £ (X(l), . ,X(d)) be a superposition of d independent
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2.3. MAIN RESULTS

compensated compound Poisson processes with upward jumps, where {N (i)(t)}
is a Poisson process with arrival rate \;, and X () = ZkN:l)(t) W (k) —
MAEW @ (1). Moreover, let P(X (1) > x) be regularly varying of index —3; <
—1 at infinity. Finally, let X,, denote the corresponding scaled process. As we
can see in Result the large deviations results for oP(X,, € A) depend
heavily on the value of Z(l3,...,13), where (3,...,17) is as defined in (2.2.2).
However, for ¢ € R, the grid (I1,...,1lq) € Zi satisfying Z(l1,...,lq) = ¢ is not
unique in general. Therefore assuming A being bounded away from H?:l Doy,
is not sufficient for our purposes. The following assumption, which is slightly
different from Assumption [2.3.1| corresponds to the extension of Result to
Result 2221

Assumption 2.3.2. Let A be a measurable set. Assume that A is bounded away
from D<(lf,-.»,l§)a where (I7,...,0%) is the unique solution of the minimization
problem given by (2.2.2). Moreover, assume that Cj; x --- x Cj5(A°) > 0.

If the solution to is not unique, we may partition A. As in Section
2.3.1) we focus now on constructing the auxiliary set B” for the importance
distribution. Define 4,, £ {X,, € A} and B} £ {X,, € B”}. As one can see in
the proof of Theorem [2.3.2] controlling the probability of A, N (BY)¢ should
be taken into account in choosing the auxiliary set B”. In the one-dimensional
case, letting BY mimic the optimal path leading to the rare event makes us
capable of controlling the relative error of our estimator. By “mimicking the
optimal path” we mean that the minimal number of jumps [* that are needed
for D« N A # () is used as parameter in the construction of B”. However, the
same strategy would fail in the multidimensional case, since the rare event can
be reached through other feasible but not necessarily optimal paths. Thus, we
require a more complicated construction of B7.

Definition 2.3.1. Let A be a measurable set in D¢, and let (I5,...,0) denote
the unique solution to (2.2.2). Let v € R with 7; > 0 for all ¢ € {1,...,d}, and
define
B2 U B (2.3.4)
(lsesla)€dar, ax)

where B! is the set of cadlag functions on R? that have at least [; jumps
with size larger than +; in its i-th coordinate, i.e., Bt & {(¢(M) . . ¢(d) ¢
De: #{t: D) — D7) >y} > 1, Vi€ {1,...,d}}.

Remark 2.4. Note that the cardinality of J(l;,...,l;}) is finite. To design a strongly
efficient simulation algorithm for estimating P(A,,), we will take advantage of
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CHAPTER 2. RARE-EVENT SIMULATION FOR MULTIPLE JUMP EVENTS

an important property of J: ;+). That is, for all { € A with A being bounded
away from D_ s s, there exists (l1,...,1lq) € Jz....1z), such that the path of
¢ in its -th coordinate is bounded away from D+, for every i € {1,...,d}.
Let Q,(+) £ P(-|B)) and let Q,,,, be as defined in (2-3.2), following the
same strategy as in Section [2.3.1] we propose an estimator that takes the same

form as in (2.3.3)). Before turning to the efficiency analysis of our estimator, we
summarize the findings above in Algorithm [2]

Algorithm 2 Efficient sampling of P (Xn € A)

1: sample u ~ uniform|0, 1] > uniform distribution on [0, 1]
2: sample X,, ~ P (X'n € -|Xne€ B”)
3: if u < w then
4: sample X, ~P (Xn S )
5: if X, € A then
6: L+ [w+(1—w)lg/PBY]"
7: else
8: L+ 0
return L

In order to complete our algorithm, we need to discuss the computation of
P(B)), as well as the strategy of sampling from the conditional distribution
Q,(-). Since BY constructed in Definition is the union of B! with
l=(l1,...,lq) € Jz....1%), by the inclusion-exclusion principle, it is sufficient to
discuss computing the probability of sets of the form m(ll,...,ld)el B where T

is a finite collection of elements in Zi. It turns out that the probability of such
a set can be computed similarly as in Section Based on this observation,
we give the following proposition.

Jox
Proposition 2.3.2. The probability of Bl is equal to ZL:(? """ ld)l(—l)k_lck,

where

e 31

=k  i=1
ICJay, %)

7 A
and l;;; = maxq, . 1)er li-
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Remark 2.5. It should be mentioned that the complexity of computing P(B)))
can be reduced significantly in the case, where, for example, one is able to take
a smaller (in the sense of cardinality) set than Jaz ) (see e.g. Corollary
Sections [2.5] and [2.6] below).

As in Section we now discuss generating the sample path of X,, under
Q,, in the next step. To begin with, we need the following lemma, which shows
that B7 can be decomposed into finitely many disjoint sets.

Lemma 2.3.1. Let
B(i,5) 2 {€ € D% #{t] €0(0)  €9(7) > %} = (1G)):

Let the elements in Jqs: =y, denoted by I(1), ..., 1(|Jas 1)), be ordered such

1900

that (1(1))a < -+ < (I(|Jaz,...u5)]))a- Define

i1
ABY (i, §) £ BYY(i, 5) \ ( U B"Y‘l(i,m)> , die{l,....,d—1}.  (23.5)
m=1
Then, we have that
Mas.anl m, Ma_s d—1
= U U U (( N ABW(z‘,mi)> mBW(d,l)> .
m1:1 177,2:1 md71:1 =1

Lemma [2.3.1] shows that B can be decomposed into finitely many disjoint
sets. This implies that

ag,opl my ma_2
Q'y(Xn € ) = Z U Z hl;mlw-,md—l
m1:1 ’NL2:1 md_lzl
P(Xn c - | Xn € B'Y(ml, - ,md_l)),
where
d—1
BY(my,...,mg_1) 2 ( N ABW(i,mi)> N BY(d,1),
i=1
and i, mg_y L2 P(X, € B'(mi,...,mq_1))P(X, € BY)"! satisfying
|J(L{ ,,,,, 12)|m1:1 mg—2
Z Z Z h15m17~~,m{1_1 =1
mi=1 mo=1 md—1
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Hence, it remains to design a sampling scheme for generating the sample
path of X,, under P(-|X,, € BY(mq,...,mg_1)) (for details about generat-
ing multi-dimensional discrete random numbers, see e.g. [73]). Due to the

special structure of B’Y(ml,;. .,Mg4—1), we are able to generate )_(T(LI) . )_(T(Ld)

) )

independently under P(-| X, € BY(m1,...,m4—1)). To see this, first note
@hat sampling X'T(Ld) is trivial due to the discussion in Section Define
[(mg3 i) £ minge it (5,my) #{t: £(t) — £(t7) > 7}, and

lA(mi;i) £ max )#{t: &) —&(t™) >t

EEABYL(i,m;

fori e {1,...,d —1}. By (2.3.5)), we have that
P(XW e.|X, e B (mi,...,mqg_1))
= Y hag PR € | ABY (6, m), NO(n) = g5),
qi=l(m3i)

where _
hayg, 2 P(ABY(i,m;), N (n) = ¢;)/P(ABY (i,m;))

satisfies 32, i) M12:q; = 1. Note that
P(AB’Y;Z(L mi)a N(l) (’ﬂ) = qz)
()\n)ql I(m;;i)Ag;

qi i i i )
= exing,! Z i>P(W( )(1) > ny) P(W( )(1) < )%

i=l(mg;i)
Therefore, it suffices to consider sampling )_(T(Li) under
P(-|ABY(i,m;), ND(n) = ¢;).

Again, we can proceed using a similarv approach as in Section 2.3.1 sample
{br}r<i uniformly from C ({1,...,¢;},l(m;;4)); sample each WO (b)), k < g,
conditional on W (by,) > n~y,; sample W (q)), ¢, < ai, ¢, ¢ {br}r<i~, under

the nominal measure; accept (W®(1),..., W®(g,)) with probability

(# {Ge{l,...,q}: WO3) > nvy}

-1
[(my: i) ) Lstiett ) WO G)>ny)<itmisi}-
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Finally, we are able to give the pseudocode of this sampling scheme in
Algorithm [3| below. For its expected running time, an analogous result to
Proposition is formulated in Proposition [2.3.3

Algorithm 3 Generating the sample path of )_(7(11), cee )_(,(Id) under Q,

1: sample (m1,...,Mda—1) ~ Rismy,....mq_q

2: for i =1 to d do

3: sample g; ~ ha,q,; R + true

4: while R = true do

5: sample {bx }j, <j(m,.s) ~ unif (c({1,...,a}, I(mg; i)))
6: for j € {bk}i<i(m,;) do

7: sample W (5) ~ W® (1) } WD) > ny
8: for j ¢ {bk}i<i(m,;;) do

9: sample W (5) ~ WO (1)
10: ce#{je{l,...,qi}:W(i)(j)>nfy¢};a60
11: if ¢ < I(ms;i) then
12: a < (lu(mcm))’1
13: sample u ~ uniform[0, 1]; R < true
14: if u < a then
15: R + false

return X',(Ll), .. ,X’,sd)

Proposition 2.3.3. Let Ty g(n) denote the expected running time of Algorithm
@. Under the assumption that W(i)(l) is reqularly varying of indexr —f; < —1,
for all i € {1,...,d}, we have that Togg(n) is uniformly bounded from above
w.r.t. n, i.e. max,>o Tygg(n) < oo.

The discussion above shows that sampling from the conditional distribution
Q(-) is tractable. As we mentioned in the introduction, our estimator is
straightforward to implement. Moreover, its strong efficiency, which is formulated
in Theorem [2.3.2] can be proved based on Lemma Moreover, we state in
Theorem that our estimator is strongly efficient. Without introducing any
new notations, we formulate a corollary to address a special case, where it is
sufficient to consider a smaller (in the sense of cardinality) set than Jas,...1) as
in Definition Note that Corollary can be shown by following similar
arguments as in the proofs of Lemma and Theorem thus the proof is

omitted.
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Theorem 2.3.2. Let B) £ {X, € B}, where B” is as defined in (2.3.4)).
Under Assumption there exists v such that the estimator given by (2.3.3)

is strongly efficient for estimating P(Ay,).

Corollary 2.3.1. Along with Assumption[2.3.2, we assume additionally that
there exists an index set I C Jaz,..u%) and r > 0 such that, for every £ € A,
there exists (l1,...,1q) € I satisfying d (E, C(ll,...,ld)) >r. Set j(l{,..i,l;) =T\ Al
where (l1,...,1lq) € Al if and only if

o (I1,...,1q) € I satisfies that Z(ly,...,1q) > 2Z(I5,...,13); and

o for every (Iy,...,l}) € I'\{(li,...,la)}, we have that Z(l1,...,lq) #
T, ... 1.

that the estimator given by (2.3.3) is strongly efficient for estimating P(A,,).

Remark 2.6. Even though our simulation algorithm is constructed in the context
of Poisson processes with positive jump distributions, it can be easily generalized
to the case, where the jump distributions are regularly varying at both —oco and
oo (for details see the proof of Theorem 3.5 in [I05] and the references therein).

Remark 2.7. We end this section with a final remark to point out the connection
between the one-dimensional case and the multidimensional case. That is, if
we set d = 1 then Assumption coincides with Assumption and no
additional conditions are imposed on the set A. Moreover, the auxiliary sets BY
in both cases are essentially the same. Thus, Theorem |2.3.2f can be considered
as a special case of Theorem [2.3.1

2.3.3 Extension to random walks

Let Sk, k > 0, be a centered random walk with increments {Yy}r>1. Let
P(Y: < —x) be regularly varying with index —« and let P(Y; > ) be regularly
varying with index —3. Define S,,(t) £ S|, /n, t > 0. In this subsection, we
want to design an efficient simulation algorithm for estimating the probability of
S, € A. As in Sections and @ we make the following assumption for
the set A.

Assumption 2.3.3. Assume that A is a measurable set bounded away from
D=y, where (I*,1%) is the unique solution of (2.2.3)). Moreover, assume that
i (4°) > 0.

i
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Then, we construct the auxiliary set BY as follows.

Definition 2.3.2. Let (I*,[%) denote the unique solution to (2.2.3), and let

Jeegn 20 1) €22\ T g

(m—,m4) < (I-,1+) implies (m—,m) € L=+ },

where I+ is as in (2.2.1). For v_ > 0 and 4 > 0, define
e | B, (2.3.6)
(=l €Jpx ax

where BY= 2 {6 € D #{t|€(t7) — &(t) > 7=} > 1%, #{t|€(t) — €(t™) >
v} =11}

Defining A4,, £ {S,, € A} and B} = {S,, € B}, we propose an estimator
for P(S, € A) that is given by (2.3.3). Note that, computing P(S,, € B?), as
well as generating the sample path S,, under Q" can be achieved by following
similar strategies as in Sections and Hence, the details are omitted
(for examples, see Sections and below). We state the strong efficiency
of our estimator in the following theorem without giving the proof, since it is
analogous to the proof of Theorem [2.3.2]

Theorem 2.3.3. Let B) £ {X,, € B}, where B is as defined in (2.3.6).
Under Assumption[2.3.3, there exist v_ and vy such that the estimator given by
(2.3.3) is strongly efficient for estimating P(A,,).

With the results presented in this section at hand, we are able to apply
our general simulation algorithm to three examples in the next sections. These
examples can be found in the applications of mathematical finance, actuarial
science and queueing networks.

2.4 An application to finite-time ruin probabili-
ties

2.4.1 Problem setting

Let Sk, k > 0, be a centered random walk with increments {Y}; }r>1. Moreover,
let P(Y1 > ) be regularly varying at infinity with index —3. For ¢ > 0, define
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A, & {maxg<p<n Y < nb, maxo<g<n Sk — ck > na}. Additionally, we make a
technical assumption that a/b ¢ Z. We are interested in computing P(A,,).
This probability is particularly interesting, since it is related to, for example,
insurance, where huge claims may be reinsured and therefore are irrelevant in
the sense of estimating the finite-time ruin probability of an insurance company.

2.4.2 Large deviations results

The rare-event probability can be estimated efficiently using the technique
introduced in Section To see this, define A £ {¢ € D: SUpeo,1)[§(t) — ct] >
a; supyepo 1) [€(t) — £(t7)] < b} and Sy, = {Sn(t)}eejo.1], where S, (t) = S|/
for t > 0. Note that P(4,) = P (S, € A). Set I* = [a/b]. Intuitively, I*
should be the key parameter, as it takes at least [* jumps of size b to cross
level a. This intuition has been made rigorous by Rhee et al. in [I05, Section

5.1], where the authors show that A is bounded away from D.;+, and hence,
P(4,) =0 (n"P(S; > n)").

2.4.3 Construction of B”

We set BY = {& € D: #{t|&(t) —€(t7) > v} > 1"} and B) = {5, € B'} =
{#{k e {1,...,n}: Yy > ny} >1*}, where v is the parameter that needs to be
tuned. For the completeness of our algorithm, we give a closed-form expression
for P(B)). Let p denote the probability of P(Y; > yn), then we have that

P =3 (1)ra-p=1- b (ra-p @

i=l* =0

where the latter representation in (2.4.1) is for numerical purposes.

2.4.4 Choice of v

As we mentioned in Remark a strategy of choosing the parameters  needs
to be discussed in the next step. From the proof of Theorem [2.3.2] it is sufficient
to select  such that P (A, N (B])°) = o (P(A,)?). We propose to select v such
that (a — (I* — 1)b) /v ¢ Z4, and that

{a—(lv_l)ﬂ >4 1. (2.4.2)
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In view of Theorem it is sufficient to show that AN (B7)¢ is bounded away
from Do+ 1 with «y satisfying . To see this, choose § with d (6, Do 1) <
r. This implies that there exists £ € Do« satisfying d(6,€&) < r and £(¢t) =
Z?lzl 21y, 17(t). In particular, there exists a homeomorphism A: [0, 1] — [0, 1]
satisfying || A —id ||oo V|| © A — 0 ]|cc < 7. Hence, for § € A, using the identity
Eod=0+ (£0A—0), we conclude that the following holds:

1. z; < b+2r, for every j € {1,...,20"}; and

2. there exists ¢’ such that >, @; >3, <\ ®; >a—2r.

. 21"
To see this, note that o A(¢) = > 5, @1, 11(A(H) = 0 + (£ o A —0) and
[€ oA =0l <r. By the fact that sup,cpo 1)[0(t) — 0(t~)] < b, conclusion (1)
follows. Moreover, by the fact that sup,c( 1)[0(f) — ct] > a, there exists ¢’ such
that £ o A(t') = Zung(t') x; > a — 2r, and hence, conclusion (2) is obtained.
This implies that ;. z; > a —2r — (I* — 1)(b + 2r). Moreover, for 6 € (B7)°,
every jump of & should be bounded by v + 2r after having I* — 1 jumps with size
bigger than b. Due to the fact that ~ satisfies (2.4.2]) and a is not a multiple of
b, we obtain the result by choosing r small.

2.4.5 Sampling from Q,

Summarizing the discussion in the previous paragraphs, we are able to propose
a strongly efficient estimator for P(A,,) that is given by . As the last
ingredient of our simulation algorithm, a strategy of sampling from Q,(-)
(=P(-|B))) needs to be discussed. We use a similar strategy as in Algorithm
and formulate the pseudocode in Algorithm [4

2.4.6 Numerical results

Finally, we investigate our algorithm numerically based on a concrete example.
Let Y; =Y/ — EY/, where P(Y{ > t) = (1/t)?. In Tablewe select ¢ = 0.05,
w = 0.05 (for a heuristic of the choice of w and its impact on the empirical
performance see Section below) and summarize the estimated probability and
the level of precision (ratio between the radius of the 95% confidence interval
and the estimated value) for different combinations of n, 3, a, b, and ¢ (based on
105 samples). We observe that, for different values of 3, a and b, the precision
stays roughly constant as n grows. This confirms our theoretical results.
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Algorithm 4

1: R <+ true

2: while R = true do

3: sample (i1, ...,4) uniformly from C({1,...,n},[")

4: for j € {i1,...,9~} do

5: sample Y; ~ Y1: yn <Y, <bn

6: fOI‘j%{il,...,il*}dO

7: sample Y; ~ Y]

8: sample u ~ uniform[0,1]; ¢ < #{m e {1,...,n}: yn <Y1 <bn}; a + (li);
R + true

9: if w < a ' then

10: R + false

return (Y1,...,Y,)

Est n = 80 n = 100 n = 200
Pr B=15 B=20 B=15 B=20 =15 B=20
a=2,0=12 1171x10° 3.904x10° 1.043x10° 2361x10° 6.316x 10~ % 5.167 x 10~ ©
(I*=2) 2.053 x 1072 3.133x 1072 2.057x 1072  3.376 x 1072 2.130 x 1072 3.975 x 1072
a=4,b=12 5099 x 1077 3778 x 10719 3.860 x 10~7  1.592x 10710 1.326 x 1077  8.911 x 10~ 2
(I*=4) 1.799 x 1072 2278 x 1072 1.761 x 1072 2366 x 1072 1.717x 1072 2.780 x 102
a=2b=03 1.635x10710 1.147x 1072 1.795 x 10-1° 3983 x 10~ 1.202x 10~10 6.775 x 10~ 1°
(I*=17 6.441 x 1072 1.662 x 1072 5456 x 1072 1.635 x 1072 3.535 x 1072 1.826 x 1072

Table 2.1: Estimated rare-event probability and level of precision for the application as
described in Section

2.5 An application in barrier option pricing

In this section we consider an application that arises in the context of financial
mathematics; in particular we consider a down-in barrier option (see Section
11.3 in [I11]).

2.5.1 Problem setting

Let Sk, k > 0, be a centered random walk with increments {Y;}r>1. Let
P(Y; < —x) be regularly varying with index —a and let P(Y; > z) be regularly
varying with index —f3. Let a, b and ¢ be positive real numbers. We provide a
strongly efficient estimator for the probability of

A, & {Sn > bn,or<nki£1 Sk + ck < —an} ,
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which can be interpreted as the chance of exercising a down-in barrier option.
This application is interesting, since, as we will see, the large deviations behavior
of P(A,,) is caused by two large jumps.

2.5.2 Large deviations results

Define A £ {£ € D : £(1) > b, info<i<1 &(t) + ¢t < —a}. Obviously, we have that
(I*,1%) = (1,1), where (I*,17) denotes the solution to (2.2.3)). To verify the
topological property of A, we define m,m: D — R by m(§) = info<i<1{&(t)+ct},
and 7 (€) = £(1). Note that F, m; and m are continuous, therefore F~1(A) =
m~'(—o0, —a] N wy [b,00) is a closed set. By adapting the results in [105]
Section 5.2], it can be shown that, for any arbitrary ¢ > 0, D;;p and Dy,; are
bounded away from m~'(—oo0, —a] and 7y '[b,00), respectively. Hence, A is
bounded away from D.q.;. Applying Result we obtain that P(X,, € A) =
O (n*P(51 > n)P(S; < —n)).

2.5.3 Construction of B”

Now we are in the framework of Theorem Note that by Definition we
have Jy.1 = {(1,1), (1,0), (0,m)}, where | = min{l’ € Z;: (I'-1)(8-1) > (a—1)}
and m = min{m’ € Z,: (m' — 1)(a — 1) > (8 — 1)}. However, adapting the
idea behind Corollary together with the fact that A is bounded away from
both D,y and Dy, it is sufficient to consider J~1;1 ={(1,1)}. Hence, we can set
BY ={¢eD: #{t|&(t™) —&(t) >~} > 1, #{t[£() —€(t7) > 74} > 1} As
we mentioned in the introduction, it is possible that estimators may be crafted
specifically for the events of interest, in order to obtain (up to constant factors)
better performance. Due to the fact that at least one downward jump should
happen before upward jumps, without introducing new notations, we can modify
B7 such that BY = {{ € D: 3ty <to: £(t7) — &(t1) > v, &(t2) — &(t5) > 74 }-
This implies that B, = {32’ <Jj: Y <—y_n,Y; > 7+n}. By a straightforward

computation, we obtain that P (B}) =1 — pzpfpl 1-p)"+ pzpjpl (1 —pa)™,

where p; 2 P(Y; > v,n) and py 2 P(Y; < —vy_n).

2.5.4 Choice of 7_ and v,

We discuss here the strategy of choosing the parameters v_ and v,4. From the
proof of Theorem it is sufficient to select y_, v such that P (4,, N (B))°) =
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0 (P(An)2). Hence, we propose to choose v_ and 74 such that

((a+b)/vs,a/v-) ¢ 27,
and that

. +0b
win { (e~ 1+ [ 2] 50, [ ] @04 -0 f > 2052
+
(2.5.1)
W.lo.g. we assume that [a/v_|(a—1)4 (8 —1) is the unique minimum of (2.5.1)).
It suffices to prove that AN(B7)¢ is bounded away from D, /+,1;1. To show that
Ua_ 1y D<oy, with I < a/v2] — 1 is bounded away from AN (B7)¢, choose 0

with d(6, U(l,,l+) D<;_y, ) < r. This implies that there exists £ € U(l,,er) Dy

satisfying d(0,£) < r, where £ = zt:l g Ly, 1 (t) — Ei’:l Ykl (). In
particular, there exists a homeomorphism A: [0,1] — [0, 1] satisfying

[|A—id]|leo V][ €A —0]|oo < 7. (2.5.2)

Using (2.5.2) and the identity £ o A = 6 + (£ o A — 0), we conclude that, for
6 € (B")° and t € [0, 1], at least one of the following holds:

o 1, <~y + 2r, for every up > t; or

o yi < v_ + 2r, for every v < t.
For § € m~1(—o0, —a], by (2.5.2)) there exists #' such that

Sowi— Y yi<-—a+3n (2.5.3)

wj A(H) v <AH)

Moreover, we can assume that y; < ~y_ +2r for j satisfying v; < A(¢’). Otherwise
x; is bounded by 74 + 2r for j satisfying v; > A(t'). By choosing r sufficiently
small, it contradicts the fact that 6 € 7, *[b, 00) and [a/y_](a—1)+(B—1) is the
minimum of (2.5.1). Hence, implies that ([a/y-] —1) (y= +2r) > a —3r.
Since ([a/v-] —1)v— < a, choosing r sufficiently small we obtain the result.
Similarly, it can be shown that AN (B7)¢ is bounded away from U(lﬂl” Do .

il
for Iy < [(a+b)/v4+] —1.

2.5.5 Sampling from Q,

Asin Section a strategy of sampling from Q- (- ) needs to be discussed. Even
though B” is modified to obtain smaller relative error, a similar strategy as in
Algorithm [3| can be used here. Hence we omit the details.
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2.5.6 Numerical results

We end this section with some numerical investigations. First let Y3 = Y{ —
EY/, where Y/ is a random variable with density function fy that is given

B «

by fr(®) = 3 (52) Taeo@ + 3 (=252) 1w () + 3. We
apply our algorithm to estimate P(S,, > bn, ming<x<, Sp < —an) with a = 2
and b = 1.5. In Figure we plot the precision of the estimated probability
against the parameter w for different values of n. We observe that the estimated
probabilities become more precise as w decreases. This heuristic suggests the
upper bound we derive in , where the latter term in is of the order
o(P(A,)?), as long as w is strictly positive. Based on this observation, we choose
w = 0.05 for all numerical investigations presented in this chapter. In Table
we compare the estimated rare-event probability and precision w.r.t. different
values of n, a and S. We observe that the precision stays roughly constant as
n increases for different combinations of o and 3, which suggests the strong
efficiency of our estimator.

Next, we make a comparison between the algorithms developed in this chapter
and in [70], where a simulation algorithm is designed for estimating P(.S,, > bn)
from an MCMC perspective. First note that, instead of unbiased estimators,
MCMC algorithms give us only consistent estimators. Furthermore, note that
the event {S,, > bn} is a special case of the event studied in this section with
a = 0. Here we consider Y; with density function fy (y) = 2(y + 1)=3 for y > 0.
In Table[2.3] we present the estimated rare-event probability, the level of precision,
the computational time (in seconds), and the normalized workload—i.e. the
(estimated) standard deviation multiplied by the computational time divided
by the sample mean—produced by the two algorithms, based on 10° samples.
Note that our algorithm typically outperforms the MCMC algorithm in terms of
computational time—especially as n increases—while producing a slightly larger
coefficient of variation compared to the MCMC algorithm. Overall, our algorithm
seems to be more efficient for larger values of n, while MCMC seems to be more
efficient for small values of n in terms of normalized workload. This can be
explained by the fact that our estimator is state-independent, i.e., the increments
of the random walk S, can be updated simultaneously. On the other hand, in
the MCMC case, the algorithm needs a burn-in period to converge, and the
increments have to be simulated following a specific order. Moreover, updating
the value of, say, Y relies on the values of Y1,...,Ys_1,Yr41,...,Y, to run the
MCMC algorithm. It may be noted that the range of probabilities examined in
Table is smaller than the typical range of practical interest in applications.
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0.06 Precision w.r.t. different values of w and n
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Figure 2.2: A plot of the precision of the estimators discussed in Section w.r.t. w for
different values of n.

For example, insurance companies (according to Solvency II) are suggested to
have a capital reserve corresponding to bankruptcy events in the order of a
0.5% likelihood (on an annual basis). Nevertheless, when model uncertainty
is taken into account, considering a bankruptcy probability of the putative
(assumed) parametric model in the range of likelihood that is considerably smaller
than nominal values suggested by regulation may be necessary. For example,
calibrating any distribution of claims with a degree of precision corresponding to a
bankruptcy probability of 0.5% in a non-parametric way is practically impossible
since one would need (due to the central limit theorem) millions of observations
on an annual basis. In such a case, an additional safety margin should be added
to the capital requirement to account for model error as discussed in [19] (see
Section 9.2.1). That is, one may have to consider the range of likelihood in the
order of 10™* to 107° for the putative parametric model to ensure the 0.5%
likelihood for the true claims. Note that our importance sampling algorithm
seems to be comparable or preferable to the MCMC algorithm in this range.

2.6 An application to queueing networks
In this section, an application to queueing networks is considered. More specif-

ically, the probability of the number of customers in a subset of the system
crossing a high level is estimated. Although some particular cases exist that
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git n = 250 n = 500 n = 750 n = 1000 n = 1250 n = 1500
_9 15 3913x 1077 1370 x 1077 6.992 x 107% 4539 x 10~%  3.305 x 10°% 2471 x 10~°
A=5 P=R0 0043 0.043 0.044 0.044 0.044 0.044
18317 532x 1077 1154 x 1077 6.040x 10°° 3.840x 10°° 2870 x 10°° 2225 x 10~
R X ¢ 0.037 0.038 0.038 0.038 0.037

93 43_9 L923x 1077 4.004 x 1071 1.491 x 1010  7.601 x 10~TT  4.632 x 10717 3.072 x 10~
A== 0.053 0.053 0.054 0.054 0.054 0.054

o7 3_1g 088X 10710 1121 x 10710 4.092 x 10~T7 2.079 x 10~TT  1.105 x 10~"T  6.896 x 10~ 2
R X 0.070 0.070 0.069 0.071 0.071

Table 2.2: Estimated rare-event probability and level of precision for the application as

described in Section @

g:c n=>5 n =20 n = 200 n = 1000
il‘\“’f ) Memce 1S MCMC 1S MCMC MCMC 1S
5310 x 107 5286 x 107 1375 x 107 1369 x 107 1384 x 100 1384 x 107 2770 x 100 2.769 x 10-°
pooo  0SSTX107 10201079 0.636x 1078 1.060x 107 06451078 LOTIx 1078 0.644x 107 1073 x 107
- 2.5 19.6 67.9 215 561.0 444 3686.8 145.0
7.633 10.196 22.046 11.624 184.488 24.267 1211.854 79.370
8962 x 10 ° 8958 x 100 2250 x 100 2250 x 100 2.252 x 107 2.252 x 107 4.506 x 105 4503 x 10-%
b0 2052x 1071 8287x 1071 2239x 107! 8331x 1071 22801071 8353x 1071 2.280x 1071 8370 x 1071
=0 s 17.1 63.1 19.9 545.7 43.7 3687.0 146.4
2,594 7.227 7.204 8.468 63.712 18.633 430.399 62.543
2002 x 107 2.001 x 107 5.008 x 10-°_5.006 x 10-°_ 5.009 x 107 5.011 x 107 1.002 x 107 1.002 x 107
b— 1000 OT96x107° 8051x 1071 0.848x 1077 8.068x 1071 0851x 1070 8.042x 107! 0.881x 107 8.052x 1071
= 27.8 175 65.9 20.4 577.4 455 4011.9 149.7
1.130 7.206 2.854 8.384 25.070 18.684 180.317 61.482

Table 2.3: Estimated rare-event probability, level of precision, and computational time for
estimating P(S,, > bn) using the algorithms introduced in this chapter and in [70].
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allow for an explicit analysis (see e.g. Section 13 in [41]), it is hard to come up
with exact results for the distribution of the workload process in general. Hence,
implementing our algorithm in such a context is particularly interesting.

2.6.1 Model description and preliminaries

To be specific, we consider a d-dimensional stochastic fluid model. Suppose that
jobs arrive to the i-th station in the network according to a Poisson process with
unit rate, which is denoted by {N(¢)};>¢ and independent of { N (¢)};5¢ for
§ # i. Moreover, the k-th arrival of the i-th station brings a job of size W) (k).
We are assuming that {W (k) = (WM (k),..., WD (k))T}>; is a sequence of
i.id. positive random vectors and that {W(k)},>1 is independent of {N(¢)};>o.
Therefore, the total amount of external work that arrives to the i-th station up
to time ¢ is given by J)(t) = chv:(f(t) W (k). Now, assume that the workload
at the i-th station is processed as a fluid by the server at a rate r; and that a
proportion ();; > 0 of the fluid processed by the i-th station is routed to the
j-th server. Moreover, we assume that @) is a substochastic matrix with Q;; = 0
and that @™ — 0 as n — co. The dynamics of the model are expressed formally
by the so-called Skorokhod map (for details see e.g. [109], [I10], [71]), that is
defined in terms of a pair of processes (Z,Y") satisfying a stochastic differential
equation that we shall describe now. Let R = (I — Q)T, r = (r,...,74)7,
X(t) £ J(t) — Rrt and Z(¥(t) denote the workload of the i-th station at time ¢.
Then, for given Z()(0), we have that

dZ(t) = dX (t) + RAY (1), (2.6.1)

where Y'(+) encodes the minimal amount of pushing required to keep Z(-) non-
negative. In order to describe how to characterize the solution (Z,Y") to (2.6.1]),
we need to introduce some notations. Let ¢ : D% — ID)% be such that

Y(z) £ inf {w € D{: 2+ Rw >0},

ie., v (x)(t) £ inf{w®(t) € R: w € D¢, 2 + Rw > 0}, for all i and ¢, and
¢ : D — D? with ¢(x) £ 2 + Rip(x). The following results summarize useful

properties and characterizations of the Skorokhod mappings ¥, ¢, as well as the
workload process Z(t):

Result 2.6.1 (Theorem 14.2.1, 14.2.5, and 14.2.7 of [117]). The mappings ¢ and
¢ are well-defined for all x € D¢. Moreover, 1 and ¢ are Lipschitz continuous
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w.r.t. both the uniform metric and the Skorokhod Jy metric. If Y (t) = ¢(X)(t)
and Z(t) £ ¢(X)(t), then (Y(t),Z(t)) solve the Skorokhod problem given by
2-6.1).

Result 2.6.2 (Lemma 14.3.3, Corollary 14.3.4 and Corollary 14.3.5 of [117]).
Let x € DY. For the discontinuity points of 1(x) (denoted by Disc(v(z))) and
o(x), we have that Disc(v(x)) U Disc(¢(x)) = Disc(xz). Moreover, if x has only
positive jumps, then ¥ (x) is continuous and ¢(x)(t) — ¢(z)(t) = x(t) — x(t7).

Result 2.6.3 (Theorem 14.2.2 of [I17]). The regulator map y = (x) can be
characterized as the unique fized point of the map . g : D? — ]D)?, where

mo.@(w)(t) £ max{0,sup,cp 1 (Qw(s) — x(s))}.

Result 2.6.4 (Consequence of Theorem 4.1 of [101]). Let A € D? be a non-
decreasing function such that A(0) > 0. Then, for x € D, we have that 1(x) >

Y(@+A), ¢(z) < p(z+A), and ¢(z)(t2) —d(z)(t1) < d(x+A)(t1) —d(x+A)(t2),
forany 0 <t; <ty <1.

Finally, we assume that the right tail of W(i)(l) is regularly varying with
index —3; and that the stability condition holds, i.e. R™'p < r, where p £ EJ(1).
Let Z,(t) 2 Z(nt)/n and X, (t) 2 X (nt)/n. Let ¢ € {0,1}¢ be a binary vector,
and let J. denote the index set encoded by ¢, ie., j € J; if ¢; = 1. Set
Z,(t) & Z(nt)/n and X,,(t) £ X (nt)/n. Define I. : R? — R by l.(z) = ¢’z and
710 DT — RY by 71(€) = £(1). We are interested in estimating the probability
of the subset, encoded by ¢, of the scaled workload Z,, exceeds level a at time
1, that is, P (¢'Z,(1) > a). By Theorem 14.2.6 (iii) of [I17], we have that
Z, = ¢(X,,), and hence it holds that, for a > 0,

P (c"Z,(1) > a) =P (F(X,) > a) =P(X, € A), (2.6.2)

where F 2 l,omo¢and A= {£€D: F(¢) > a}.

2.6.2 Large deviations results

To obtain the large deviations asymptotics for the rare-event probability as in
(2.6.2]), we proceed in the manner, as follows.

e To determine the tail index of the rare-event probability, we first study the
optimization problem given by ([2.2.2]) and transform it into a (nonstandard)
knapsack problem with nonlinear constraints (see (2.6.8]) and Proposition

below).
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e Under a certain assumption (see Assumption below), we show that
A, as defined in (2.6.2), is bounded away from D« 1), where 7, ..., 13
is the optimal solution to the knapsack problem derived in the first step.

e Finally, we derive a large deviations result for P(X,, € A) by applying
Result 2221

We start with the optimization problem given by . Due to the fact
that X (¢) is in general not a compensated compound Poisson process but one
with a certain drift, it is convenient to consider a slightly different problem,
which is given by

arg min (.. la), (2.6.3)
(I1,ela)E€ZE, TTE | Ly, (s )NAD

where u =2 EX(1) = p— Rr, v =r — R™'p > 0 due to the stability condition,
and Ly, (11;) = {€: 3¢ € Dy, : £(t) = &' (t) + it = &' (t) — (Rr');t}. Define Ey =
{(ll, oo la) € Z‘j_: l;=0,Vie jc} and By 2 {e;: i € J.}, where ¢; denotes the
unit vector with entries 0 except for the i-th coordinate. By Result instead
of we can solve two separate problems that are given by

arg min Z(ly, ..., 1),
(l1,..,la)EEy, H;izl ]Lll(;h)ﬁA;ﬁ@
and arg min Z(l, .- lq). (2.6.4)

(I1seela)€B, TTT La, () NAF#D

Note that the latter problem in (2.6.4) can be solved easily by considering
min;e 7. B; — 1, therefore we focus on the first problem in (2.6.4). Let J be a
subset of (J.)¢. Moreover, let § € D; and let & € D? be such that

. —(R ! it7 te Oa 1 B} f ] &7’
T (2.6.5)
0@ — (Rr")it, t € [0,1], foriec J.

A necessary and sufficient condition for the existence of £ € A is given in the
following proposition.

Proposition 2.6.1. Let J C (J.)¢. Moreover, let {r;};¢s be such that

ri =max{ ri — Z jST; + Z jSr;‘, 0y, forigJ. (2.6.6)
i i
igT
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Define

0-() 2Dt =i+ > Qury = Qg |- (2.6.7)
i€Je J#i j#i
i¢T
If 0.(J) # a, then there exists & satisfying and cTop(&)(1) > a, if
and only if 0,(J) > a. Additionally, if J1 C Jo C (J.)¢, then we have that
az(jl) S az(jQ)

We give a sketch of the proof and refer to Section [2.7] for details. Note that
0.(J) given by is the increasing rate of the subset Z. of the workload
process, whose associated input process does not have any jumps but starts with
a sufficiently large initial value. Based on this observation, a £ can be constructed
for the “if”-part of the first statement. For the “only if”-part, suppose that there
is a ¢ satisfying ¢ ¢(€)(1) > a. By Result m enlarging the size of jumps in £
will preserve the fact that ¢'¢(¢)(1) > a. Hence, we can construct a new &, such
that

e the associated workload process ¢(&) is piecewise linear between two
neighboring discontinuity points; and

e the increasing rate of ¢ ¢(¢) is always smaller or equal than 9,(7) given

by 267,

Remark 2.8. Note that can be written in a matrix notation that is given
by r* = max{((I = Q")r')¢7 +(Qgs)"r*,0} = max{(Rr—p)gs +(Qgs)"r*,0},
where (Rr — p)¢s and Q¢ s denote the vector and matrix respectively with
its 4-th row and column being removed for all i € 7. Using the Banach fixed-
point theorem, we obtain that 7* = lim,, ., 7(0), where 7" £ 1 o 7"~! and
2(w) 2 max{(Rr — p)es + (Qgs)Ta.0}.

Define Eg £ {(l,...,la) € E}: 9. (Ju,,..1y) > a}, where Ej £ EgN
{(1,...,la) € Z%:1; € {0,1}, Vi ¢ J.} and 0. (Jqu,,...,)) is as defined in
(2.6.7) with ﬁ"ld) denoting the index set encoded by (I1,...,lq) € Ej. By

Proposition [2.6.1] we conclude that the first problem in (2.6.4)) is equivalent to
argmin  Z(ly,...,1lq). (2.6.8)
(1, la)EES

Thanks to the last statement of Proposition [2.6.1] it is unnecessary to check
every (I1,...,lq) € E7 for solving (2.6.8). In the following example, we consider
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one big jump at station 1
T T T
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Figure 2.3: An illustration of two different sample paths of workload processes (in the setting
of Example [2.6.1])), whose associated input processes have the form as in (2.6.5)).

a specific fluid network and illustrate how to solve (2.6.8]) using Proposition
26T

Example 2.6.1. Consider the fluid network given by p = (0.8 0.8 1)T r =
(112.5)7T and

0 01 08
Q=101 0 08
0 0 0

We are interested in the probability of the rare event that the third station
crosses the level na at time n for large n, i.e. J. = {3}. It is easy to check
that the stability condition holds. By an easy computation, we obtain that
0:({1,2}) = 0.1 and 9,({1}) = 9.({2}) = 0.02. For a = 0.05, the optimal
solution to is given by (1, 1,0).

Suppose that we have solved (2.6.8)). To obtain the large deviations results,
the following technical assumption needs to be made.
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Assumption 2.6.1. Assume that (2.6.8)) satisfies the following conditions.
a) The optimization problem given by (2.6.8) has a unique solution.
b) For every J C (J.)¢, it holds that 0,(J) # a.

c) Let (I7,...,0}) denote the optimal solution to (2.6.8). We assume that
I(q, ceey l;;) < miniejc Bi — 1.

By Result Assumption ¢) implies that the objective value of the

first problem in ([2.6.4)) is strictly less than the objective value of the latter one in

(2.6.4), and hence the optimal solution ({7, ..., }) to (2.6.8) solves (2.6.3). In view

of this observation, the rare event is caused by multiple large jumps. Throughout
the rest of this section, we assume that Assumption holds. We end this
subsection with a large deviations result for P(X,, € A) = P (c'Z,(1) > a),
which is formulated in the following proposition:

Proposition 2.6.2. Suppose that Assumption holds. Let F be as defined
in [2.6.2). Then A= F~[a,00) is bounded away from

d
U H le‘ (M’i)a

(sesla)€lc . axy =1

where (I5,...,1%) denotes the unique optimal solution of (2.6.8)). Moreover,

le X oo X Cl:i ((F_l[a, OO))O>
P (X, € 4)

< lim inf dP(X" €4) — < limsup =
e 1oy (m/i[n, oo)) i n—oo T, (m/l[n,oo)) i

< Cpp x - x Cp5 (F'a,00)) .

2.6.3 Simulation

Again, we are in the setting of Theorem [2.3.2] To be able to discuss the choice
of J(li‘»--wli}) and the parameter v in a more precise context, let us consider the
stochastic fluid network introduced in Example

Example 2.6.1 (continued). Recall that, for a = 0.05, the optimal solution of

(2.6.3) is given by 1 + 2 — 2, if we assume that 51 + 2 —2 < 3 — 1. Moreover,
it can be easily shown that A is bounded away from both D.; x Dy x Dy and
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Dy x De; x Dy. Combining this with Z(1,1,1) > 27(1,1,0), as well as Corollary
2.3.1} it is sufficient to take j(l;‘,..i,l;;) ={(1,1,0),(0,0,1)}. This implies that

B) = {#{k (WO (k) > nyi k< NO(m)} > 1,i e {1,2}}
U {# R [ WO ®) > nys, b < NO )} 2 1},

and hence, (B))¢ = {3i € {1,2} : WO (k) < ny;, VE < NO(n)} n {WE) (k) <
nys, Yk < NG (n)}.

We choose v such that P(A, N (B))¢) = o(P(A,)?). To begin with, we
assume w.l.o.g. that 85 — 1 < 2(8; + B2 — 2), otherwise we can simply set
Jaz,m) = {(1,1,0)}, since Z(0,0,1) > 2Z(1,1,0). Now the parameter 3 can be
chosen such that [ 55 /73](83—1) > 2(B1+82—2). For the choice of v1, we observe
that the job arriving at the second station can have an arbitrarily large size.
Hence, it is sufficient to consider the inequality 9, ({1,2})t' +0.({2})(1—¢') > a,
where 0,({1,2}) = 0.1 and 9,({2}) = 0.02. Solving the inequality we obtain that
t' < 3/8. This simply means that the workload of the third station cannot exceed
the level a at time 1 if we keep both of the first and the second stations overloaded
less than 3/8 of the time. Since the workload process of the first station decays at
rate 1/10, one can choose 71 such that [ /v ](81 —1)+ (B2 —1) > 2(B1+ B2 —2).
Analogously, it is sufficient to set 72 such that (81 — 1) + [g5/72](B2 — 1) >
2(81 + B2 — 2).

We give a closed-form expression for P(B)). By assumption {W @ (k)}1<i<q
are mutually independent. Therefore

P((B))*) =P (32’ € {1,2} : WO(k) < ny;, VE < N”’(n))

« P (W(3)(k) < nvs, Yk < NG (n))

_ ll - ﬁ (1=P (WO k) <0y, vk < N(“(”)))]

i=1

x P <W<3>(k) < nvs, Yk < NG (n)) .
Conditionally on N (n), we obtain
P(W9 (k) < ny;, Vi < ND(n)) = exp {—n(1 — P(WD(1) < ny))},

since NV (i)(n) is Poisson distributed. Summarizing the above findings, we
are able to propose a strongly efficient estimator for P(A,,) that is given by
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llfft n = 1200 n = 1600 n = 2000 n = 2400
77190x 102 6.228 x 102 4541 x 1072 3.973 x 10 2
p— =4 — 14 —
Pr=150=150=22 0.058 0.057 0.057
IE)ft n = 800 n = 1200 n = 1600 n = 2000
2.894x 1072 1.686 x 1072 6.153 x 1073 2.023 x 1073
p— =4 — —
Pr=250=23 =4 (ao5 0.404 0.445 0.448
g:t n = 600 n = 1000 n = 1400 n = 1800
5139 x 1072 1.858 x 102 9.987 x 10°° 1.028 x 103
Pr=220=29Ps =45 99 0.347 0.351 0.377

Table 2.4: Estimated rare-event probability and level of precision for the application as
described in Sectionw

(2.3.3]). Moreover, Algorithm 3| can be used to sample from Q7. To see this,
we decompose B into two disjoint sets BJY(1) and Bj(2) that are given by
By(1) £ {#{k| WO (k) > nys, k < N®(n)} > 1}, and

By(2) 2 {#{WO k) > nyi, k < NO(n)} > 1,vi € {1,2}}
N{W O (k) < nys, V1 < k < N®(n)},
respectively. Using Algorithm |3] the sample paths of )_(T(Ll),)_(,?),)_(y(?) can be
simulated independently on both B (1) and Bj(2). We present the numerical
results based on 20000 samples in Table We choose W (1) such that
PW® (1) > t) = (t,.;/t)% and t,; = pi(B;i — 1)/, for i € {1,2,3}. As one

can see, the numerical results show that the level of precision stay stable as n
increases, and hence, confirm again what our theory predicts.

2.7 Proofs

In this section we provide proofs of the results presented in this chapter.

Proof of Proposition|2.53.1. Recall that the expected running time of the rejec-
tion sampling (see Algorithm [1] above), which is used to generate the jumps of
X, is given by M; = (L)P(W(1) > ny)" P(B)|N(n) = 1)~*. Hence, for the
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expected running time of Algorithm |1} denoted by Tagr(n), we have that

Tagn(n Zthl P(B))! ZP(BW\N

2IN(n) = HP(N(n) = 1) M
1>~ I>1=
=P(B))"' > PN (ZI*)P(W(D > ny)l
1>0*
_ " (AP(W(1) > ny))" =23 ()" " (P(W (1) > ny))”
P(B;) Sp =) P(B;)

Recall that B] £ {X,, € B"}, where BY £ {&: #{t|&(t) —&(t7) >~} > 1"}
Noting that B is bounded away from D« and {* = min{l € Z,: D; N B}, by

Result 2.2.7] we obtain that

lim sup Thgn(n) < n" (A\P(W
n—oo

(1) > ny) " P(BY) ™! < G- ((B7)°) " < 0.

O
Proof of Proposition[2.3.2 Recall

BY A U Bl
rseesla)€day,.

was defined in (2.3.4). Let I C J:

vl oA H)
:,..15)- Define B = n(ll,‘.wld)el B, By
the inclusion-exclusion principle, we have that

ax,.., z;)\
P(X,eB)= > (-1 3 P (X'n € B};l) . (271)
k=1 =k, ICTas,... 1)

Moreover, for any finite collection I of elements in Z¢ with I C Jaz,...15), we
have that

w0 N e

e €D | €0() — €0(7) > i) > 14}
i=1 (I1,...,lq) €l

- ﬁ {(g(l),...,g@) c#{t €9

- f(i)(t_) > %‘} > Zi;]} , (2.7.2)
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where lAi;I e max, . i.)er li- Since )_(T(Ll)7 ... ,X,(Ld) are independent processes,
we obtain that

P(B}")
d lizr—1 )\ j

= H 1 —exp{-AnP(W®(1) > ny,)} Z ( ﬁ) P(WO(1) > ny;)?
i=1 §=0 :

O

Proof of Lemma [2.3.1] Recall that BY(i, j) £ {¢ € D®: #{t | ¢ (t)-£D (™) >
it = (1(5))i}- Hence we have that

\J(zf ..... z;)\ d [Jaz,..., L§)|
= J B4 = (B% 1,7) ﬂB% i) ) (2.7.3)
j=1 =1 j=1

By definition ABY(4,5) £ BY(i,4) \ (Uin;ll BV"'l(i,m)). Therefore, we have
that ,
J
BY(i,5) = | ABY(i, ). (2.7.4)
m¢:1

Plugging (2.7.4) into (2.7.3), we obtain that

as,..aml j d
= (( U ABW(l,ml)> nN BW(i,j)>
Jj=1 mi=1 1=2
War. ol f1as. ol d
- U U (setamnnees)
mi=1 j=m1 =2
Mag...aml
= U ABY(1,m;y) U ﬂB” iy 7)
mi=1 j=1i=2

Applying the same procedure to U ﬂz o, BY!(i,j), we obtain that

Mas.anl m, me d
= J U [ap¥@m)naBr2m)n | ][ B"64)
mi=1 mo=1 j=11=3
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Iterating the same procedure d — 1 times, we obtain that

sl m, Ma—o2 d—1 ma—1
- U U U ( N ABW@mJ) n| U B™(d.j)
mi=1 mo=1 mg—1=1 i=1 j=1

Since (1), ..., I(|Jq;,...15)|) are ordered such that (I(1))q < --- < (I(|Jaz,...1z)[))as

we obtain that
mq—1

U BY(d,j) = B¥(d,1). (2.7.6)

Plugging (2.7.6) into (2.7.5)), we obtain that

. Ma—2 d—1
BY = U U U (( n ABW;l(i,mi)> N Bv;l(dv 1)) :

mi=1 mo=1 mg_1=1 i=1

O

Proof of Theorem[2.3.2. For the second moment of Z (under the change of
measure) we have that

E¥ (2] = E[Z,] =E [Z,15;] + E [Z.1(5)]
1 1
< — P(A,NB))P(B))+ ~P(A, N (B)°
< P4, 0 BYP(BY) + LP(A, 0 (7))
1 1
< —P(A,)P(B) —P(A, N (B))°). 2.7.7
L ) (- RS IV WATH S M &
Combining this with Lemma below we obtain the strong efficiency of our
estimator. O

Lemma 2.7.1. Let BY be as defined in (2.3.4). Under Assumption we
have that P(X,, € BY) = O(P(X,, € A)). Moreover, there exists a v, such that
P(X, € An(B")°) =o(P(X, € A)?).

Proof of Lemma[2.71] First, note that P(X,, € BY) = O(P(X,, € A4)) follows
immediately from Result It remains to show the existence of v such that
P(X, € AN(BY)) = o(P(X,, € A)?). Since A is bounded away from Do,

d
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by assumption, there exists an r such that d (A, D<(l;,4..,l;)) > r. On the one
hand, from [105] we have that

A - {(5(1)77§(d))

I, la) € Jus gz d (g“%mdi) > Vie L. ,d}}. (2.7.8)

On the other hand, we have that

(ny)c = {(6(1)’ s 7§(d)):

V(l1, .- osla) € Jaz, gy o i #{t] €Dt - D) >y} <l - 1}-
(2.7.9)

Let € = (6M,...,@) € AN (B)° be a step function in the set [, Dy. By
(2.7.8), there exists (I1,...,1lq) € Jax....iz), such that €0 = Eiflml C§i)]l[t<i) 1
m; € Zy and d (€9,Doy,) > r for all i € {1,...,d} with {; # 0. Combining

d (f(i),]D)d;) > r with the fact that ¢ = Zl?_l 1

i=1 G Loy € Dy, we conclude

that
Li+m; 0 Li+m; *) l;—1 @
7 k 7
Yol zdl X By ap 2.4 Loy ) = (2.7.10)
j=lb Jj=1 Jj=1

or in other words, the sum of the m; 4+ 1 smallest jumps is bounded from
below by r for each £ of {f(i)}ie{l _____ 4y satisfying I; # 0. Combining
with , as well as choosing 7y, sufficiently small, there exists at least one
k € {1,...,d} such that the smallest jump of £*) is bounded from below by
r’ > 0 for arbitrary but fixed my. Repeating the same procedure as described
above, for each (I1,...,l4) € Jaz,...i%), we can construct (mq,...,mgq), such that
the optimization problem given by

arg min (.. 1), (2.7.11)
(I1,ela) €2, TTE , Dy, NAN(BY)°#0

has a unique solution (I7*,...,5*) satisfying Z(I7*,...,0%*) > 2Z(I7,...,1}). We
denote this specific choice of (m1,...,ma) for every (I1,...,la) € Jux ..., 1) by
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{m!

uniqueness of (I1*,...,15*) can be guaranteed by enlarging the set A (since
we are looking for an upper bound for P(X,, € AN (BY))), together with
choosing the corresponding -y; sufficiently small. By Result it remains to
be shown that, under the chosen ~, the set A N (B7)¢ is bounded away from

,: It should be noted that the existence and the

Dege,...iz%)- Select £ satisfying d (§’D<(1I*,m,l§*)) < 4§, and hence, there exists
0 € Dy~ 17+) such that d(&,0) < 6. On the one hand, combining d(&,0) < 0
with (2.7.8]), there exists (I1,...,l4) € Jaz....17) such that d (0(1),]1))@1.) >r—90,

for all i € {1,...,d}. Hence, we have that 00 = Zéj{n? €§i)1[t(i) 1 i € Z.,
satisfying
li+m; li+m; I;i—1
(7) (k) (2)
de=al Y e Lo 1) > e Loy | 276 (2.7.12)
j=li Jj=1 Jj=1

foralli € {1,...,d} with [; # 0. On the other hand, there exist homeomorphisms
{Aitiequ,...,ay such that

X —id]|oo V][0D o X —€D || <8,  forallie{1,...,d}. (2.7.13)

Combining (2.7.13) with (2.7.9), we conclude the existence of at least one
i €{1,...,d} such that

#{t[0D(t) — 0D (7)) >y -0} <1 — L. (2.7.14)
Since 6 € D s+ .. 1=+), we have that

m; < (mitotad), -1, (2.7.15)

for some i € {1,...,d} with [; # 0. On the one hand, says that the sum
of the m; + 1 smallest jumps is bounded from below by r»—§ for all ¢ € {1,...,d}.
On the other hand, says that each one of the m; + 1 smallest jumps is
bounded by ~; — 4 for all ¢ € {1,...,d}. Hence, by choosing § sufficiently small,
m; + 1 has to be so large that gets violated. O

Proof of Proposition|2.6.1, We derive a necessary and sufficient condition for
¢TH()(1) > a with € as in (26.5).

57



2.7. PROOFS

For the “only if”-part, suppose that 0.(J) > a. Let (vi,...,vq) € R‘L
§ € (0,1) and & be such that

—(Rr'");t, t € [0,1], fori ¢ J,

€9 =
vl (t) — (Rr')st, t € ]0,1], forie J.

Obviously ¢ satisfies (2.6.5). For ¢t € [0,6), by Result the regulator
process Y £ 1)(¢) should satisfy the fixed point equation that is given by

yéi) (t) = max {O,supse[oﬂf] D i jSyéj)(s) + (Rr')is}, for all 4 € {1,...,d}.
Using the fact that 7’ > 0, we obtain that ye(t) = r't, for t € [0,9). For ¢ € [4, 1],
again by Result it holds that

yéi)(t)—max 0, —v; + sup rs—l—ZQﬂ j)( s) —ris) ¢, forallieJ,
s€[0,t] i

(2.7.16)

yéi)(t) =max < 0, sup 7is+ Z Qji( y5 ( ) —15s) + Z jS(yéj)(s) —738) ¢
s€[0,t] jea i
€T
(2.7.17)
for all ¢ ¢ J. Since {v;};cs are non-negative, by Result we conclude
that ye(s) and ris + 3>, ; jS(yéj)(s) —r;s) are continuous in s on [0, 1]. Using
the Bolzano-Weierstrass theorem, there exists a set of sufficiently large {v; }ic 7
(depending on ye), such that yéz) (t) = yg) (0) = ro for i € J. Plugging this into
(2.7.17) along with setting yéi)(t) =rd4+ri({t—9)fori ¢ J,t €[ 1], we obtain
that

i +ri(t—0)

=max<{ 0, sup rs+ZQﬂ 9) (s +ZQ§1 ) (s —75s)
s€[0,t] jed i
igT
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= max { 7,0, 7} + rél[aLXT ZQJIT 5)+ZjST;(S_5) )
J#i J#i
i¢T
(2.7.18)

for i € J. Note that (2.7.18)) is solved by r} satisfying (2.6.6). Moreover, by a

straightforward computation, for the workload process z¢ = ¢(§), we obtain that
cT'z¢(1) = 0.(J)(1 — 4). Since by assumption 9,(J) > a, we can choose § such
that ¢ 2¢(1) > a.

For the other direction of the proof, suppose that c?'¢(£)(1) > a for some
¢ satisfying . Let the jump sizes and the associated jump times of £ be
denoted by {u;}ics and {t;};c7, respectively. First we should mention that,
by Result enlarging {u;};c7 will preserve the fact that ¢’ ¢(£)(1) > a.
Moreover, let d; < --- < d,;, denote the discontinuity points of £ with m < |7
and define J; = {k: t;, < d;}, for every i € {1,...,m}. Now observe that
ye(t) = r't, t € [0,d1). Hence, we have that z;(t) = 0 < 9.(J), for t € [0,d1).
For ye(t), t € [d1,d2), we can easily check that

ridy, for all : € J1,

(1)()
ve ridy + 1t —dy), foralli¢ Ji,

by taking sufficiently large {u;}ics,, where 7' = max{r] — > QT +
3 i jSr;’l,O}, for i ¢ J1. Since J; C J, by Result [2.6.4] and (2.6.6), we

J¢I
conclude that 2¢(t) < 0.(J), for t € [d1,dz). Defining J{ 2 7 u{k:rpt =0},
we consider y¢(t) for t € [ds,d3). Following a similar argument as above, we
claim that

ridy, for all i € J7,
y (1) = S rldy 4 (dy — dy), for all i € Jo \ J1,
rhdy + 1N (dy — dy) + 702 (t — dy), for all i ¢ J{ U T,

for sufficiently large {u;}ie 7,07, Where
2 ,2
77 = max{ 7, — ZQJ-Z-T;- + Z Qjir; "0 0,
J#i J#4, JET{UT2
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for i ¢ J/ U J,. Consider the fixed point equation that is given by

it =max{ri = Quri+ > Qui? 04, fori¢g JiUJ. (27.19)
J#i J#i
j¢31UJ2

Since J1 C J1UJs, by Result , we obtain that fZ’Q =0, for every k € J{\ 1.
By making the convention that r;* = 0 for k € J{\ Ji, we claim that 7>? = 7%,

for i ¢ J1 U J2. Since J1 U J2 C J, by Result (2.7.19) and (2.6.6), we

conclude that z;(t) < 9.(J), for t € [da,d3). Iterating the same procedure m
more times, we can construct a £ (by taking {u;};cs sufficiently large) such
that z¢ is piecewise linear between neighboring discontinuity points. Moreover,
the increasing rate of z¢ is less than 0,(J), i.e. z£(t) < 9,(J), for t € [0,1].
Therefore, we obtain that 9,(J) > a.

The last statement of Proposition [2:6.1] is a consequence of Result [2.6.4] [

Proof of Proposition[2.6.2 Let the unique optimal solution of ([2.6.8)) be denoted
by (I},...,13). To prove that A is bounded away from

d
U HLI'L (,u,-),

(lsesla)€loyy

it is sufficient to show that A = F~'[a,c0) is bounded away from ngl Ly, (ps)
for all (I1,...,1q) € T<ys,.. 5. To begin with, let (Iy,...,14) € Z<i;,... 15 Under

d

Assumption we have that 0,(Z) < a, where j € T if and only if ; # 0.
Applying a similar approach as in the proof of Proposition [2.6.1] it can be shown

that F (H?Zl L, (/11)) C (—00,0,(Z)]. This implies that there exists § > 0
satisfying

d
d (F <H Ly, (m)) , la, oo)> > 6. (2.7.20)

Moreover, by Result we conclude that the mapping F' as composition of
Lipschitz continuous mappings (for continuity of m; see e.g. Theorem 12.5 in
[14]) is again Lipschitz continuous. Let Kp denote the Lipschitz constant of F.

Combining this with ([2.7.20) we conclude that d (H?Zl Ly, (pi), F~([a, oo))) >
d/Kr, hence the second statement is obtained by applying Result O
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Chapter 3

Ruin probabilities under
reinsurance treaties

3.1 Introduction

We consider the following ruin problem of the classical Cramér-Lundberg model
in risk theory; see e.g. [4]. Let {X;, Xs,...} be a sequence of i.i.d. positive
random variables representing successive claim sizes that arrive according to a
homogeneous Poisson process N(t), t > 0, with rate A. Premiums are received
continuously at a constant rate p > AEX. We assume that there is also a
reinsurance agreement in place, where R(t) is the reinsured amount at time
t. More precisely, if S(t) = Z?L(I’) X, is the aggregate claim amount at time
t and pp is the remaining premium for the insurer after reinsurance has been
purchased, then the aggregate loss minus premiums at time ¢ for the insurer is
equal to S(t) — ppt — R(t). If u > 0 is the initial capital, then the probability of
ruin before time T is defined as

0<t<T

Y(u, T) :P< sup {S(t) — ppt — R(t)} >u>. (3.1.1)

We will restrict our attention to two forms of large claims reinsurance, namely
LCR and ECOMOR. In an LCR (largest claim reinsurance) contract (see e.g.
[3] for an early reference), the reinsurer agrees to cover the largest r claims,
where 7 > 1 is a fixed number, while in an ECOMOR (excédent du cotit moyen
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relatif) contract [113], the reinsurer covers the excess of the r largest claims over
the (r + 1)st largest claim; see [I] for more details on this type of reinsurance
contracts.

We assume that the distribution of the claim sizes belongs to a class of
distributions with a regularly varying tail, which is valid for many applications
[54]. It is well known that the principle of one big jump holds in the heavy-tailed
claim setting, i.e. ruin is typically caused by a single large claim. However, under
the presence of large claim reinsurance contracts, ruin probabilities are typically
harder to analyse because the largest claims are covered by the reinsurer and
thus multiple claims may be responsible for the event of ruin.

Several papers have studied properties of large claim reinsurance contracts.
For example, when claim sizes are light-tailed, the asymptotic tail behavior of
the reinsured amounts is considered in [72] [78] and their joint tail behavior in
[100]. For asymptotic properties of the reinsured amounts when the claim size
distribution is heavy-tailed, see [2, [85]. For dependence between claim sizes and
interarrival times in this context, see [86]. An interesting recent link between
large claim treaties and risk measures is given in [28]. However, none of these
contributions deal with the ruin probability, which is considered here.

In this chapter, we suggest to leverage recent new tools developed in the
context of sample-path large deviations for heavy-tailed stochastic processes
for the study of ruin problems under LCR and ECOMOR treaties. Concretely,
for a centered Lévy process Y (t), t > 0, with regularly varying Lévy measure
v, sample-path large deviations were developed in [105]. Consider the process
Y, = {Y,(t),t € [0,1]}, where Y,,(t) = Y(nt)/n, t > 0. Then, asymptotic
estimates of P (Y, € A) for a large collection of sets A were derived. For Lévy
processes with only positive jumps that are regularly varying with index —«,
a > 1, these results take the form

P(Y, € A)
T(A)

Cr(a)(A°) < liminf
n— 00 (TL . I/[TL, OO))

P, cA -
( ));m) < Cga(A7), (3.1.2)

< limsup
n—o00 (Tl . Z/[’n, 00

where A° and A~ are the interior and closure of A, J(A) is interpreted as the
minimum number of jumps in the Lévy process that are needed to cause the
event A, and C; is a measure. We will show how the reinsurance problem fits
in the above framework. For this, we resolve several technical challenges such
as showing how ruin probabilities in the reinsurance setting can be written as
continuous maps of the input process in a suitable Skorokhod space.
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Apart from the fact that reinsurance contracts are an interesting object of
study in their own right, the present application seems to be the first example
for which it is possible to compute the pre-factors in the asymptotics (3.1.2))
explicitly. More precisely, we show for both the LCR and ECOMOR treaty that
Cz(a)(A°) = C7(4)(A7) and we provide an explicit expression for this value.

The rest of the chapter is organised as follows. In[Section 3.2} we provide some
preliminary results and introduce the necessary notation. develops
the main result, i.e. the tail asymptotics for finite-time ruin probabilities. For
this, we are required to write in terms of . This leads to the need
to show continuity of certain mappings, as well as several additional technical
requirements. In we validate our asymptotic results with numerical
experiments.

3.2 Model description and preliminaries

Following the notation and terminology used in let F' denote the
distribution function of the claim sizes and EX be their expectation. We
assume that F' is regularly varying with index —q, i.e. there exists a slowly
varying function L(z) such that F(z) := 1 — F(z) = L(z)z~%, with a > 1.
Let further XiN(t) > Xz*,N(t) > > Xjﬁ,(t))N(t) denote the order statistics of
X1, Xo, .o Xn()-

In an LCR treaty, the reinsured amount R(t) is equal to

Le(t) =Y X Ny (3.2.1)
=1

i.e. the r largest claims are paid by the reinsurer. On the other hand, the
reinsured amount R(t) in an ECOMOR  treaty takes the form
r N(t)
E.(t):=Y Xine —rXnve = O (X=X nve) (3.2.2)
i=1 i=1
That is, the ECOMOR constitutes an excess-of-loss treaty with a random
retention, and the latter is the (r 4+ 1)st-largest claim. For more details and
background on such reinsurance contracts, see [I]. In either treaty, the number
of reinsured claims is equal to 7.
Assumption 3.2.1. If N(t) < r, we set X;N(t) =0,fori=N({)+1,...,r+1.
This means that in case there are less than r + 1 claims, the reinsurer pays all
the claims in the ECOMOR treaty.
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Another modeling assumption is concerned with the way the reinsurance is
affecting the capital position of the insurance company under consideration.

Assumption 3.2.2. We assume that at each time ¢, the currently applicable
reinsured amount R(t) is considered in the determination of the available surplus.
In particular, this means that before the arrival of the (r+1)-st claim, the random
retention in the ECOMOR treaty is considered to be zero. As a consequence in
the ECOMOR treaty, the arrival of a new claim can lead to a modification of
R(t) of either sign, as the excess over the (r + 1)-st claim may also decrease.

Note also that the setup we study here is that the duration of the reinsurance
contract is T', and the implied premium for the reinsurance contract over the
period [0,7] is uniformly spread over this time interval. We will study the
asymptotic behavior of the finite-time ruin probabilities (3.1.1)) utilizing (3.1.2)).
Therefore, we formulate in the next section the large deviations problem that
arises in our reinsurance context.

3.2.1 Large deviations in reinsurance

In [T05], the large deviations results in were derived in the Skorokhod J;
topology. Correspondingly, we let D = D([0,1],R) be a Skorokhod space, i.e. a
space of real-valued cadlag (right continuous with left limits) functions on [0, 1],
equipped with the Jj-metric defined by

d(€, Q) = inf {[lh —id|| vV [I€ = Cohll},  (£,¢) € D?, (3.2.3)

where A denotes the set of all strictly increasing continuous bijections from [0, 1]
to itself, id denotes the identity mapping, and || - || denotes the uniform (sup)
norm on [0,1]. Thus, A and Cj in are a measurable set and a measure
on D, respectively. Furthermore, if ¢ : D — R is a continuous functional on D
and B € B(R) is a Borel set such that A = ¢~!(B), where ¢! stands for the
inverse of ¢, it holds that

P(¢(Y,) € B) =P (Y, € ¢ '(B)) =P(Y¥, € A). (3.2.4)

The above relation portrays how it is possible to use the result to
study continuous functionals of Y,,. To connect this to our ruin problem, we
define S, := {S,(t),t € [0,1]} as the centred and scaled process

N (nt)
Sa(t) = lS(mf) —AEXt =~ Z X; — AEXt, t>0. (3.2.5)
n n n 2 b -

=1
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Moreover, we assume that the capital u increases linearly in n, i.e. there exists
an a > 0 such that © = na. We now formulate the large deviations problem to
estimate the probabilities

P( sup {S(nt) —ppnt — R(nt)} > na>

t€[0,1]

=P ( sup {S(nt) — \AEXnt — (pp — AEX)nt — R(nt)} > na)
t€(0,1]

=P ( sup {nS,(t) — cnt — R(nt)} > na)

t€(0,1]

P ( sup {S,(t) —ct — %R(nt)} > a), (3.2.6)

t€[0,1]

where ¢ = pp — AEX. As a next step, we must identify a continuous functional
¢ such that

2up {5a(0) —et - %R(nt)} — 6(50), (3.2.7)

so that we can write

P (tZEpl]{S’n(t)—ct—:LR(nt)} > a) =P (4(Sn) > a) = P(S‘n € ¢—1([a,oo))).

(3.2.8)

However, it is not immediately obvious from (3.2.7) what the functional ¢

looks like because R(nt) is not expressed in terms of .S,,. We focus first on the
LCR treaty and observe that

1 1 I,
ER(mf) = ELr(nt) = ZXi,N(nt)
=1

= max S, (si —g’ns; , te]0,1],
0, e 2 (50060 = 5,067, tE 01
siFsy Vit T

i.e. L.(nt)/n can be expressed as the sum of the r biggest jumps of the process

Sp(t). For every £ € D and m € IN, we define

m

W= s ST (Es) ~ (7))
(317~--,377L)E[07t]7” =1
siF#s;,Vi#]
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= max S;) — S. s for te O’ 1 , 3.2.9
(8150--,8m ) E[0,E]™ — (5( ) f( % )) ( ] ( )
siFsy Vit T

as the supremum of the sum of the m largest jumps of the function £. Naturally,
32”(0) = 0. Consequently, the functional ¢ we are looking for is a mapping
¢r : D — R defined for every £ € D as

or(€) = sup {e(t) — et = 32)}. (3.2.10)

te[0,1]

Moreover, we denote the pre-image of [a,00) under ¢, as A, , = ¢, *([a, o))
where

AL, = {g €D: sup {g(t) —ct —3g(t)} > a}. (3.2.11)

t€(0,1]

We next discuss the extension to ECOMOR treaties. By comparing (3.2.1)
and (3.2.2]), we observe that the relation between the reinsured amounts of the
two treaties is

B (t) = Le(t) =X @y = (0 + D Le(8) = (L (8) + X4 neey)
= (r+ 1)Ly (t) — rLysq ().

Thus, in the ECOMOR treaty, the functional ¢ in (3.2.8]) is the mapping
¢r : D — R defined for every £ € D as

er(§) = t:}épu {g(t) —ct—(r+1)J(t) + rﬁg“(t)}, (3.2.12)

while the pre-image of [a,00) under ¢, i.e. A%, = ;! ([a,00)), is defined as

AT, = {g eD: sup {g(t) —ct — (r+ DJL(2) +rsg+1(t)} > a}. (3.2.13)

t€[0,1]

3.2.2 Preliminaries on the Skorokhod topology and nota-
tion

Consider the complete metric space (]D, d(, )) The functional J* (t) defined
in (3.2.9) will play a significant role in the forthcoming analysis. Thus, it is
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CHAPTER 3. RUIN PROBABILITIES UNDER REINSURANCE TREATIES

important to confirm that it is well-defined. For this reason, let D(£) be the set
of discontinuities of £ € D, i.e.

D(§) ={t €0,1]: £(t7) #&(H)}, (3.2.14)
and let D(, €) be the set of discontinuities of magnitude at least e, i.e.
D& o) = {t € [0,1]: |€(t7) — ()] = €. (3.2.15)

The following result is standard.

Lemma 3.2.1 (Theorem 12.2.1 and Corollary 12.2.1 of [I17]). For any & € D
and € > 0, D(&,¢€) is a finite subset of [0,1]. In particular, D(£) is either finite
or countably infinite.

Consequently, the supremum in is attained because only finitely many
jumps can exceed a given positive number. As a result, 32”(15) is well-defined.

Some important subspaces of D for our analysis are those restricted to
step functions. We let ]Dg be the set of all non-decreasing step functions
vanishing at the origin. Furthermore, D, is the subspace of D consisting of
non-decreasing step functions, vanishing at the origin, with exactly j steps, and
similarly, D, = UOSi < D, consists of non-decreasing step functions, vanishing
at the origin, with at most j steps. Finally, if Dy (€) denotes the number of
discontinuities of & € D, we can then formally define the integer-valued set

function J(A) appearing in (3.1.2]) by
J(A)= inf D, (), (3.2.16)

£€ANDL
which we call the rate function. Observe that every § € D; is determined
by the pair of jump sizes and jump times (x,u) € ]Rj+ x [0,1)9, ie. &(t) =
7y ilgy, 13(t), where 1p is the indicator function on the set B. For x =

(x1,...,z;) and w = (uq,...,u;), we define the sets
RY ={z e R}, :ay > 19> >2; >0}, (3.2.17)
and
S; ={(x,u) € ]Rii x (0,1)7 : uy,...,u; are all distinct}, (3.2.18)

where the u;’s are not following the ordering of the z;’s, i.e. x > z; A up >
u. Thus, we can formally define the mapping 7 : S; — D, by Tj(z,u) =

Zgzl xi]l{ui,l}'
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Furthermore, let v, (z,00) = =% (i.e. the pure power decay part of the
regularly varying claim sizes), and let vJ denote the restriction to ]Rii of the j-
fold product measure of v,. We define for each j > 1 the measure C; concentrated
on D; as

J
Ci(o) =BV {y € R : Y wilqu, 1) € o}, (3.2.19)
i=1
where the random variables U;, i = 1,...,, are i.i.d. uniform on [0, 1].

Finally, we say that a set A C D is bounded away from another set B C D if
infrea yep d(z,y) > 0. Additionally, we let ;A = {{ € D : d(§, A) < 6} for any
0> 0.

3.3 Main result

Note that the parameter ¢ = pp — AEX introduced in can be either
positive or negative. However, for a < —c, the rare event probability in
converges to one by the functional law of large numbers. For this reason, we
focus only on the case ¢+ a > 0. Letting

+oo
2Fi(besdiz) =) (bifzg?k

k=0

Sk
I

be the hypergeometric function, with (b)y =b(b+1)...(b+ k — 1) denoting the
Pochhammer symbol, we have the following theorem.

Theorem 3.3.1. Fora >0, c+a >0, and r € IN, it holds that
Y(na,n) ~ Criq ()\L(n))rﬂn*(rﬂ)(o‘*l), n — 0o, (3.3.1)

where

Cr1 = la(m)a oF1lr+1,(r+ Dasr + 25 —c/a] - 1es0

Hla+e) Ut 1 | % ﬁ
A if R(t) = L,(t) (LCR),
(r+1)rtDe if R(t) = E,.(t) (ECOMOR).
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The proof of is based on sample-path large-deviations results developed
in [I05]. Specifically, Theorems 3.1-3.2 in [I05] provide the conditions under
which the result holds, and in addition the liminf and lim sup are equal.
Thus, to achieve our goal, we must verify that these conditions are satisfied for
Y, =S, and A= A}, (LCR) or A= A, (ECOMOR) defined in and
(3.2.13)), respectively. However, their verification is rather involved. Hence, to
make the proof of more accessible, we split it in various steps after the
aforementioned conditions and we provide additional explanations for each step.

Note that all of the forthcoming results are similar in the two treaties with
possible deviations in small details. Therefore, we will first prove them for the
LCR treaty and then show briefly how they can be extended to the ECOMOR
treaty.

3.3.1 Proof of Theorem 3.3.1

The first step is to show that both mappings ¢,,¢, : D — R from
[tions (3.2.10)| and [(3.2.12)| respectively, are Lipschitz continuous. Due to their
continuity, [Equation (3.2.8)|will hold and, consequently, we will be able to write
P(¢r(Sn) > a) =P(S, € AL ,) and P (¢.(S,) > a) = P(S, € A7 ,). For this,
we need the following intermediate result.

Lemma 3.3.1. For every (£,¢) € D?, m € N, and h € A, it holds that
[3Cen () = I @) < 2mf§ = Cohll,  Vte[o1]. (33.2)

Proof. By the definition of J7i,(t), there exists (o1,...,0m,) € [0,¢]™ with
0; # o for all i # j, such that

o) = Z (¢Coh(oi) = Coh(ay)). (3.3.3)

In addition, we have that
= max S (6s) ~€60) 2 D (60D —€0)). (334)

(8150,8m ) €[0,8]™ <= —
N i=1

Subtracting now [Equations (3.3.3)| and |(3.3.4), we obtain

JEA) =38 <D (Cohloy) = Coh(oy) = &(o3) +&(07))

=1
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Ms

(I¢oh(oi) = &(ai)|+|¢ o hla; ) —E&(o;)])

=1

< 2ml|§ — Cohll.
Following similar arguments, we can also show that J7*(t) — 37, (t) < 2m||€ —
¢ o h||, which completes the proof. O

We are now ready to establish the desired continuity.

Lemma 3.3.2 (Lipschitz continuity of the mapping). The mappings ¢, @, :
D — R defined by (3.2.10) and (3.2.12), respectively, are Lipschitz continuous
w.r.t. Ji. More precisely, there exist K € [0, |c| + 2r + 1] and L € [0, || + 472 +
47+ 1] such that |6,(€) — 6 ()] < Kd(€,C) and |9, (€) — ¢,(Q)] < Ld(€,€), for
all (¢,¢) € D2.

Proof. W.l.o.g. we assume that ¢,.(£) > ¢,-((), otherwise we switch the roles of
¢ and (. For every e > 0, there exists ¢, € [0,1] such that

£(t2) = et = JE(1) > 6,(6) — . (3.3.5)
On the other hand, by the definition of Ji, there exists h = h(£,(,€) € A so that
d(§,¢) +e=|lh—id| V]|§ = Cohll > (h(t.) —t.) V (§(t.) — o h(t.)). (3.3.6)
Furthermore, using the fact that h is a homeomorphism on [0, 1], we obtain
Coh(ts) = ch(ts) = Jion(ts)

=(Coh(ty) —ch(ty) — max oh(s;) —Coh(s;
Conlt)=chits) = mwx, 3 (Coh(s) = Con(sy)
siF#sj, Vit T

) m e =y 2 (600~ D)
si s Vit]
= ((h(ts)) = ch(t.) = Jc(h(t.)) < 60 (C). (3:3.7)

Subtracting (3.3.7) from (3.3.5)) yields

Dr(€) = 0r(C) < e+ (E(te) = C o h(ts)) + c(h(ts) — ta) + (Jon(te) — J£(ts))
<e+ (€, Q) +€) + el (d(&,¢) +€) +2r(d(€,¢) +¢)
= (24 |e| +2r)e+ (1 + |e| + 2r)d(&, (),
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where we have also used and Jiop () — Jg(te) < 2r[|€ — Co R by
applying with ¢ = ¢, and m = r. Letting ¢ — 0, we conclude
that ¢,(£) — &-(C) < (1 + |c| + 2r)d(&,(), i.e. ¢, is Lipschitz continuous. The
Lipschitz continuity for the ¢, mapping can be shown in an analogous manner.
More precisely, for every € > 0, there exists ¢, € [0, 1] such that

§(t) = cte — (r+ DJE(te) +rIe T (t) > @r(6) — € (3.3.8)
For a homeomorphism % on [0, 1] satisfying (3.3.6), we have
Cohlty) — ch(ty) — (r + 1)Jon (t) + 13T ()
= ((h(ts)) = ch(ts) = (r + DIE(A(E)) +rI7H (h(E)) < (). (3.3.9)

We assume now w.l.o.g. that ¢,-(§) > ¢,(¢) and we subtract (3.3.9) from (3.3.8)
to obtain

(&) — or(C) < €+ (£(t.) = Coh(ts)) + c(h(t.) — t.)
+ (r+ 1) (Jon(t ) Je(ta)) + (e (t) = J0dn (8)
< (24 e/ +4r(r+1))e+ (14 |c| 4+ 4r(r + 1))d(,Q),

where we have also used (3.3.6)) and [Lemma 3.3.1| twice with m = r,r + 1 and
t = t.. Letting € — 0, the result is immediate. O

As a next step, we calculate the rate functions J ( o) and J (A7 ) that

appear in (3.1.2) and are formally defined in We set for sunphmty
¢y = max{0,c} and c_ = max{0, —c}.

Lemma 3.3.3 (Evaluation of the rate function). The rate function defined by
(13.2.16)) is equal to r + 1 in both treaties, i.e.
T(ALa) = T(Az.) =7+ 1.

Proof. We need to show first that J (A7 ,) cannot take any value smaller than

or equal to 7. Let us assume on the contrary that £ € A7, N ]Dg such that
Dy (§) =k < r. This means that £ = >, ., x;1y, 13, With 21 > 22 > ... > 0
and {0,uy,us,...,ug, 1} all distinct. By taking into account Assumptions [3.2.1]

we calculate
6r(€) = sup {&(t) —ct =3t}

t€0,1]
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k
= sup {le]l{u 1} _Ct_zmi]l{ui,l}(t)} =c_,
t€[0,1] ]

which states that £ ¢ A7 . because ¢,(§) = c_ 7 a. As a result, J(AL,) # k,
for all £ <. , 7

Let us assume now that § € A7 , N ]Dg such that Dy (§) =r+1, ie. £ =
Z::ll 2ilpy, 1y, wWith 21 > @0 > ...y > 0 and {0,uy,uz, ..., uryq, 1} all
distinct. To calculate ¢,.(§), observe first that

r+1
0, t < max{uy,...,Urq1}
Je( z; 1
£(t) \55 Z i {Uul} ( )= {$r+17 tzmax{ul,...,ur+1}’

(3.3.10)
because all the claims are “absorbed” according to [Assumption 3.2.2| before the
arrival of the (r 4+ 1)st claim, which happens at time t* = max{u1,..., 41}
Thus, we can write

r+1

-(£) = su t)—ct—Jr(t)r = su T, Ly, —ct
5:() = sup {00 (0} = s { o) gy }
= Tpp1 — ey max{uy, ..., Upp1} +C,\

. 1 .
since o1 H:; 1{y,,13(t) remains fixed at the value z,,1 from
t* = max{uy, ..., Ur41}

onwards, while —ct decreases or increases depending on the value of c. Due to
the fact that £ € AL, we get

c,a’

Or(€) > a= xry1 > a+cpmax{uy,..., U1t —c_ > a—c_ >0,

ie. AL, N ]DTg # () but contains all step functions with 7 4 1 steps such that the
(r 4+ 1)st largest step satisfies: x,11 > a + ¢y max{uy,...,u,4+1} — c—. Thus,
J(A;,)=r+1

The proof for J(A;,) = r + 1 in the ECOMOR treaty is similar. More
precisely, it can easily be shown that there does not exist £ € A7 , N ]Dg with
Dy(§) = k < r. Consequently, J(AL,) # k, k < r. Let us assume next
that £ € AJ, N D} such that Do (€) = r + 1, ie. £ = 307 21y, 1), With
X1 >3 > ... 2pp1 > 0 and {0,uq, us, ..., urt1,1} all distinet. It holds that
0, t < max{ul, - ,u7-+1}

, (3.3.11)
TTpg1, t>max{uy,...,Up41}

3 = (r+ DI = =3 () + {

72



CHAPTER 3. RUIN PROBABILITIES UNDER REINSURANCE TREATIES

due to|Assumption 3.2.1] By combining (3.3.10) and (3.3.11)), we calculate

er(&) = sup {e@) —ct = (r + )30 + 13 (1)}

te[0,1]
r+1

sup {(r + Dy H Ty, 13 (t) — ct}

te[0,1] i—1

=(r+ a1 — cymax{uy, ..., upp1} +c_.

Since £ € AL ,, we get ©-(§) > a = (r+1)x,41 > atey max{uy, ..., upp1}—c,
ie. A7, N ]Dg # () but contains all step functions with 7 4 1 steps such that the
(r + 1)st largest step satisfies

Tri1 2 (CL toy max{ulv s >UT+1} - C—)/(T + 1)
Thus, J(AL,) =+ 1, and the proof is complete. 0

Remark 3.1. The above lemma not only gives the value of the rate function, but
it also provides the form of the minimal £ that belongs to the sets Ay , and AL ,,
i.e. all step functions with r + 1 steps such that their (r + 1)st greatest step is
greater than or equal to the value a + ¢y max{uy,...,u,4+1} — c_ in the LCR
treaty and the value (a 4+ ¢y max{ui,...,up41} —c—)/(r+ 1) in the ECOMOR
treaty.

An essential condition of Theorem 3.2 in [105] is that the sets (AL ;ND_ 74,
and (A7, N ]D<J(A2,a) are bounded away from ]D<~7(A§,a)—1 and ]D<J(Aga)—1’
respectively. Verifying this condition allows us then to derive the result (3.1.2))

for both treaties. We can directly use the value of the rate function in the
following result due to

Lemma 3.3.4 (Bounded away property). The sets ;A7 ,N D, .y and (A7, N
D,y are bounded away from D, for some ¢ > 0.

Proof. To simplify the notation in the proof, we write A instead of A7 , and A
instead of A7 ,, while the notation 5A, ;A follows naturally.
We start by showing that ;A N Dg, 4 is bounded away from D, for some

0 > 0. Thanks to [Lemma 3.3.1} we have that ;4 C A(d), where A(d) =
¢, (la — (Je| + 2r +1)8,00)). Hence, it suffices to show that A(6) ND,., is

bounded away from D,. Let £ € A(0)NDg, ;. Since £ € D, ,,, we can write
= E:ill 2ilgy, 1y With oy > @9 > -+ > 2,41 > 0, for which it holds that
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&r(€) < @py1 —cp max{uy, ..., upy1}+c- < xpyq +c_ according to the proof of
Furthermore, £ € A(6) < ¢,-(§) > a — (|| + 2r + 1)d. Combining
the two inequalities, we obtain that z,4+1 > (a—c_)—(|¢[|+2r+1)d > (a—c_)/2,
for 6 < (a—c-)/2(|c| +2r 4+ 1). In other words, for § < (@ —c_)/2(|¢| +2r + 1),
§ € AG)ND,,; C A() NDg, ., with jump sizes bounded from below by
(a —c-)/2, which implies that A(d) N D, ,, is bounded away from D, .

In a similar manner, it suffices to show that A(0) N D, is bounded away
from D,., where A(6) = ;! ([a— (e[ +4r>+4r+1)8,0)). Let £ € A(6)ND,., ;.
Since £ € D, we can write { = Z::ll Tilpy, 1y With @p > 29 > -2 > 200 >
0, for which it holds that ¢,.(§) < (r 4+ 1)@,41 — ¢y max{u, ..., upy1} +c- <
(r + 1)2y41 + c—. Furthermore, £ € A(0) & ¢,(&) > a — (|¢| + 47? + 4r + 1)4.
Combining the two inequalities, we obtain that (r+1)z, 11 > (a—c_)—(|¢|+4r2+
4r+1)8 > (a—c_)/2, for § < (a—c_)/2(Jc| + 4% + 47 +1). In other words, the
jump sizes of £ are bounded from below by (a —c_)/2(r 4+ 1), which implies that
A(6)ND,,, is bounded away from D, for § < (a —c_)/2(|c| + 4r* + 47 + 1),
and the proof is complete. O

Let Cky = Cry1(AL,) and Cr+1 Cry1(AL,)- According to Section 3.1 in
[105], the liminf and lim sup in 3.1.2)) yield the same result when

Cra)(A°) =Cra(A) = Cra(A7).

However, the above equality holds when the set A is C74)-continuous, i.e.
C7(a)(0A) = 0, where the boundary dA = A~ \ A° of a set A is the closure of
A without its interior. We prove in the next lemma that the sets A7 , and A7 ,
are both C,1-continuous.

Lemma 3.3.5 (Equality of the limits). The sets A, and Af, are Cyryi-
continuous, i.e. Cry1(0AL ) = Cr11(0AL,) = 0.

Proof. To simplify the notation in the proof, we write again A instead of Af ,
and A instead of Af ,, while the notation A°, A°, A=, A~ follows naturally

We start by showmg the C)1-continuity of A. In hne with the notation
introduced in we consider the function TT :D,,y — Sp41 such
that

T4 (A% = T7 (¢ ' ((a,00)))
e
T

(07" (la,00)))

,U) € Sppq: ry1 > a+ cp max{ug, ..., Upp1} — c,}7
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= {(a:,u) € Sp41: Try1 > a+ cp max{uy, ..., Upp1} — c_}.

Obviously, the set T, (A7) \ T, (A°) has zero Lebesgue measure. Combining
this with A° C A C A~ and ¢, being a continuous function, we conclude that
Cr41(0A) =0, i.e. A is Cypq1-continuous. To prove the C,1-continuity of A, it
suffices to observe that the set 7 (A7) \ 7,5, (A°) has zero Lebesgue measure,
where

T (A%)

= {(:c,u) € Spi1 @1 > (a+ ey max{uy, ..., upp} —c)/(r+ 1)},

= {(az,u) € Srp1 i ry1 = (a4 cqgmax{uy, ..., upp1} —c)/(r + 1)},
which follows by the same reasoning. O
We calculate now the pre-constants C74r y(Ar,) and Crar (A7)

Lemma 3.3.6 (Calculation of the pre-constant). The constants CTL_s_1 and CF_H
are given by

CL — 1 a(rhe -2F1[7’+1,(7’+1)OZ;7”—|—2;—C/GJL c>0,
r+1 (T + 1)[ (a + c)—(r-i—l)a’ c < 0.
CF _(r+1)(r+1)°‘ " a~rte P e 41, (r + Dagr + 2, —¢/a), ¢ >0,
LT (e 1) (a+ c¢)~rthe, ¢ < 0.

Proof. Recall that CF, := Crp1(AL,) and CE, := Cry1 (A7 ,). To calculate these
constants, we use the definition of the measure C,11(e) in . We start
with CZ ;. It is known that for Uy, ..., U1 ~ U(0,1), the distribution of the r.v.
max{Uy,...,U,41} is given by the formula P(max{Uy,...,U,1; < t) = t"TL.
Furthermore, by using that f;roo ay " ldy = b= /n with b > 0, we recursively
calculate the following multiple integrals for n € IN and positive y;’s

In = / H ayi_a_ldyl o dyn

1
Y1> Y1
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+oo +oo

+oo +oo n
= / / / Hozyi_o‘_l < / Ozyl_a_ld?h) dyz...dyn
=2

Yn=Yn+1 Yn—1=Yn Y2=yY3 Y1=yY2

—a

:y2
—+oo —+o0

+oo
— / . / H ayi_a_l ( / ayQ_Q(X—ldy2> dyg . dyn
1=3

Yn=Yn+1 Y3z="ya Y2=Y3

:y;2a/2
1

ol

Consequently, in case ¢ > 0, we obtain by virtue of

r+1
C,,l./_,'_l =E [ngl{y S ]R:_—i_l : Zyi]]'{Ui,l} S Agu}]

=1

no

(yn+1)_

r+1
=E H ay;ail]l{yr+12a+cmax{U1 ,..A,UT+1}}dy1 cee dyr+1
1> >y, >0 L
r+1
= / / H ay;o‘flll{yrﬂza_s_ct} (r+ 1)t"dy; . ..dyy41dt
tef0,1] y1 > Sypg1>0 =
= / / Loy, Uy, aveny (7 + D7 dyrgadt
t€[0,1] Yr+1>0

+oo
1

= [ ) e e Dy

t€[0,1] yr41=a+ct

. 1 400 1 1
T+ r —(7r a— r —(7r «
. /t ( / i)+ 1dyr+1>dt:r'/t (a+ ct)~(r+Dogy

0 a-+tct 0
a*(rJrl)oc
TS oFulr+ 1, (r+ Dasr + 2 —c/al.
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Analogously, we find

r+1
Cr =B {y e R : Zyil{m,u €A}
i=1
r+1
= H ay; gy > (atemax{Us,. Unss D) /(413 8Y1 - - - AYrga
Y12 2Yr+1>0 i=1

- / / Loy, Ny a2 (atet) /() (1 + DE dyr g dt
t€[0,1] yr+1>0

—(r+)a P
1 t 1
_+ " a—+ c dt — (7’ + 1)(r+1)o¢7 /tr(a + Ct)f(rJrl)adt
7! r+1 r!

=

0
af(rJrl)a

- Nr+Da2
(r+1) (r+1)!

S F[r+ 1, (r+ Dasr + 2; —c/al.

In case ¢ < 0, the coefficients simplify to

r+1
Cy{:+1 =E / H ay;ail]l{yr_;_lza%»c}dyl o dYria
Y12 2Yr+1>0 =1
—+o0
—a— 1 _
= /Iroéyrfl Yy, = ... = r+ 1)!(a+c) (T+1)a7 and

a+tc

T « 1 —(7r (e}
CE = (r+1)rtD m(a—kc) (r+1)a

O

Remark 3.2. When ¢ > 0, the coefficients C; and CE, | can be equivalently
expressed in terms of finite sums involving the Gamma function. More precisely,
by applying r times integration by parts, we calculate for k > r + 1 that

r+1 _ —
1 -1 m+1tr+1 m £ym k
—'/tr(a—kct)_kdtzz ) , (atnc).
7l A~ (r+1-m)l [ — k)
r4+1

B (_1)m+1tr+1—m (a + Ct)m_k
B Z (r+1-m)! (1 —k)n,

m=1
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3.4. NUMERICAL IMPLEMENTATIONS

r+1 tr+17m (CL+ Ct)mfk
= (r+l=m)lem(k —m)m’

and hence,

ar+1fk r+1 (CL + C)mfk

1

1 /. kg _

- /t (a+ct)""dt Y — z:l r+1—m)len(k—m)m’
0 "

where (b)y = T'(b+ k)/T'(b) is again the Pochhammer symbol. Thus,

oL a=rtDE=DT((r 4+ 1)a) o o(a+ )™= HeD ((r + 1)a)
sl T ((r+1)(a — 1)) a Z (r+1—-m)le"T((r+1)a—m)’

m=1
Cly=(r+ 1)(rHhe (

a—(7-+1)(a—1)1’*((r + 1)a)
T ((r+ 1) (a — 1))

r+1 (a + C)m—(r+1)ar((r + 1)a)
B Zl (r+1- '

m)lemT ((r + 1)a — m)

Remark 3.3. In the absence of reinsurance (r = 0), the pre-constant simplifies to

a—a-{—l _ (a + C)—(x+1
cla—1) ’

which can also be derived from existing results, see e.g. [6l [53].

Finally, we know from [84] that the compound Poisson aggregate claim process
S(t) = Zili(lt) X; is a special Lévy process with Lévy measure v(dz) = AF(dz),
which means that n - v[n,00) = AnF(n) = AL(n)n=**!, n € N. We conclude
the proof of Theorem by combining this result with to obtain
the expression .

3.4 Numerical implementations

Our primary goal in this section is to verify our asymptotic approximations

in via numerical illustration. For this purpose, we employ the
importance sampling scheme developed in Chapter [2|that is proved to be strongly

efficient in the current setting.
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We use a shifted Pareto distribution for the claim sizes, i.e. F(z) = (z+1)~%,
x > 0, and EX = 1/(a — 1). In addition, we calculate the net premiums
pé =p-— pIL{ and pg =p-— pﬁ of the insurer after purchasing an LCR or
ECOMOR reinsurance for a premium p% and p%, respectively.

We assume here that the reinsurance premiums are determined according to
an ezpected value principle, see e.g. [1]. Hence, we need to determine ER(t). As
the Pareto claims arrive according to a Poisson process with rate A\, we follow
[13] to obtain

BL (1) = () 30 20 Fl(/)a S vg,(gq

EE,(t) = (A)'/° <Z il —Fl(é 5 ) ol +F}r_+1 {;)4 )\t)>

RS W(i,)\t)_rv(r-i—l,)\t)
(; ING) I'(r+1) )’

where vy(k, s) = / e “uF~1du is the lower incomplete gamma function. Thus,

0
if 8,1 > 0 are the relative safety loadings imposed by the insurer and reinsurer,
respectively, we calculate the annual retained premium pp over a period of n
years via the formula pp = (1 4+ 0)ES(1) — (1 +n)ER(n)/n. Correspondingly,

oy A L (e S o) St
C(1+0x A+ [ K- 1/a,An) vr+1—-1/a,An)
i n (; @ | I(r+1) )

1+7 [ 70, \n) ~v(r 4+ 1, n)
T (; OB S )

We fix now n = 20, a = 1.5, A = 10, § = 0.2, n = 0.3 (safety loadings for
reinsurance are typically larger than for primary insurance, see [I]) to obtain
the following figures:

Finally, we choose the values of a such that the asymptotic approximations for
LCR and ECOMOR are simultaneously defined. In other words, it should hold
that a > max{—cr, —cp, 0}, where ¢; = p\, — \/(a — 1), i € {L, E}. It is clear
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kL vE Ph Ph crL cE

0 0 24 24 1 1
45309 3.0539 18.1098 20.0299 -1.8902  0.0298
6.0078 4.0719 16.1897 18.7065 -3.8102 -1.2935
6.9758 47505 14.9314 17.8242 -5.0686 -2.1757

W N = O3

Table 3.1: Premiums for LCR and ECOMOR treaties for varying r for n = 20, A = 10, a = 1.5,
0 =0.2, and n = 0.3.

from [Table 3.1] that ¢, < cg. Therefore, both approximations are simultaneously
valid for a > max{—cr,0}.

The results under both LCR and ECOMOR  treaties for different combinations
of r and a are presented in We plot the simulation estimates
(circles) together with the large deviation approximation (line) of the rare event
probabilities as a function of n. Note that the results for » = 0 can be considered
as a sanity check for our simulation study.

We observe that the large deviation results become accurate as n grows, in
line with It is quite remarkable that in most cases the resulting
approximation is already excellent for n = 20. This corresponds to a time horizon
of 20 years for the present insurance application. For fixed n, the quality of the
asymptotic approximation improves as a increases. Finally, we recognize that
LCR always leads to lower ruin probabilities than ECOMOR, which is intuitively
expected. However, the explicit expression given in allows for
the first time to quantitatively assess the effects of the model parameters on the
resulting ruin probabilities.
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Figure 3.1: Numerical results for both LCR and ECOMOR treaties, for a = 20.
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Figure 3.2: Numerical results for both LCR and ECOMOR treaties, for a = 80.
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Figure 3.3: Numerical results for both LCR and ECOMOR treaties, for a = 300.
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Chapter 4

Large deviations for
Markov additive processes

4.1 Introduction

In this chapter, we develop sample-path large deviations for random walks with
increments that are driven by an i.i.d. sequence of iterated random functions.
To be precise, let X,,, n > 0, be such that X,, 11 = fr4+1(X,), where f,, n > 1,
is sequence of i.i.d. random functions satisfying certain regularity conditions (see
Assumption below). Define X,, = {X,(t),t € [0,1]}, with

|nt]—1

X.(t)= Y Xi/n. (4.1.1)

=0

We are interested in large deviations of X,,.
The starting point for our analysis is to consider the random difference
equations, where

for a sequence of i.i.d. R%-valued random vectors (4,,, B,). Such equations can
be found, for example, in the context of ruin problems with investments, in the
study of extremes of financial time series such as ARCH-type processes (see
e.g. Section 8.4 of [54]), in tail asymptotics for exponential functionals of Lévy
processes (see e.g. [88]), etc.

83



4.1. INTRODUCTION

Here we consider a set of classical assumptions (see Assumption below),
which can be found in the Kesten-Goldie theorem (see [81] and [66]). Note that,
under these assumptions, the Markov chain X,,, n > 0—regardless of its initial
state Xo—has a unique stationary distribution 7, for which we have

(e [e3

m(x,00) ~cyax™® and w(—o0,—x) ~c_x” % asz — 00, (4.1.3)

for some c_, ¢y satisfying c_ +c4 > 0. We aim to develop asymptotic estimates
of P(X,, € E) for a sufficiently general collection of sets E. In view of (£.1.3)), it
is natural to expect that our sample-path large deviations results should possess
some heavy-tailed components. This conjecture turns out to be true. Next, we
briefly describe our main results, as well as the methodologies that are used to
derive the results.

To relate our problem with the existing theory of sample-path large deviations
for stochastic processes, we first identify a sequence of regeneration times r,,,
n > 1 (see [12]), and split the Markov chain into i.i.d. cycles. By aggregating the
trajectory of X,, over regeneration cycles, we obtain a regenerative process with
i.i.d. jump distributions and 7,, n > 1 as renewals. Under a set of assumptions
originating from [8I] and [66], we adopt a large deviation change of measure
argument and further establish that the “area” under a typical regeneration
cycle, denoted by R (see below), has an asymptotic power law. To be

precise, we have
PR>2)~Ciz™® and PR< —z)~C_2™% asz— oq, (4.1.4)

for some C_, C satisfying C_C1 > 0.

This approach brings us close to the framework studied in [105]. By analyzing
the associated renewal process, we are able to utilize the idea from [105] and
derive a sample-path large deviations result for the aggregated process under the
Skorokhod J; metric. However, showing that the residual process is negligible
in the sense of contributing to P(X,, € E) is not straightforward, especially
when the increments of X,, are dependent in the current setting. To overcome
this, we switch to a slightly weaker topology, the Skorokhod Mj-topology (see
Section below), and derive asymptotic estimates of events involved with
the “area” under the last ongoing cycle.

This paves the way for our main sample-path large deviations results, which
are presented in Section For the case where B,, as in is nonnegative,
our result establishes that

P(X, € E) — P(X,€E)

Co(B%) < I e e < 0 sy s pyyoe < Coe(B7).
(4.1.5)
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Precise details can be found in Section below. At this moment, we just
mention that C; is a measure on the Skorokhod space, and J* denotes the
minimum number of jumps that are required for a nondecreasing, piecewise linear
function with drfit EB; /(1—EA;) to be in the set E. In Sections [4.3.3]and [4.3.4]
we consider two generalizations of the result presented in (4.1.5)).

In order to contextualize our contribution, we provide a literature review. The
investigation of tail estimates of one-dimensional random walks with heavy-tailed
step size was initiated in [95], [96], where the author studied the sequence z,, for
which

P(S,/n > x,) =nP(S) > z,)(1+0(1)), asn — oo, (4.1.6)

holds, where S, is a random walk with i.i.d. heavy-tailed, not necessarily regularly
varying, increments. For a detailed description of the large deviations regime
we refer to e.g. [24], [43], and [60]. When is valid, the so-called principle
of a single big jump is said to hold. As a generalization of , a functional
form has been derived in [75], where random walks with i.i.d. multi-dimensional
regularly varying (cf. Definition 1.1 of [75]) step sizes are considered.

On the other hand, a significant number of studies try to answer the question
of if and how the principle of a single big jump can be extended to the case
where there is a certain dependence structure in the increments. Key references
are [57], [74], [91] ©2], [90], where stable processes, modulated processes, and
stochastic differential equations are considered. As mentioned above, deriving
large deviations results for autoregressive processes (cf. ) is one of the
focus points of this chapter. Existing literature on this topic can be distinguished
by the assumptions that need to be made. As a well-known insight, the regular
variation in large deviations of autoregressive processes comes mainly from two
types of sources. The first is by assuming that B, is regularly varying, and
A, is sufficiently light-tailed. Regular variation occurs in this case due to the
insight that the sum of independent regularly varying random variables is again
regularly varying (cf. [83]). On the other hand, under assumptions as in [81], 66],
a large value of the sample mean is not due to a single large value of the A,, or
B,, but to large values of the products A; --- A4, (cf. [35], [27]).

So far, all results are stated within the framework of the principle of a single
big jump. However, not all rare events are caused by a single jump (for examples,
see [29]). Various studies investigate rare events that are caused by multiple
jumps using ad-hoc approaches, see [59], [120]. As mentioned in Chapter |1} [105]
provides sample-path large deviations results for Lévy processes/random walks
with regularly varying increments, which deal with a general class of rare events
that can especially be caused by multiple jumps.
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In view of the literature review above, our mathematical contribution can be
described as follows. We start considering the case where X, 11 = A,+1 X, +
Bhyi. In Section we first derive tail estimates on the “areas” under both the
first return time and the regeneration cycle. The technique of splitting Markov
chains into regeneration cycles can be found in many existing works, see e.g.
[99], [18]. The one that comes closest to our analysis is [35], where the authors
consider the AR(1) process as the underlying process and derive estimates on
the right tail of the “area” under a regeneration cycle. In this chapter, we use a
more delicate proof technique and provide estimates on both tails. Using the
tail estimates in Theorem [£.3.1] we present in Sections [£.3.2] and [£.3.3] large
deviations results for X,, as in . These results complement the approaches
in [83], where the authors study the case of B,, being regularly varying, and hence,
regular variation occurs due to large values in B,,. To establish Theorems
and we introduce a notion of equivalence (see Lemma below), which
is proved to be very useful in connecting our problem with [I05]. In Section
we extend our results to the case where X,, = f,,(X,,—1) for general f,.

This chapter is organized as follows. In Section [4.2] we introduce some
useful tools for future purposes. We present our main results in Section
In Section [£4] we consider an example where our large deviations result is
applicable. Sections [£.5}4.8 are devoted to additional proofs.

4.2 Preliminaries

In this chapter, we study the sample-path large deviations behavior of

1 |nt]—1
Xo=1= Z:O X;, tel0,1] ), (4.2.1)

where the underlying stochastic process {X,,},>0 is defined by
Xn+1 = An+1Xn + Bn+1, n Z 0, (422)

and (A, B,), n > 1, is a sequence of i.i.d. R%-valued random vectors, independent
of Xy. Note that {X,,},>0 is called a first-order autoregressive (AR(1)) process.
We start with introducing a regularity condition.

Assumption 4.2.1. Assume that the following conditions hold.

1. A; > 0 a.s. and the law of log A; conditioned on {A; > 0} is nonarithmetic.
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2. There exists an o € (1,00) such that EA} = 1, E|By|* < oo, and
EA$ log™ A < 0o, where logt 2 = max{log =, 0}.

3. P(A12 4+ By = z) < 1 for every z € R.

Remark 4.1. The first two conditions in Assumption [f:2.1]imply that Elog A; < 0
and Elog™ | By| < oo, and hence (see e.g. Theorem 2.1.3 of [26]), the Markov chain
has a unique stationary distribution, denoted by . By assuming additionally
the third condition, it was shown (see e.g. [81] and [66]) that

[e3 (e

m(x,00) ~cyx™ and 7(—o0,—x) ~c_xT, as & — 00,

for some cy, c_ satisfying ¢4 +c_ > 0.

4.2.1 Background from Markov chain theory

In this section we review some preliminaries from Markov chain theory. We
begin by introducing two conditions on general Markov chains.

We say that a Markov chain on some general state space (S, S) with transition
kernel P satisfies a drift condition @ if

/Sh(y)P(x,dy) < ~h(x) + ple(x), for some v € (0, 1), (D)

where h is a function taking values in [1,00), p is a positive constant, and C is a
Borel subset of R. Moreover, we say that a ¢-irreducible Markov chain on (S, S)
with transition kernel P satisfies a minorization condition (M) if

0lc,(z)p(ENEy) < P(x,E), x€S,E€S, (M)

for some set Ey C S, some set Cy with ¢(Cp) > 0, some constant § > 0, and some
probability measure ¢ on (S,S).

Remark 4.2. If the minorization condition holds for some general Markov
chain {X,},>0 with transition kernel P, then (see e.g. [I2]) there exists a
sequence of strictly increasing random times r,, n > 1, such that {X,},>0
regenerates at each r,, i.e.,

® 11,y — 1y, I's —To,... are finite a.s. and mutually independent;
e the sequence {r;y1 —r;}i>o is i.i.d;

o the random blocks {X,, |, X, ,+1,...,Xr,—1}i>1 are independent, where
we make the convention that rg = 0; and
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e P(X,, € E) = 6(EN Ey).

To be precise, consider the augmented chain {(X,,,7,)}n>0 with the transition
kernel P’ that is defined by

P'((2,0), E x {n})

)+ (=01 —n)]P(z, E), for ¢ Co,
190+ (1 - 0) — )(Pla, B) - 06(E N Ey))/(1—0), for z € Co,
P/((21), E x {n})

[0+ (-0 =P, ), forz g Co,

B+ (- 01— )(EN Ey), for z € G,

where n € {0,1}, and 6 is w.l.o.g. assumed to be in (0, 1]. Note that

e {n,}n>0 is a sequence of i.i.d. Bernoulli random variables with P(n,, =
1) =0;

e {X,}n>0 is a Markov chain with transition kernel P; and
e {X,}n>0 and {n,}n>0 are independent.

Moreover, r; — 1 is identified as the i-th return time of the Markov chain
{(Xn,Mn) tn>0 to the set Cy x {1}, and hence, is a stopping time w.r.t. (X, 7).
Consider
Xn+1 = An+1Xn + Bn+17 n >0,

which was defined in (4.2.2)). We need the following result that describes path
properties of X,,. Let m denote the stationary distribution of the AR(1) process
{Xn}n>0 asin (4.2.2). Define &, (z) = {z': |x — 2’| <r} for z € R and r > 0.

Result 4.2.1 (Lemma 2.2.3 and Proposition 2.2.4 of [26]). Let {X,, }n>0 be such

that X,+1 = Apy1Xn + Bpy1. Supposing that Assumption holds, we have
that:

1. {X, }n>0 satisfies the drift condition (D) with C = [—~M,M] for some
constant M > 0.

2. { X, }n>0 is w-irreducible.

3. {Xn}n>0 is geometrically ergodic.
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As we will see in Section [4.3] the regeneration scheme described in Remark [4.2]
plays an important role in our analysis. Hence, we need Assumption below,
which guarantees the existence of the regeneration times. In Proposition we
give sufficient conditions for Assumption[4:2:2] Note that the first two conditions
(up to a slight modification) can also be found in Lemma 2.2.3 of [26].

Assumption 4.2.2. The minorization condition (M) is satisfied with Cy =
[—d, d] for some d > 0.

Proposition 4.2.1. Assume that at least one of the following conditions hold.

1. Let By > b a.s. for someb > 0. Moreover, there exist intervals Iy = (a1, az),
Io = (bg — 6,bg + ) for some a1 < ag, by, § > 0, a o-finite measure vy
with by in the support of vy, a measure ¢ and a constant ¢y > 0 such that
for any Borel sets Dy, Dy C R,

P((Al,Bl) S (D1 X DQ)) > Co|D1 N Il‘l/O(DQ N IQ),
where | - | denotes the Lebesgue measure on R.

2. There exist intervals Iy = (ag—9,a0+0), Is = (b1, ba) for some ag, by < ba,
6 > 0, a o-finite measure vy with ag in the support of vy, a measure ¢ and
a constant cg > 0 such that for any Borel sets D1, Dy C R,

P((Al,Bl) S (Dl X Dg)) > CoVo(Dl n Il)‘DQ n I2| (423)
3. Let Ay = ¢By for some c. A1 has a density which is bounded from below
by some co > 0 on some interval Iy = (ag — d,a0 + 9).

Then, for any xo € R, there exists € = €(xg), 8 > 0 such that
0|EN Ey| < P(z, E), x € B(x9), E € BR). (4.2.4)

Let {ry, }n>0 be the sequence of regeneration times of {X,, },>0, cf. Remark
above. Next we state the existence of the moment generating function of r; in a
neighborhood of the origin, which particularly implies the geometric decay of
P(ry > k) as k — oo.

Lemma 4.2.1. Let {X,},>0 be such that X,4+1 = Ap41X,, + Bpt1. Suppose

that Assumption and hold. Let {r,}n>0 be the sequence of regeneration
times associated with Cy. Let Eqi be a bounded set. There exists t > 1 such that

sup E[t" | X = 2] < o0.
zeFE;
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4.2.2 A useful change of measure

Another helpful tool in our context is the so-called a-shifted change of measure
(see e.g. [37, B6]). To begin with, let v denote the distribution of (log A, By)
with (A,, By,) being as in (4.2.2]), and let v denote the a-shifted distribution
w.r.t. log A,, i.e,

v¥(E) = /Eeo‘mdu(x,y), E € B(R?).

Let L(log A,,, B,,) denote the probability law of (log A,,, B,). Let 2 be the dual
change of measure such that, under 2,

v, for n < T(uP),
L(log Ay, By) = (4.2.5)
v, for n>T(u?).

Let E* and EZ denote taking expectation w.r.t. the a-shifted measure and the
dual change of measure 2, respectively. Defining

Sp = Zlog A;, (4.2.6)
i=1

we have the following result.

Result 4.2.2 (Lemma 5.3 of [37]). Let 7 be a stopping time w.r.t. {X,,}n>0, let
g: R — [0, 00] be a deterministic function, and let g,, denote its projection onto
the first n + 1 coordinates, i.e., gn(xo,...,xn) = g(zo,...,Tn,0,0,...). Then

E[g,,.,l(Xo, ey .X'rfl):l =E? [grfl(Xo, ce 7X771)6_(XST(1LB) ]]-{T(uﬁ)<‘r}}
+E? [g.,-,l(Xo, . ,X.,-,l)eiasT ]]‘{T(UB)ZT}:I .

Our analysis relies on the fact that the Markov chain X, is closely related to
a multiplicative random walk, that is,

Xnt1 =~ Ap1X,, forlarge n.

Roughly speaking, the process X,, resembles a perturbation of a multiplicative
random walk, in an asymptotic sense (for details see [37, [36]). Hence, it is
natural to consider the “discrepancy” process between X,, and [];_, A;, which

is defined as
n

Zp = Xpe % = Xy + Z Bre %%, n >0, (4.2.7)
k=1
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where S, is as in (4.2.6). On the other hand, under the a-shifted measure, we
have E® log A; = EA{log A; > 0 by Assumption and the convexity of the
moment generating function of log A;. As a consequence, we have the following
result.

Lemma 4.2.2. Suppose that Assumption holds. Under the a-shifted
measure, the following holds.

1. | X,| 1 oo a.s. as m — oo.

2. Zy == 7 asn — oo, where Z = Xo + > _pe | Bre k.

4.2.3 M-convergence

In this section we briefly review the notion of M-convergence, which was intro-
duced in [87), Section 2] and turns out to be very useful in deriving our large
deviations results. The rest of the section is based on [I05, Section 2].

Let (S,d) be a complete separable metric space, and . be the Borel o-
algebra on S. Given a closed subset C of S, let S\ C be equipped with the
relative topology as a subspace of S, and consider the associated sub o-algebra
Jssc = {E: E CS\C,A € .} onit. Define C" = {z € S: d(x,C) < r}
for » > 0, and let M(S \ C) be the class of measures defined on .75 ¢ whose
restrictions to S\ C” are finite for all > 0. Topologize M(S \ C) with a sub-
basis {{r € M(S\ C): v(f) € G}: f € Cs\¢, G open in R}, where Cgs\c is the
set of real-valued, non-negative, bounded, continuous functions whose support
is bounded away from C (i.e., f(C") = {0} for some r > 0). A sequence of
measures v, € M(S\ C) converges to v € M(S\ C) if v, (f) — v(f) for each
[ € Cs\c. We say that a set £y C S is bounded away from another set Eo C S if
infep, yem, d(x,y) > 0. The following characterization of M-convergence can
be considered as a generalization of the classical notion of weak convergence of
measures, see e.g. [14].

Result 4.2.3 (Theorem 2.1 of [87]). Let v, v, € M(S\ C). We have v, — v in
M(S\ C) as n — oo if and only if

lim v, (F) < v(F)

n—oo

for all closed F' € S5\c bounded away from C and
lim 1, (G) > v(G)

n— oo

for all open G € Fs\¢c bounded away from C.
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We now introduce a new notion of equivalence between two families of random
objects, which will prove to be useful in Section[{.7} Let F5 = {z € S: d(z, F) <
6} and G79 = ((G)s)°.

Definition 4.2.1. Suppose that X,, and Y, are random elements taking values
in a complete separable metric space (S,d). Y, is said to be asymptotically
equivalent to X, with respect to €, and C, if, for each 6 > 0 and v > 0,

lim ¢,'P(X, € (S\C) ™ ",d(X,,Y,) >0)

n—oo

= Im &'P(¥, € (8\0) 77 d(X,,,Y,) 2 6) = 0.

Remark 4.3. Note that the asymptotic equivalence w.r.t. C implies the asymp-
totic equivalence w.r.t. C' if C C C’. In view of this, the strongest notion of
asymptotic equivalence w.r.t. a given sequence €, is the one w.r.t. an empty set.
In this case, the conditions for the asymptotic equivalence reduce to a simple
condition: P(d(X,,Y,) > §) = o(e,) for any 6 > 0. In our context, this simple
condition suffices for the case of B; > 0 in Section however, we have to
work with the case that C is not an empty set when we deal with general By in

Section [4.3.3]

The usefulness of this notion of equivalence comes from the following result.

Lemma 4.2.3. Suppose that €,'P(X,, € ) — v(-) in M(S\ C) for some
sequence €, and a closed set C. IfY, is asymptotically equivalent to X,, with

respect to €, and C, then the law of Y, has the same normalized limit, i.e.,
e 1P(Y, €)= v() in M(S\ C).

4.3 Main results

In this section, we state the main results of the chapter. In Section[4.2] we analyze
the tail estimates of the area under the first return time/regeneration cycle (see
below), which are proved to be useful in deriving the sample-path large
deviations of X,,. While Section deals with the case where B; > 0 almost
surely, we consider in Section the case where B; is a general R-valued
random variable. In Section we extend the results in Sections to

the case where X, is driven by more general recursions.
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4.3.1 Tail estimates on the area under the first return
time/regeneration cycle

The goal here is to provide tail asymptotics for the area under the first return
time and the regeneration cycle. To be precise, let

o =inf{n > 1: |X,| < d} (4.3.1)

denote the first return time of X,, to the set [—d,d], where d is such that
[—d, d] Nsupp(w) # . Moreover, let {r,}»>0 be the sequence regeneration times
of {Xy }n>0. We denote the area under the first return time and the regeneration
cycle by

T4—1 r1—1
B=> X, and R= ) X, (4.3.2)
n=0 n=0

respectively. As a preparatory result for our main theorems, we derive the tail
asymptotics of B and R. Let Z = Xy + 220:1 Bie 5%, Finally, let C+ o and
C_ o be the constants satisfying

P <Z ek > u) ~Cioou® and P (Z et < —u) ~C_ ou™,
k=0 k=0

(4.3.3)
respectively.

Theorem 4.3.1. Suppose that Assumption [{.2-1] holds.

1. First
ulL)II;O uO‘P(% > u) = C+7OOEQ[(Z+)Q]].{Td=OO}]
and  lim u*P(B < —u) = C_ E*[(Z7)" L{r,=c0}]-
U—r 00

2. If Assumption holds additionally, then

lim PR >u)=Cy and lim u*PR < —u)=C_,

U—r 00 U— 00

where Cy = Oy o E*[(Z7)* 11, —00y] and C_ = C_ cE*[(Z7)* 1y, =0}
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4.3.2 One-sided large deviations

The aim of Sections and is to establish limit theorems for P(X,, € A)
as n — oo under two different settings, for some general measurable set A.

In this section, we consider the case where B; is nonnegative and Cy as in
Theorem [4.3.1] is strictly positive. To deal with the dependence structure of the
Markov chain within the regeneration cycle, we consider in this section the M]
metric space. To be precise, define the extended completed graph FIE of £ by

Te ={(z,t) eRx[0,1]: 2 € [§(t7) A &), £(t7) VEDI},

where £(07) = 0. Define an order on the graph F'5 by saying that (x1,t1) < (z2,t2)
if either (i) ¢; <ty or (ii) t; = t3 and |£(t]) — z1] < |€(t5) — x2|. Let II'(€) be
the set of parametric representations of £ € D, i.e., (u,v) € II'(¢) if (u,v) is a
continuous nondecreasing function mapping [0, 1] onto I‘é. For any &1,& € D,
the M/ metric is defined by

duy(§1,82) = inf  lur —ugflee V [Jv1 — 02|00
(i) €I (&)
i€{1,2}

From now on, in case it is not mentioned specifically, we consider the metric
space (D, dyy;) by default.

For the one-sided large deviations result, we need the following elements. We
say that a function £ € D is piecewise constant, if there exist finitely many time
points ¢; such that 0 =ty <t; < --- <t, =1 and £ is constant on the intervals
[ti—1,t;) for all 1 < i < m. For £ € D, define the set of discontinuities of ¢ by

Disc(§) = {t € [0,1]: £(t) # £(7)}, (4.3.4)
where £(07) = 0. Define, for j > 0,
D, = {£ € D: £ piecewise constant and nondecreasing, |Disc(§)| < j}.
For z € R, define
DI, ={¢eD:&=2-id+ ¢, €D}, forj>0. (4.3.5)

For each constant v > 1, let v, (z,00) = 27, and let 1/2; denote the restriction

(to Rﬁ ={zreRI:xy > - >x; >0}) of the j-fold product measure of v,.
Let C§ be the Dirac measure concentrated on the linear function z¢. For j > 1,
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define a sequence of Borel measures C5 € M(D \ D;_) concentrated on D, 4

as _
j
ui{xe(o,m)j:z~id+ E iy, € }

=1

Ci(-)=E , (4.3.6)

where « is as in Assumption and the random variables U;, i > 1, are i.i.d.
uniform distributed on [0, 1]. For E C D and z € R, define

JNE) =inf{j: ENDZ; # 0}. (4.3.7)

Setting ;r = EB; /(1 — EA;), we state below the main theorem for the one-sided
case.

Theorem 4.3.2. Suppose that Assumptions[].2.1] and[].2.4 hold. Moreover, let
B1 >0 and Cy as in Theorem [{.3.]] be strictly positive.

1. For each j > 0,
nj(o‘_l)P()_(n €-)— (C+ET1)jC§L( ),
in M(D\DZ, ) as n — oo.

2. Suppose that E is a measurable set. If JJ(E) < oo and E is bounded away

from ngJ(E)—p then

P(X, € E) T
lim ——2 =" > (C Er)7®EcH E°
o0 m—Ji (E)(a—1) = (C+Ery) 710 )

and n—roo p—J}(E)(a—1) ~ T (B)

4.3.3 Two-sided large deviations

In this section, we consider the case where B is a general R-valued random
variable, and hence, can take negative values as well. Similarly as in Section [4.3.2]
we need the following elements. Define the set of step functions with less than j
discontinuities by

D ; = {€ € D: § piecewise constant, |Disc(§)| < j}, for j > 0.
For z € R, define

D%, ={{eD:{=2-id+¢,& €eD;}, forj>0. (4.3.8)
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Let C§ o be the Dirac measure concentrated on the linear function zt. For each
(4, k) € 23\ {(0,0)}, define a measure C7 as

J J
vt {(W € (0,00) "2 vid 43 aily, =3 wily; € H ,

i=1 i=1
(4.3.9)
where the random variables U;, V; are i.i.d. uniform distributed on [0,1]. For
E CD and z € R, define

J.(E) = inf{j: ENDL,; # 0}. (4.3.10)

Recalling p = EB;/(1—EA;), we state below the main theorem for the two-sided
case.

Theorem 4.3.3. Suppose that Assumptions and[{.2.9 hold. Let E|By|™ <
oo for every m € Zy. Moreover, let Cy, C_ be as in Theorem such that
Cc,C_>0.

1. For each j > 0,

f,k(‘):E

W DP(X, €)= By Y (CHlC)™CE, (),

(I,m)el—;
in M(D\ DY ;) as n — oo, where I—; = {(I,m) € Z3 : | +m = j}.

2. Suppose that E is a measurable set. If J,(E) < oo and E is bounded away
from D<<\7H(E)’ then

. P(Xn € E) Tu(E) l m e o
o ey 2 B COCT O ()
_— P(Xn S E) Ju(E l m -
and T ey < @D (CD(C) (B,

where the summations are over all (I, m) that belong to the set I_ 7 (k).

4.3.4 Extension to general recursions

In this section we extend the results in Sections E2HA3.3 to the case where
X, n >0, is defined by more general recursions. To be precise, consider the
nondegenerate Markov chain X,,, n > 0, satisfying

XnJrl = fnJrl(Xn), n > 07 (4311)
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where {f}n>1 are i.i.d. copies of a random function f, which we make precise
below. Let m denote the stationary solution to . We say that f satisfies
the Lipschitz condition , if there exists a nonnegative random variable L with
Elog L < 0 such that

sup |f(z1) = f(z2)] - (L)

T1#T2 |1‘1 - 1‘2|
where E[|log L| + log™ | f(x0)|] < oo, for some 2o € supp(m). Moreover, we
say that f satisfies a cancellation condition , if there exists a nonarithmetic
random variable A € [0,00) and a random vector (B, B) € R? such that, for all
x € supp(m),

Az + B < f(z) < Az + B. (€)

We need the following assumption on f.

Assumption 4.3.1. Let f satisfy the conditions [£] and [€] and be monotone
increasing, i.e., f(z1) < f(z2) almost surely for x; < x3. Moreover, for the
random vector (A, B, B) as in (&) we have the following.

1. A >0 a.s. and the law of log A conditioned on {A > 0} is nonarithmetic.

2. There exists a € (1,00) such that EA® = 1, E|B|® + E|B|* < oo, and
EA“logt A < 0.

Without introducing any new notations, let 74 denote the first return time
of X,, to the set [—d, d], let r,, n > 1, denote the sequence of regeneration times
of X, associated with Cy as in Assumption Let

Tq—1 r1—1
B = dz: X, and R= 12: X,
n=0 n=0

be the area under the first return time and the regeneration cycle, respectively.
Let Z,, = e~ X,, with S,, = Z?Zl log A; and let Z be the almost sure limit—
whose existence is shown in the proof of Theorem [4:3.4] below—of Z,,. Finally,

let C4 » and C_  be as in (4.3.3)).
Theorem 4.3.4. Suppose that Assumption[{.3.1] holds.

1. First
lim «*P(B > u) = C1 o E*[(Z27)Liz,=00]
and 1i_>m u*P(B < —u) = C_ E*[(Z7)" 1 (1,00}
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2. If Assumption[{.2.3 holds additionally, then

lim v* PR >u)=Cy and lim u*"PR < —u)=C_,

where Cy = Cy oo E*[(Z7)* 1, —o0y] and C— = C_ E*[(Z7)*1ir,—oc}]-

Let p= fR a7 (dz) denote the expectation of the stationary distribution of
Xn, n > 0. Recall that DZ;, C7(-), JI(), D%, C%,(-) and J.(-) were defined in
(4.3.5), (4.3.6), (4.3.7), (4.3.8), (4.3.9), and (4.3.10)), respectively. The following
theorems are extensions of Theorems 3.2 and 4.3.3] above.

Theorem 4.3.5. Suppose that Assumptions and [{.2-9 hold. Moreover,
assume that f,,([0,00)) C [0, 00) for f, asin (4.3.11) and Cy asin Theorem|].3./|

1s strictly positive.
1. For each j >0,
neVP(X, € -) = (CL) O (),
in M(D\ DS, ;) asn — oo.
2. Suppose that E is a measurable set. If J,(E) < oo and E is bounded away

from D¢ 7 (py—1, then

. P(X,€E) i 5
I ey 2 (1) C, ) (E7)

— P(X,€E) Py _
and  lim ——rme iy < (CH)'Ch ) (ET).

Theorem 4.3.6. Suppose that Assumptions and[4.2.9 hold. Let E[B,|™ +
h

E|B.|" < oo for every m € Z,. Moreover, let C, C_ be as in Theorem
such that C,C_ > 0.

1. For each j > 0,
e-Dp(%. e . Lo ymor (.
WEIP(E, e )5 Y (CNCCE)
in M(D\ DY ) as n — oo, where I_; = {(I,m) € Z2 : | + m = j}.

=<

98



CHAPTER 4. LARGE DEVIATIONS FOR MARKOV ADDITIVE PROCESSES

2. Suppose that E is a measurable set. If J;i(E) < o0 and E is bounded away
from D<<‘7;3(E)’ then

: P(Xn € E) l m o
im —=re—y 2 Z(lﬂn)(cﬂ') (C)"Cr,, (E°)

n—oo T

— PX E
and im (Xn € E)

1 i ¥alll —
nl—mo n_j;i(E)(a_l) < Z(l,m)(c+) (C—) C’l,m(E| )7

where the summations are over all (I,m) that belong to the set I_7/(B)-

4.4 An application in barrier option pricing

In this section we consider an application that arises in the context of financial
mathematics; in particular we consider a down-in barrier option (see Section 11.3
of [I11]).

Let the daily log return of some underlying asset be modelled by an AR(1)
process X,,, n > 0, as in . Let Assumptions and hold. Let
E|B;|™ < oo for every m € Z. For real numbers a_ and a4, we are interested
in providing sharp large-deviations estimates for P(FE,,) as n — oo, where

<n

E, = {Xn > a4, min X < —a},

0<k<
a+ > max{u,0}, and a— > max{—p,0}. This choice of (a—,ay) leads to the
case where the rare event is caused by two big jumps, and hence, is particularly
interesting. Note that the probability of F,, can be interpreted as the chance of
exercising a down-in barrier option. Defining

E= {5 eD:E(1) > ap, inf () < }
tel0,1]

we obtain P(E,) = P(X,, € E). Obviously, we have J,(E) = 2, where J,
was defined in . Hence, to apply Theorem we need to show
du; (B, Diy) > r for some 7 > 0. To see this, we assume that dy (E,Di,) <r
for all » > 0. Therefore, for any ¢ > 0, there exists §&; € F and & with
2(t) = pt + 21y, 1)(t), v € R, and y € [0, 1] such that dps(€1,82) <7 +e By
the definition of the M| metric, for any d; > 0, there exists (u;,v;) € II'(&;),
i € {1,2}, such that

lur — U2||oo \% H’Ul — UQHOO < dM{(fl,fg) +6 <r+e+ds. (441)
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By (4.4.1), we have that
lay — (u+2)| = [ur(1) = wa (V)] < s — wzllow V [lor — valloo <7+ €+ 1.

Letting €, 53 — 0, we obtain that > (ay — pu) —r > 0 for sufficiently small
r. On th other hand, by the fact inf,c(o 1) &1(t) < —a_, for any d > 0, there
exsits ¢ € [0,1] such that & (¢') < —a_ + 2. Let s be such that v1(s) =¢'. Let
t"" = vy(s). Again using ([£.4.1)), we obtain that

(€0 (#) = (ut" +2 11y 1 ()] = ua(s)—uz(s)| < [lur—uzllooVIlvi—valloe < r+e+dn,
and hence,

pt” +xlpy (") <&+ (r+e+d) < —am +r+e+ 40 (44.2)
Combining with the fact that z > 0, we obtain that

Pl ooy (p) < pt” < gt + 2l () < —a— +r+e+6 +62.  (4.4.3)

Letting €, 01, 02 — 0, we see that is contradictory to a_ > max{—pu,0} >
0. In view of the above discussion, we proved dy (E,DQL@) > r for some r > 0,
and hence, we are in the framework of Theorem |4.3.3

Next we determine the preconstant in the asymptotics. Define m, my: D — R
by m(§) = infico1)&(t), and m(§) = £(1). Note that m and m (cf. [TI7,
Lemma 13.4.1]) are continuous. Thus, F = m~!(—oco, —a_] N7 ‘[ay,00) is a
closed set. Recall, for z € R, that C7; was defined in ([@:3.9). Since Cyo(E) =
Cho(E) = 0, it remains to consider Cf',(E°) and C}';(E). Combining the
fact that m~'(—oo,—a_) N7 *(ar,00) € E with the discussion after [105]
Theorem 3.2], we conclude that E is a Cﬁ 1-continuous set. Therefore, applying
Theorem [£.3.3 we obtain

P(E,) ~ C}'\(E)CyC_n~ 2"V

as n — oo. In particular, the probability of interest is regularly varying of index
2 — 2o

4.5 Proofs of Section [4.2]
Proof of Proposition[{.2.1 Note that part 1) and part 2) are already proved in

[26, page 22], for the case where xg # 0. Hence, we will concentrate on showing
part 2) (for the case o = 0) and part 3).
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Part 2): We focus on the case where o = 0. Fix a Borel set E. In view of

(4.2.3) we observe that

P, E) = BlLa,orp,c8] > co / / 1ot sy dbro(da)
I, J1Iso
:CO/ / ]]-{zfa:velz}dZVO(da)'
L JE

EO = (bl + e(|a0 — 6| \Y |(10 + 5|),b2 — 6(‘&0 — 5| V |CLO + 5|))

The set Ey is not empty if we choose € < (ba — b1)/(2(|ap — d| V |ap + d])). Note
that if z € B.(0), z € Ey, and a € Iy, then |ax| < €(Jag — 0| V |ap + 4]) and
z —ax € I. Hence, we have that

Let

P(z,E) > co/ / dzvg(da) > covo(11)|E N Ey.
I JENE,

The constant corp (1) is strictly positive since ag belongs to the support of vy.
Part 3): Pick € so that —1/c ¢ PB.(xp). Suppose that ¢ > 0 and xg > 0.
Note that, for any « € B, (x0)

P(x,E) = E[la,2+B,er] > co(1/c+ 20 + €>_1/ ]l{z/(m+1/c)€[1}dz.
E
Let

Ey = ((ao = 0)/(1 4 (zo + €)c), (ao +6)/(1 + (g — €)c)) for ag > 0,
((ap — 0)/(1 + (zo — €)e), (a0 + 6) /(1 + (xo + €)c)) for ag < 0.

Observe that if z € B.(zg) and z € Ey then z/(x + 1/c) € I; = (ag — d,a9 + 9)
for ¢ sufficiently small. Hence, we have that

P(z,E) > co(1/c+ xo + e)_l/ dz > co(1/c+xo +€) HEN Eyl.
ENEy

This proves the result for the case where ¢ > 0 and zg > 0; the proofs for the
other cases are analogous. O

Proof of Lemmal[{.2.1} First we claim that [—M, M] is a petite set (cf. [89] page
124]) for any M > 0. To see this, note that [—M, M] C U, ¢(—ar,a Ze(2), Where
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e is as in (4.2.4). Combining this with the facts that [—M, M] is compact and
B.(x) is open, there exists a finite N such that [-M, M] C Uf\il Be(z;). By
Theorem 5.2.2 of [89], Z.(z;) is a small set, and hence, is petite. Therefore there
exists a finite subcover of petite sets. By Proposition 5.5.5 of [89], the interval
[-M, M] is petite. Now we turn back to proving the statement of Lemma
By Theorem 15.2.6 of [89], any bounded set is h-geometrically regular with h(x) =
|z|¢+1, € € (0,1]. Thus, from the definition of h-geometrical regularity (cf. page

373 of [89]), there exists t = t(h,Co) such that sup,, E[ ;C:‘)O_l h(Xp)th | Xo =
z] < oco. In particular,

x1(t) = sup E[t7 | Xy = 2] < oo, (4.5.1)
zeFE;

since b > 1. On the other hand, sup,cc, E[t™0 | Xo = 2] < co. In particular,

Xalt) = sup B0 | Xo = 2. X, ~ (Ple,) ~6(-))/(1-0)] <oe,  (452)

where 6 and ¢ are as in (M)]). From the regeneration scheme as described in
Remark we obtain that

sup E[™ | Xo = 2] < xa (1) (9 £ 00 e>"<><2<t>>") L (453)

reby

By (4.5.2) and the dominated convergence theorem, xo(¢) 4 1 as ¢ | 1. Thus, we
have that y2(t) < (1 — )~ for sufficiently small ¢ > 1. For this choice of ¢, the

r.h.s. of (4.5.3) converges by (4.5.1)). O

Proof of Lemma[{-2.2 By Assumption the set [M, o) is attainable for
the process {|X,,|}n>0 for sufficiently large M. Hence, by Theorem 8.3.6 of [89],
Lemma is proved once we show

Po(|X,| > M, for all n > 1|[Xo| > 2M) > 0.

Note that

Xo + Xn: Bieisi

> e <|X0| -> |Bz‘|€si>
i=1 i=1
> 5n <|X0| -y |Bi|e_Si> .
i=1

| Xn| = eSn
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Combining this with the fact that E*log A; > 0, we conclude that P(exp(S,) >
1, for alln > 1) = P(S, > 0, for all n > 1) > 0, and hence, the first statement
is proved. The second statement follows from the fact that the random walk
—S,, has a negative drift under the a-shifted measure. O

Proof of Lemma[].2.3 Let G be an open set bounded away from C so that
G C (S\C)~" for some v > 0. For a given § > 0, due to the assumed asymptotic
equivalence, P(X,, € S\ C)~7,d(X,,Y,) > §) = o(e,). Therefore,

lim €,'"P(Y, € G)

n—oo

> lim €, 'P(X, € G%,d(X,,Y,) <)

n—oo

= lim ¢, {P(X, € G°) —P(X, € G%,d(X,,Y,) >0}

n—oo

> lim €, {{P(X, € G~%) — P(X, € (S\ €)™, d(Xn,Yy) > 6)}

n—oo
= lim ¢,'P(X, € G%) > v(G™°).
n—oo
Since G is an open set, G = J;-, G~%. Due to the continuity of measures,
lims_,o #(G~°) = v(G), and hence, we arrive at the lower bound
lim €, 'P(Y, € G) > v(G)
n—oo
by taking § — 0. Now, turning to the upper bound, consider a closed set F'
bounded away from C so that F C (S\ C)~7 for some v > 0. Given a § > 0, by
the equivalence assumption, P(Y,, € S\C)™7,d(X,,Y,) > ) = o(e,). Therefore,

n@oeglp(m €F)

= m 6, " {P(Y, € F,d(X,,Y,) <0)+P(Y, € F.d(X,,Y,) > )}
< Iim €, {P(X,, € Fy) + P(Y, € F,d(X,,,Y,) > 6)}

= lim €, 'P(X, € F5) < v(F;)

n—oo
as long as 0 is small enough so that Fj is bounded away from C. Note that
{F5s} is a decreasing sequence of sets, ' = Js Fs (since I is closed), and
v € M(S\ C) (and hence v is a finite measure on S\ C” for some r > 0 such
that Fs C S\ C" for some 6 > 0). Due to the continuity (from above) of
finite measures, lims_,o v(Fs) = v(F'). Therefore, we arrive at the upper bound
lim,, o0 €, ' P(Y,, € F) < v(F) by taking § — 0. O
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4.6 Proofs of Section [4.3.1

This section provides the proof of Theorem Before turning to technical
details, we briefly describe our strategy for proving the tail asymptotics of B,
while a similar idea is behind the proof for fR. Defining

T(u) = inf{n > 0: [X,| > u}, Kj(u)=inf{n > TWP): | X, <u'}, (4.6.1)

we write
T(uﬁ) 1 Kj(u)-1 Ta—1
Z X, + Z Xot Y X (4.6.2)
n=T(uP) n= K“’(u

where 0 < v < 8 < 1. The proof of Theorem m (1) is based on the following
fact.

e On the event {T'(u”) < 74}, the first and the last term on the right hand
side (r.h.s.) of (4.6.2)) are negligible in contributing to the tail asymptotics.
Proposition [4.6.1| proves such properties. Lemma is useful in showing

Proposition

e In view of the last bullet, the second term on the r.h.s. of plays
the key role in P(8 > u). Our analysis relies on the fact that the Markov
chain X,, resembles a multiplicative random walk in the corresponding
regime. Proposition proves such asymptotics. Lemmas
and are helpful for proving Proposition

As mentioned above, the following propositions are useful in proving Theo-

rem 3]

Proposition 4.6.1. Suppose that Assumption [{.2.1) holds. Then there exists
0<~v<pB<1 such that

T(u6)71 Ta—1
P Z Xo| >u,TW’) <15 and P Z Xl > u,T(uB) < Tq
n=Kj(u)

are of order o(u™®) as u — oo.

Proposition 4.6.2. Suppose that Assumption [{.2.1) holds. Then there exists
0<v<pB<1 such that

K;(u)fl
m P | 3 X > uTWf) <74 | = Cr B [(Z) 1 (r,mc0)]
n=T(uf)

104



CHAPTER 4. LARGE DEVIATIONS FOR MARKOV ADDITIVE PROCESSES

Kj(u)-1
and  lim u*P Zﬁ X < —u, T(W) < 74 | = C_ B [(Z7) L {rymo0}]-
n=T(uh)

Proof of Theorem (1). Recalling T(u®) = inf{n > 0: | X,,| > v/} for B €
(0,1), we can write

P(+DB > u) < P(+B > u, T(v?) < 14) + P(IB] > u, T(v’) > 74).  (4.6.3)
Since P(74 > n) decays geometrically in n, we have that

Tdfl
P(B| > u, T(w’) > 1) <P <Z | Xo| > u, T(u?) > Td>

n=0
<P’y >u)=P(rg >u*P)=o0(u™%). (4.6.4)

Using (4.6.3)) and (4.6.4)), we can focus on analyzing the first term on the r.h.s. of
4.6.3). For 0 <y < ﬂ < 1 recall KJ(u) = inf{n > T(?): |X,| <u}. Using
the decomposition in (£.6.2)), we obtam that, for € € (0, 1),

P(B > u,TW’) <1y <P Z Xn >—T( Py <1y

K3 (u)—1

Z X, > (1 —eu, TW’) <14

n=T(uf)

+P

le

Yo Xu|> ST <ma|,  (46.5)

P
+ 2
n= Kﬁ (u)

and

Kj(u)-1
Z X, > (1 +eu,TwW’) <y
n=T(u”)

7',11

X, >%,T<uﬂ)<rd . (4.6.6)

T(uf)—1
P(B > u, T(u’) < 14) > P( Z Xn >%7 (WP < 14
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Moreover, we can use similar estimates to “sandwich” the quantity P(5 <
—u, T(u?) < 74). Thus, using Propositions and above, we prove
Theorem (1). O

We need the following propositions to prove Theorem (2).

Proposition 4.6.3. Suppose that Assumptions[].2.1] and[{.2.4 hold. Then there
erists 0 < v < B < 1 such that

T(’U.B)fl Ta—1
P Z Xo|>u, T(W’) <ri | and P Z Xl >u, TWP) <r
n=Kj(u)

are of order o(u™%) as u — 0.

Proposition 4.6.4. Suppose that Assumptions[[.2.1 and[].2.4 hold. Then there
exists 0 <y < 8 <1 such that

K (u)—1
UILIEOUQP Z X, >u,TW’) <r | =Cy
n=T(u?P)
Kg(u)—1
o _
and  lim u*P TZB)X <—u,TW’)<r|=C,

where C = C+,00Ea[(Z+)a]l{T1:OO}] and Cy = CJr,OOEa[(Z_)a]l{m:oc}]'
Proof of Theorem“ (2). Using similar arguments as in and (| -7

we can focus on P(£R > u,T(u”) < r1). Combining the sumlar “sandwich”
technique as in ([4.6.5)—(4.6.6) with Proposition [4.6.3] it remains to analyze

Kg (u)—1
u*P Z X, >u,TW’) <r
n=T(uP)
Using Proposition we conclude the proof. O

Next we prove Proposition For this, we need the following lemma. Let
{Y,,}n>0 be the Ry -valued Markov chain defined by Y,,+1 = A, 11Ys + |Bn+1l,
for n >0, and 7 = inf{n > 1: Y, <d}.
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Lemma 4.6.1. Suppose that Assumption[{.2.1] holds. Let L >0, and let € > 0
be such that (oo — €| > 1. Then there exists a positive constant ¢ such that, for
sufficiently large x,

E[rt | Yy = 2] < cxlome),

In particular E[tot | Yy = 2] = O(x).

Proof of Proposition[{.6.1 To begin with, note that

T(u?)—1 T(u?)—1
P Z Xo|>u,TWwP) <7mg| <P Z |Xo| > u, T(u’) < 74
n=0 n=0

<Pty > u) =Plrg > u'P),
which decays exponentially. It remains to show the second claim. Define

€i(u) = {3n € {Kj(u), Kz(u) +1,...,7a}: | Xn| >0’}

Note that
T4—1
P Z Xo| > u, TP < 74
n=KJ(u)
Ta—1
<SP Y Xl >u,TW) < 4, € (u)
n=K7(u)
Ta—1
+P Z 1 Xo| > u, T(u?) < 74, (€1(u)° |,
n=K7}(u)

where the second term in the last equation is bounded by P(74 > u!~=?), and
hence is of order o(u~®). It remains to analyze the first term, which is bounded
by P(T(u”) < 74, €1 (u)). Our goal here is to show that

P(T(u”) < 74,&(u)) = o(u™®), asu — oco. (4.6.7)

To begin with, note that, under the dual change of measure 2 we have Kg(u) <
oo almost surely. Moreover, |XKg(u)+n| <Y, for all n > 0, where {Y, },>0 is
the AR(1) process that is defined by

Yy =u", Y= AKg(u)+n+1Y7; + IBK3 (wy+n+1ls for n > 0.
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Hence, by defining 7 = inf{n > 1: Y/ < d}, we have that

P(T(u”) < 74,&1(w)) = BZ[e 570" Lir)<ryy Loy ()
=E?[e” %1 1ix, |savn<r(wo)} e ()]
< E7Z[e” %) L{ix, | >dvn<T (@)} L{3n<r: Y7 >ur}l-
Now using the strong Markov property we obtain that
P(T(UB) < T4, @1(u)) S E@[G_ST(”ﬁ) ]l{‘Xn|>d,Vn§T(uﬂ)}]P(3n S T/Z Y,ri 2 up)

=P(TW’) <m)PEn < 7Y, >u’),

where P(T(u?) < 74) ~ cu™®# (cf. Corollary 4.2 of [36]). It remains to analyze
the asymptotic behavior of

PEn<7:Y,>u)=PEn<71:Y, >u|Yy=u"), as u — 0o,

where Y, 11 = Ap11Y, + |Bpyal, for n >0, and 7 = inf{n > 1: Y,, <d}. Once
again we adopt the idea of dual change of measure. To be precise, setting
T =inf{n > 1:Y, > uP}, we apply the a-shifted change of measure over the
time interval [1,T]. By doing this we obtain that

uPTIP(T < 7| Yy =u)) = u®P~VE® [e_O‘ST]l{T<T} |Y0 =]

() (2 o]
Now it is sufficient to show that
Iim E° K&ﬁm)a Lirery | Yo = m} < o0, (4.6.8)

since once it is proved we can set 8+ p — > 1 so that P(T(v?) < 74, €(u)) =
o(u™%). Note that

v T T
T - - - - — Sk
= e 5Ty | 5T + 57 E |Brle ™ | =14+ u™" E | Bi.|e 5.
eSTu'Y

k=1 k=1
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Thus, we have that

T

Yr
s Lreny ST ) IBile™  Lirayy S 14w TS Bele S Ly,
k=1 k=1
and hence,

«a 1/«
o Yr
B Ksu {T<f}> YO:“W]

o « 1/a
<E° (1 +ur Yy |Bk|esk]l{k<7}> Yy = uV]
k=1
<143 B [ Byt S L pery | Yo = u]* (4.6.9)

k=1

=1 u T SB[ B gy | Yo = 7]
k=1

=1 +u*VZE [‘Bk|a]—{k<r} | Yy = u’y]l/a
k=1

=1+u" ) (E[B*)/*P(r > k| Yy = u?)!/®
k=1

(oo}
<1+ u (BB E[r*TF | Yy = u?] Y kmletale,
k=1

for some L > 0, where in (4.6.9) we used the Minkowski inequality. Using

Lemma above, we prove (4.6.7)), (4.6.8]), and hence, Proposition O

The following lemmas are useful in proving Proposition [£.6.2} Let C} o be
as in - Set
Kj(uw)-1

_B)a XT ubB -
g+(u) = u(l B) P@ Z Xn >Uu ./T"T(u[s) ( u(ﬁ )> ]I{ZT(uﬂ)>0}’
n=T(uf)

(4.6.10)
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and
@ (1-Bap? kel Xrwsy |
_(u) =u n_;(‘;ﬁ)Xn > u | Freus) ‘ e {(Zy 0, <0}
(4.6.11)

Lemma 4.6.2. Suppose that Assumption[{.2.1] holds. Under the measure P?,
Gy (u) = Cpaolizs0y and 9_(u) =250, asu— oo.

Moreover, 41 (u) and 9_(u) are bounded in w by some constants almost surely.

Recall that Z,, 74, and T(u) are defined in (£.2.7), [#.3.1)), and (4.6.1),

respectively.

Lemma 4.6.3. Suppose that Assumption [{.2-1] holds. The random variables
Zj—t(uﬁ)]l{T(uB)<Td} and Z;(u/s)]l{T(uBKm} are bounded by

2= 1500+ 3 1Bale5 Ly,

n=1

Moreover, E®[Z%] < .

Proof of Proposition[].6.9 We focus on deriving the first asymptotics, since the
second one follows using similar arguments. Note that

K(u)-1
u®P Z X, > u, T(uP) < 74
n=T(uf)
K7 (u)—1
=u*P Z X > u, Xpuey > 0, T(u’) < 14
n=T(u?)
K (u)-1
+u*P Z X > U, Xp(usy < O,T(UB) < T4
n=T(uf)
= (I.1) + (1.2). (4.6.12)

We start considering the first term on the r.h.s. of (4.6.12). Applying the dual
change of measure 2 together with Result we obtain that

—asS,
(L1) = E7[g7,—1(Xo, -+, Xy L, oy 500 7700 Lpgusy <rgy s
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where we recall that g,,_; is the projection of the function

X X KB(u
( 0, 17"' Zn T(’LLB) 7l u)

onto its first 74 — 1 coordinates. Recall Z,, = X,,e™ % = X, + ZZ:1 ek was
defined in (4.2.7). Note that

(1.1) = uw"E? {gm,l(xo, e X)L, sope ST 1{T(uﬁ)<m}}
=B g7, 1 (Xo, -+ Xy )| X |
|XT(uB)|a]1{XT(uB)>0}67°‘ST<“[’>]1{T(u6)<m}}
= B [(ZF )" Lirus) <y ()] (4.6.13)

for all n > 0. Using Lemma [4.6.2] Lemma [£.6.3] the dominated convergence
theorem and the fact that T'(u?) — co as u — oo, we obtain that

Jim (1.1) = Tim E7 [(Z;(uﬂ))a]]-{T(uﬁ)<‘rd}g+(u)}
= Tim B [(Z],0) T praoy<rn % (0)]

— H =+
= B | i (Z],0) o) <ny @4 (0

=E" [(Z1)*1{r,200} C 0]
= CLoE* [(Z1)* L ry—00y] -

Analogously, we have that

(1.2) = EZ [(Z;(uﬁ))all{T(uﬁ)m}g_(u)} 0, asu—oo,  (4.6.14)

where ¢_(u) was defined in (4.6.11). Using (4.6.12)), (4.6.13)), and (4.6.14)), we
prove the first asymptotics in Proposition The second one can be shown
analogously. O

We need the following lemmas to prove Proposition f.6.3] Let Y, 1 =
Api1Yn + |Bryi| and let 7 — 1 be the first time that (Y, 77”) returns to the set
[—d,d] x {1}.

111



4.6. PROOFS OF SECTION |4.3.1

Lemma 4.6.4. Suppose that Assumptions and[{.2.2 hold. Let € > 0, and
let L > 0 be such that | — €| > 1. Then there ezists a positive constant ¢ such
that, for sufficiently large x,

E[r“tE Yy = 2] < cxlo™e),
In particular, E[r“tL | Yy = 2] = O(x).
Lemma 4.6.5. Suppose that Assumptions[].2.1] and [[.2.4 hold. We have that

. a _ —aX (e} «

Jim w*P(T(u) <r1) =E [e"* ] E* [| 2|1, ~oc}]
where X is the positive random variable such that log Xp(,) — logu converges in
distribution to X as u — oo under P.

Proof of Proposition[{.6.3 By replacing 74 with 71, the proposition can be
shown using almost identical arguments as in the proof of Proposition
Nonetheless, we need to show that

e P(T(u”) < r1) ~ cu=*” for some constant c, and that

e E[r“t|Yy = x| = O(z), where Y, 11 = A,41Y, + |Bpii1| and 7 — 1 is the
first time that (Y;,,7,) returns to the set [—d, d] x {1}.

For this, we use Lemmas [£.6.4] and above. O

Proof of Proposition[{.6.4} Using Lemma [£.6.2] Lemma [£.6.3] the dominated
convergence theorem and the fact that T'(u®) — oo as u — 0o, one can prove
the first asymptotics. The second one follows by a similar analysis. O

Next we provide the proofs of all lemmas in this section. To show Lemma4.6.1}
we introduce a result on bounding functionals of passage times for Markov
chains. Let {V,},>0 be an {F,}-adapted stochastic process taking values in
an unbounded subset of Ry. Let {U,,},>0 be another {F,}-adapted stochastic
process taking values in an unbounded subset of R such that for any n > 0,
U, is integrable. Let 74 = inf{n > 0: V,, < d} be the first time V,, returning to
the set (—oo, d].

Result 4.6.1 (Theorem 2.2" of [10]). Suppose there exists a positive real number
d and positive on (d,00) functions g, h such that for any n >0, U, < h(V,,) and

EUnt1 —Un | Fu] < —g(Vi) on {14 > n}.
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Then for any convex in a neighborhood of oo function f € G satisfying

f(2y)

lim —== <c¢
y—oo fy)

I

for some positive constant cy, and

. 9(y)
EE N Y RO

there exists a positive constant ¢ such that, for all x > d

>0,

E[f(7a) [ Vo = x] < ch(x).
Morever, the following lemma is useful in proving Lemma Define
€5 (u) = {|Bn] <u”, V1 <n < Kj(u)}. (4.6.15)

Lemma 4.6.6. Suppose that Assumption [[.2.1] holds. Let v be fized such that
|v| > 1. For any B+~ > 1 and any € > 0 there exists an ug sufficiently large so
that, for all u > ug,

P((@g(u))" | XO — ’UUB) < €|U|’U/_(1_B)a,

Proof of Lemmal[{.6.1, We want to apply Result Set f(y) = y*TE, h(y) =
y® with o = |a— €], and U,, = h(Y,,). Using the binomial formula, we have that

ElUni1 — U, | Fo] < (B[AS] - DY 2 4 Y2, on {Y, > 1},

for some positive constant ¢; depending on the first (a — 1)-st moments of both
Ay and Bj. Using the fact that a < a and the moment generating function of
log A is convex, we have E[A]] < 1. Thus, there exists a sufficiently large d’
such that, on {Y;, > d'},

EUn+1— Un | Ful < (BIAT] - Y2+ V27 < eV = —g(Ya),

where g(y) = coy® = coh(y), and ¢ is a positive constant depending on d’.
Obviously, f € G is convex, and f(2y)/f(y) < 2*FtL. Moreover, setting & = a+ L
we have that

9(y) _ &by €2

= = Zh 1—(a-1)/a
flof~loh(y) ah(y)@-D/a g (y) — 00,

113



4.6. PROOFS OF SECTION |4.3.1

since @ > a > 1. In view of these, we can apply Result and obtain that
E[7t Yy = 2] < eszle™e), forallz > d, (4.6.16)

for some positive constant cs, where 7 = inf{n > 1: Y, < d'}. W.lLo.g. we
assume that d’ > d. Using Minkowski’s inequality we obtain that

E[Ta+L |Y0 _ x]l/(a—i—L)
=E[(7 + 71— 7)Yy = o]t/ (e FD)
< E[7~_a+L | YE) — x}l/(a+L) + E[(T _ 7:)(X+L |Yo _ m]l/((x-&-L)

< E[FTF Yy =2 /) 4 sup B[ Y, = y)/ 0D
yE[O,d’]

<EF Yy = 2]/ 4 sup B[t Yy =gV 1 0(1),
yE[O,d’]

as ¥ — oo, where, by following the arguments as in the proof of Lemma
above, t can be chosen such that

sup E[t7|Yy = y]V/ @D < .
y€[0,d]

For this choice of ¢, we have that

E[rotL | Y, = 2]/ (D) < BlFotl | v = 2]/ (e+D) 1 0(1), as & — oo.
(4.6.17)
Using (4.6.16)) and (4.6.17), there exists a ¢ > 0 such that E[7o+L | Y, = 2] <
czle—el for sufficiently large x. O

Proof of Lemma[{.6.2 We prove first the statements associated with ¥ (u). As

l{ZT<uB)>0} 25, 1{z>0y under P, it is sufficient to show that
Kj(u)—1 X
: —B)a T (uP o
ul;ngou(l Blep Z X >u u(ﬁ ) —y = O v, for v > 1.
k=T (u”P)
Noting
‘ <AL+ B < Ap+ |Bplu™?, for T'(u?) <n < Kj(u),
Xn—l |Xn—1|
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we obtain that, for 6 > 0 and v > 1

Kg(u)—1

XT(u
P Z X >u Z(ﬁﬁ):v

ul’ﬁ

> S(u) > S > S(u) > S Uliﬁ
<P = k — k -
cp (St ) Cp (S et o Fe s
k=0 k=0 k=0
> S ul_ﬁ > S(“) > S
SP(Y B> —— 6| +P ) % =) S0, (4.6.18)
v
k=0 k=0

k=0

where S\ = o log(A; + |B;lu™7). Note that

o0 1_5 ul_B —Q
P S A EYe . 46.1
(kz_oe > — ) Cy. ( . ) (4.6.19)

Moreover, using the Markov’s inequality and the fact that S,,(L") > S,, we obtain
that

oo o
u=Pep (Z eSflu) - Zes" > 5)
k=0 k=0
= S i s]
e n’ — e n
Z k=0

< 5 y(t-Peg

k=0
S (ZE% F 1By - Zm]’“)
k=0 k=0
_ 5100 1 !
1-— EA1 — ’U,_’YElBl| 1-— EAl
_ 5 1y1-Ba u "E|B|
(1 —EA; — U_’YElBlD(l - EAl)
— @(u(lfﬁ)afv)’

where in the final step we use the fact that EA; < 1. By choosing 3 sufficiently
close to 1 so that (1 — ) < 7, we have that

o0 o0
P <Z S — Zes’“ > 6) = o(u~ =Ry, (4.6.20)
k=0 k=0
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Using (4.6.18])—(4.6.20)), an upper bound is given by, for v > 1
Kg(u)—1

X
m uDP [ 3 X s a =y | <O, (4.6.21)
U—00 U

k=T (u”P)

Next we show the corresponding lower bound. By the Markov property we
obtain that

Kg(u)—l Kg(u)—l

XT(uﬂ) Xo
P Z X >u P =v| =P Z X >u U—B:v
k=T (uP) =
(4.6.22)
Note that, on the event {Xq > u”}
( B )+ > (A, —u 7| BT, (4.6.23)
Xn 1 |Xn*1|
for all n < Kj(u). This implies that
§(u'3r XK (u =8 n
e < | T < e where S = 3 log(A; B
and hence
Kj(u) > inf{n > 1: S < _logv— (8 —~)logu} = K'(u). (4.6.24)

Recall that €;(u) = {|B,| < u?,V1 <n < K3(u)}. In view of (4.6.22)(4.6.24)),
we have that, for § > 0,

Kj(uw)-1 )
T(?f)
P =
Z X >u e
k=T (uP)
Kg(u)—l

X
=P Z X >u u—g:v

Kj(uw)-1 X
>P X > u, €u) | 22 =
= ,;J kU 2(“) w8 v
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K7 (u)—1
B 1-3
§(_u) u o~ Xo N
>P ,;_0 eZk > 0 , € (u) B =
K (u)—1
B 1-3
s U Xo
>P ,;,O ek > ” —uﬁfv
X
_ Y(o\C _
P <(’32(u) e —v)
KY(u)—1
B 1-3
(w) U X
=P Y & T(; = v | +o(u*@P)e,
v w
k=0

where in the last inequality we have used Lemma [4.6.6|above. Thus, it is sufficient
to consider

Kj(u)—1 . 5 K'(u)—1 . 5
u u u u
P Z Sk > >P Z e
k=0 k=0 v
S R P
- v
k=0 k=K' (u)
>P ( 3 6§§€“) > wl + 5) — 6 'E i eg};”
- v
k=0 k=K' (u)
> 1-8 0 w) ()
(u) U _ S -8
—P S _s! Sk (u) 2ot K (u) 2K (u)
(Ze ko> " +5) 0 "E |e”x Ze +K K
k=0 k=0
0 , 1-p =8 e \
W u U (u)
>P Sk > o] — E eSk
i 1-8 v=8 o
(u) ()
2P<Zesk > 2 +5)—“5 E|) s ] (4.6.25)
k=0 k=0

where in the last inequality we use the fact that 1 < v = X /u”. For the second

term in (4.6.25)), we have that
> )
St
k=0

E <E

[oe]
Z esk] < 00,
k=0
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and hence,

1 ﬁ)a5 LR

Zes(“)] =o(1), for B> (a+7)/(a+1). (4.6.26)

k=0

Therefore, it remains to consider the first term in (4.6.25)). Note that

o0 “ 1_6
(S )
v
k=0

. 1 1
1-— EA1 1-— E(A1 — ’Lbf'y|.B1|)Jr

o0 1- EA; — E(A; —u™7|By|)*
>P St +25 —5! -
(Z (1-EA)(1—-E(A; —u|Bi|)*)

ul=ph u YE|B;|
>P e > —— 425 -6t .
(Z ) (1-EA)(1 - E(A —u™|Bi)*)
(4.6.27)
In view of (4.6.25)—(4.6.27)), we have that
(u) 1 X
lirginfu(l_ﬁ)aP Z X >u T(Buﬁ) =v | > Cy 0.
U—r00 u
k=T (uP)
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Combining this with (4.6.21)) we have that

K;(u)—l _
X X @
. (1-B)a T (uf) T(u?) _
ulin;ou P ) Tg( B)Xk > u e e =C} o,
=T (u

P“-almost surely.
Next we show the boundedness of ¢ (u). Using (4.6.21)), for € > 0, there
exists U(e) (independent of v) such that

K3 (u)—

(1-8) X
U T (uh
( . > P Z Xk>u u( ) — o <Ch o+ 6

k=T (uf)

for all u'=#) > vU(€). Moreover, for all 0 < u*=#) < vU(e)

(u) 1
1-p)a T(“ﬂ) — (1-B)a o o

u P Z Xk >u 5 v| <u <vU(e)*. (4.6.28)

k=T (uP)
Thus

K (u)—

ul=Pep Z Xk >u T(;ﬁ) =v | <max{C; o + ¢, U(e)*}v%,
k=T (uP) v

for all w > 0. This implies that ¥ (u) < max{Cy o + €, U(e)*} < 0.
Finally, we show the statements involved with ¢_. By the Markov property,
it is sufficient to show that, for any arbitrary e > 0 and v < —1

K“’(u

_ X
lim u(!=Pp Z Xk >u| 22 =v | <ol

u—00 uP

Recall
€3 (u) = {|Ba] < w1 <0 < KJ(u)},
was defined in (4.6.15). We have that

K;(u)fl b
P X i P
Z: E>U P v
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Kg(u)—l
X,
<P X5 > u, €] = = P (¢7(v)°]| Xy = vu?
< kE:O k> u, €5 (u) S=v| (€3 (u) | Xo = vu”)

=P (¢J(v) | Xo = vu”) = o(u= =)o),

thanks to Lemma 4.6.6l The boundedness of ¢4, follows using similar arguments
as in (4.6.28)). O

Remark 4.4. Using similar arguments as in the proof of Lemma one can
show that

Kg(u)-1 _
. “Ba X1 (us
uh_}ngo uw(I=Bap? Z | Xn| > u ./—"T(uﬁ) ‘ u(ﬁ ) =04 .
n=T(uf)
As a consequence of this result, we have that
ri—1
wP(D [ Xnl > u) = Co B 2] L, —o)
n=0

as u — Q.

Proof of Lemmal[].6.3 Note that Z;(uﬁ)]l{T(ua)Qd} and Zp 00 Lir(us)<r,) are
bounded by |Zp,8) L ws)<r,}|, for which we have that

T(u?)
| Zpusy L sy <ray) < 1Xol + D [Bule™ " Ligusycryy

n=1
< |X0| + Z |Bn|eisn]]-{n<rd} =2Z.
n=1

Moreover, using Minkowski’s inequality we have that

9]
afrra « « —aS, 1/
E [Z ]1/ < |X0‘ + Z E UBTL|€ 5 ]]‘{’I’L<Td}]

n=1

— Xol + Y E[|BalLnery]/®

n=1

= | Xo| + (B|B1)"/* Y "P(rg > n)/* < o0,

n=1
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where in the last inequality we use the fact that P(7; > n) decays exponentially
in n. O

Proof of Lemma[{.6.4} Recall that 7 = inf{n >1:Y,, < d}. Using Minkowski’s
inequality we obtain that

E[r*th | Yy = 2] /(tE) = E[(7 + 7 — 7)*H | Y = 2] /(D)

< E[Ta-‘rL |}/0 — x]l/(a-&-L) + E[(T _ T)a—i—L |YO — x]l/(a—i—L)

< E[Ta+L 1Y, = x]l/(a+L) 1+ sup E[Ta+L 1Y, = y]l/(aJrL)
yE[O,d]

< E[Ta+L |Yb — x]l/((x—&-L) + sup E[tr | Yb — y]l/(a+L) + 0(1)’
yE[O,d]

as  — 00, where, by following the arguments as in the proof of Lemma [£:21] ¢
can be chosen such that sup,¢(o 4 E[t"| Yo = y| < co. For this choice of ¢, we
have that

E[r+E | ¥y = 2]/ <EB[roFE | Y = 2]/ £ O(1),  as @ oo

Finally, using Lemma above we have E[r®tr|Y, = z] < czlo=< for
sufficiently large x. O

Proof of Lemma[{.6.5. Note that both 1 Z5 )| i<y and | Z7|1in<r,) are
bounded by

Z = |Xo| + > |Bnle™ " Linery,
n=1

whose a-th moment is finite thanks to Lemma Moreover, note that
{Xn}n>0 is transient in the a-shifted measure (cf. Lemma above), and
hence, T'(u) < oo a.s. Applying a change of measure argument, we obtain that

uP(T(u) < r)

apar,—o «@ «@ XT u -
= u B e Ly <ry] = B || 21| = ]1{T<u><n}]
« «@ «@ XT u -
=E |Zn| l{ngT(u)}l{ngn}E ’() ‘ ]:n‘|‘|
XTu -
+E* (lZT(u)|a]l{T(u)<r1} - ‘Zn|a]l{n§T(u)}]l{n§T1}) ’ u( ) ]
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= (ITL.1) + (I11.2),

where {F, }n>0 is the natural filtration. Since (Xp(,)/u)™* < 1 and T'(u) — oo
a.8. as u — 00,

lim lim (IIL.2)

n—oo u—r oo

< lim lim E* [|Z7@)|* Lz <my — 12l Liner )} Lin<r })

n—o0 Uu—00

n—oo

L (S TR AT T )

= lim E® Lh_)rgo (127w “ L (uy<ry — ‘Zn|a]l{n§T(u)}]l{n§T1}):|

It remains to consider (ITI.1). Note that, given F,, n < T(u), the random
variable log|Xp(,)| — logu converges in distribution to some positive random
variable X—which is independent of F,,, n < T(u)—as u — oo, under the
a-shifted measure (cf. e.g. Theorem 3.8 of [30]). Hence we have that

lim E“
U—00 m

’ X7

|fn] Lin<r(uy = E[e7*F].

Moreover, using the dominated convergence theorem and the fact

Lin<ry B[ Xr@) /ul ™" [ Fa] <1,
we obtain that

lim lim (IIL.1)

n—00 U—r 00

u

= lim E® ||Z,|*T(n<pyy lim E®
n—oo - U—r 00

’ Xr)

‘ fn] 1{n<T(u>}]

=E[e7*] lim E [|Z,"1inzpy] = B [e7 ] B [|Z]" 1 —o)] -

Proof of Lemma[{.6.6 To begin with, we write, for some ¢ > 0,
P((€3(u))"|Xo = vu?)

P(In < Kj(u): |Bu| > u"|Xo = vu?)
(3n < 74: |Bn| > w1 Xo = vuP)
(Fn < ul: |By| > u?) +P(rg > u’| X = vu?)

<P
P

IN
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= (IL1) + (IL2).
To bound (II.1), we have that
(I1.1) < u‘sP(|B1| >u?) < u5*a7E|Bl‘a - O(Uf(lfﬁ)a)’

for (1 — B)a+ 3 — ay < 0. Since (IL.2) < u~(@+EPE[rOE| X, = vuf), it is
sufficient to bound E[7$"| X, = vu®]. Recall {Y;,},>0 is the R -valued Markov
chain defined by Y,, 41 = Ap11Yn+|Bry1|, forn > 0, and 7 = inf{n > 1: ¥, <d}.
Note that E[r¢TE| Xy = vuf] < E[r®tF|Y, = |v[uf]. Combining this with
Proposition {4.6.1] we conclude that there exist ¢ and wug such that

(I1.2) < u= TR+ Y = |o|uf] < cfo|ufu=(@FE) Yu > ug.
Thus, the proposition is proved by setting L = L(d, o, 8) be sufficiently large.

Combining the estimates above we conclude the proof. O

4.7 Proofs of Sections [4.3.2] and 4.3.3

Again, we briefly describe our strategy of proof before diving into the technicali-
ties. Define X, = {X/, (¢),t € [0,1]}, where

N(nt) ri—1

. 1

X{l(t):ﬁ > X] and X/= > X, (4.7.1)
i=1 J=ri—1

where {r;};>0 is the sequence of regeneration times as in Remark and
N(s) =sup{j > 0:7r; —1 < s}. (4.7.2)

Thanks to Theorem 4.1 of [T05] and Theorem above, we are able to establish
an asymptotic equivalence between X! and some random walk W,, that will be
specified below. This allows us to provide a large deviations result for X/ . In
both the one-sided and the two-sided case, we will show that the residual process
X,, — X! is negligible in an asymptotic sense.

We state here three lemmata that will play key roles in the proofs of Theo-

rems and Let W,, = {W,(t),t € [0,1]} be such that

- 1 [nt/Erq |
Walt)=— > X, (4.7.3)
i=1
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where X/ is as in . We begin with stating an asymptotic equivalence
between X ! and Wn, hovvever w.r.t. the Ji-topology, which is stronger than the
Mj- topology introduced in the beginning of Section [4.3.2] “ Let dj, denote the
Skorokhod J; metric on D, which is defined by

dJ1(§1552> = AnelfAH)\ - Zd||00 \ ||£1 oA— £2||ooa 51)52 S ID))

where id denotes the identity mapping, || - ||coc denotes the uniform metric,
that is, [|[2[lec = supsep,1) [2(?)], and A denotes the set of all strictly increasing,
continuous bijections from [0, 1] to itself. Moreover, for j > 0, define

Df; ={§eDg;: £(0) =0} and DL ; = {§ € D;: £(0) =0}

Lemma 4.7.1. Consider the metric space (D,dy,). Suppose that Assump-
tions [{.2.1) and[{.2.3 hold. For any j > 0, the following holds.

1. If By > 0 and Cy as in Theorem|].3.1]is strictly positive, then the stochastic
process X is asymptotically equivalent to W,, w.r.t. n —ila=1) gnd ]D)’ij 1

2. If Cy and C_ as in Theorem|4.5.1| satisfy CC_ > 0, then the stochastic
process X! is asymptotically equivalent to W,, w.r.t. n —ie=1) gnd D<<j

Proof. We only show part 2), since part 1) can be proved by a similar argument.
By Definition it is sufficient to show, for any § > 0 and ~ > 0,

T pile—1p( X X' 1
T WO IR(R, € (BB (1) 2 0

= Tim o/ VP(W, € (D\DL,)™7,dy, (X}, W,) > 6) = 0. (4.7.4)

n—oo

To prove (4.7.4), it is convenient to consider the space of paths on a longer
time horizon [0,2]. Let W, denote the stochastic process {W,(t),t € [0,2]}

over the time horizon [0, 2], and ]D)’<L<[]0 2l denote the space of step functions on
[0,2] that corresponds to DY, .. Let dBl 2l denote the Skorokhod J1 metric on
D2 = D([0, 2], R).

Note that dJl(Wn7]D)<<]) > v implies that d[O’Q](W[0 2l ID)‘<L<[JO 2]) > v, and
d, (X}, DY ;) > ~ implies that either d?f]( 10 2 D’%[jo >y or 2n/Er <
N(n). Therefore, (4.7.4) is implied by

lim n/ @ VPP (WD D) > 5 a4, (X, W) 2 8) =0, (4.7.5)

n—oo

<j*
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To prove , we adopt the construction of a piecewise linear non-decreasing
homeomorphism )\, from [105] the proof of Theorem 4.1]. Let to = 0 and ¢;
be the i-th jump time of N(n-) and ¢, be the last jump time of N(n-). Let
L = (|n/Ery| —1)AN(n). Define ), in such a way that A, (t) = Er;N(nt)/n on
to,...,tr, An(1) =1, and X, is a piecewise linear interpolation in between. For
such A, W,,(A\n(t)) = X/, (¢) for all t € [0,%1], and hence, ||[W, o Ay, — X/ ||oo =

SUPyere, 1) [Wn o An(t) — X! (t)|. Therefore,
4 (W X) = inf |3 — oo V [ Wiy A = X

< Hj‘n —id| o V ||Wn 0 An — X;z”oo
P —idle v sup [WhoRa(t) - XL(Ol.  (47.6)
1

te[tL, ]

Note that the second term can be bounded (with high probability) as follows.
For an arbitrary € > 0, consider two cases: |n/Er; —ne| < N(n) < |n/Er]
and |n/Eri| < N(n) < [n/Erq + nel. Set

[n/Eri]

W,, = Z X/
i=1

If [n/Ery —ne| < N(n) < |n/Er;], by the construction of \,,

sup Wy o, (t) — XL ()] < sup  |[Wy(s) — Wn(t)|. (4.7.7)

te(tn,1] s,t€[1—e,1]
On the other hand, if |n/Eri| < N(n) < [n/Ery + ne|,
sup Wy oM, (t) — X, ()] < sup  |[Wi(s) — Wi(t)|. (4.7.8)

te(tn,1] s,t€[1,1+€]

From (4.7.7) and (4.7.8), we see that on the event {|n/Er;y —ne] < N(n) <
|n/Ery + nel },

sup [Wpod,(t) = X, ()| < sup  |[Wy(s) — Wy(t)]. (4.7.9)
teltr,1] s,t€[1l—e,14¢]

Using (4.7.6) and (4.7.9)), we obtain that
Py (W02, D) >y, dy, (X1, W) = )

J

<P (ﬁi’”(v‘viozl,wizﬁ””) >y, sup Wa(s) = Wa(t)] > 6)
s,t€[1—¢,1+¢]
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+P({|[n/Er; —ne] < N(n) < [n/Er; +ne)}) + P(|An — id| s > 6).
(4.7.10)

Thanks to Cramér’s theorem, the second term in (4.7.10)) decays geometrically.
Moreover, for the last term in (4.7.10]), we have that

P([[N(n-)/n— - /Ere > 0)
=P ( sup |N(nt)/n —t/Ery| > 6)

te[0,1]

N(nl/2™ l

_1limP<sup (nl/ )f ‘§§>
m—00 o<i<2m n ET12m

N(nl/2™) _ l
n Er2m

:1—limP<N(nl/2)€[ L5t +6}7VZ<2’").

=1— lim P(

m—r o0

’g&,vogl§2m>

m—00 n Er 2m "Er 2m

Let A; = r; — r;—1. Using the fact that N(n) < k < Zle A; > n, we obtain
that

P(||N(nt)/n —t/Eri||s > 0)

=1— lim
m—00
L/ (Eri2™)=8)n]+1 Lt/ (Bri2™)+8)n]+1
P > A; < nlj2™ < > A VO <1 <2m
i=1 i=1
L(t/Er1—6)n]+1 L(t/Eri+d6)n]+1
=1—P| sup A;, —nt <0, inf A;—nt >0
te[0,1] ; tefo.1] ;
[(t/Er1—5/2)n| L(t/Er14+35/2)n ]
<1—-P| sup A; —nt <0, inf A;—nt >0
te[0,1] ; t€0.1] ;

[nt]

1

=1-P sup - E A; —nErit —nErd | <0,
t€[0,1/Ery—5/21 T \

[nt]
1
inf — g A; — nErit + nErid | > O)
te[s,1/Er+36/2] 1\
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[nt]

1
=1-P sup — Z A; — Erit < Erqd,
te[0,1/Er1—5/2] T i

1 [nt]

i A; — Erit > —Eré
tels, 1/E21+36/2] n Z & E )
— 0,

as n — 00, at an exponential rate by Mogulskii’s theorem.
For the first term in (4.7.10]), we have that (see [105] page 21])

n—00

hm n](a 1)P<d[0 2](w[0 2] ]D)# [O 2]) >,

sup (W(s) — W, ()| > 5) < ce

s,t€[1—e,1+€]

for some ¢ > 0, where the intuition behind the asymptotics above is that, given
the rare event takes place, the random walk WT[LO’Q] must have j big jumps and

one of them has to occur in the time interval [1 — €, 1 + €]. Since the choice of
e > 0 was arbitrary, (4.7.4) is proved by letting ¢ — 0. O

The next two lemmata are useful for future purposes.
Lemma 4.7.2. For {,¢ € D, we have that dyy(§,¢) < dj, (§,()-

Recall that Disc(€) is the set of discontinuities of £ € D and was defined in
(14.3.4)).

Lemma 4.7.3. If dp (§n,§) — 0 as n — oo, then, for each t € Disc(€)°

lim lim sup |€n(t1) — &(t1)] = 0.
610 m—00 4, e s (1)N[0,1]

Proof. Let t € Disc(€)¢. We first prove the statement for the case where ¢t € (0, 1).
Let € > 0 be fixed. Choose § = §(e) > 0 such that

E(t) —€(t)| <, for ty € Bs(t) C (0,1). (4.7.11)

By the definition of the M/ convergence, for the given e, there exists ng, such
that das; (€n,€) < (6 A€)/8 for all n > ng. Moreover, for each fixed n > ng, one
can find (un,v,) € IV(&,) and (u,v) € IV(§) such that

lun, — wlloo V ||vn — v|leo < (0 A€)/4. (4.7.12)
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Let s, s, 5 be such that v(s) =t — /2, v(s) =t and v(s) =t + §/2. Moreover,
by we have that v, (s) <t —d/4 and v,(3) > ¢t + 6/4. Thus, for all ¢; €
(t—08/4,t+ §/4) there exists s, € (s,5) such that (u,(sn), vn(sn)) = (§nl(t1),t1)-
Combining this with and (4.7.12)), we obtain that

€ (1) = E(t1)] < [€n(tr) — E(@O)] + [€(t1) — (1))
= |un(sn) — u(s)| + €(t1) — £(1)]
< Jun(sn) —ulsn)| + u(sn) — u(s)| + €
<(0N€)/2+€e+e<3e

S

Finally, the case where ¢ € {0,1} can be dealt with similarly. O

The reminder of this section is split into two parts that deal with Theo-

rems and respectively.

4.7.1 Proofs of Theorem [4.3.2]

We consider the case where B; is nonnegative. Let us give the “roadmap” of
proving Theorem [£.3.2]

e In Corollary [£.7.1] below we establish a sample-path large deviations result
for the aggregated process X/, (see (4.7.1)) above) by considering a suitably
defined random walk together with utilizing Theorem 4.1 of [105]. For the
M-convergence in Corollary we need Lemma below.

e In Proposition we show the asymptotic equivalence between the
aggregated process X,, and the original process X,. Again, one technical
lemma, see Lemma [L.7.5] below, is needed.

e Part 1) of Theorem follows by combining Corollary with Propo-
sition Part 2) is a direct consequence of part 1).

Lemma 4.7.4. For all j >0 and all z € R, the set DZ; is closed w.r.t. (D, dpy; ).
Recall that C7 was defined in (4.3.6)) for z € R.

Corollary 4.7.1. Suppose that Assumptions and [{-2-3 hold. Moreover,
let By > 0 and C4 as in Theorem be strictly positive. For any j > 0,

n/@UP(X] € ) = (CLErm) CH(-),

in M(D\ DS, ;) asn — oo.
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Proposition 4.7.1. Suppose that Assumptions[{.2.1) and[{.2.9 hold. If By >0
and Cy as in Theorem is strictly positive, then X, is asymptotically
equivalent to X! w.r.t. (nP(X] > n))’ and D, ;-

Proof of Theorem[[.3.2 Part 1) follows by combining Corollary with
Proposition [4.7.1] Part 2) is a direct consequence of part 1). O

Proof of Lemma[{.7.4} We give the proof for the case where z = 0, while the
proof for z # 0 follows using the same arguments. The statement is trivial for
D, = {0}, we focus on the case where j > 1. Let {,,n > 1, be a sequence
such that &, € D, for all n > 1, and limy, 00 dpr (§n,§) = 0 for some ¢ € D.
Our goal is to prove that £ € D;. Note that by Lemmalzf_ml above, for every
t € Disc(§)° U {1},

nl;rr;o En(t) = &(1). (4.7.13)

We first show that & has at most j discontinuity points. Assume that |Disc(£)| >
j + 1. Then there exists 0 <t; — <t 4 <- - <tjqy1,— <tjy1,4 < 1such that
ti,—, t; 4 € Disc(§)°U {1}, and |£(t;—) —&(ti4)] > 0, for all ¢ € {1,..., 5+ 1}.
By (4.7.13), there exists N’ such that |{n/(t;,—) — Env(tiq)] > 0 for all i €
{1,...,7 + 1}. This leads to the contradiction that |Disc({x/)| < j. Now let
t < t be two neighbouring discontinuity points of £. We claim that £ is constant
on (t,t). To see this, assume that the opposite statement holds. Then there
exists t1 < tj42 such that t < t; < tj4o < t and &£(t1) # &(tj12). W.lo.g.
we assume that (t1) < &(t;42). Since ¢ is continuous on (t,), there exists
i1 <tg <--- <tjyp such that

E(t1) <&(ta) <--- <&(tjpe)  with € = Z,E{lf’l}'%gﬂ}f(tiJrl)—f(ti)- (4.7.14)

On the other hand, for any € > 0, by (4.7.13) there exists N = N(e) such that
En(t;) € (&(t;) — €,&(t:) + €), forallie {1,...,5+2}. (4.7.15)
In view of (4.7.14) and (4.7.15)), by choosing ¢ < € we conclude that &y

has at least j + 1 discontinuity points, which leads to the contradiction that
|Disc(§n)| < j. Thus we conclude that £ is constant between any two neighbour-
ing discontinuity points. Similarly one can show that £(¢1) — £(t7) > 0 for every
t € Disc(§). O

Proof of Corollary[{.71. Note that D, =D, U{§ €D: £(0) >0, £ —£(0) €
D%, 1} In particular, DY, C DY.. Using Lemma Corollary is a
consequence of Lemma and Theorem 4.1 in [T05] O
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The following lemma is essential in the proving Proposition Recall X/,
was defined in (4.7.1]). Define
[nt]—1
1
Ry = {Ry(t),t €[0,1]},  where Ry () = — > X (4.7.16)

1=TN(n)

Lemma 4.7.5. Suppose that Assumptions[{.2.1 and [.2.9 hold. Moreover, let
By >0 and C4 as in Theorem be strictly positive. The following holds for
any 6 >0,v>0, and j > 0.

1. First we have that

P(X] € (D\DE; )77, Ru(1) > 0) = o((nP(X] > n))*),  asn — oo.

2. Moreover, we have that

P(R, € (D\Dg,)77) =o((nP(X]{ > n))?), asn— .

Proof of Proposition[{.7.1 To begin with, for € > 0, define
€5(n) = {N (n) < N(n) < N (n)}, (4.7.17)

where N7 (n) = |n/Ery — ne] and N (n) = [n/Er; + ne]. Using Cramér’s
theorem, it is easy to see that P(&5(n)°) decays exponentially to 0 as n — oc.
Defining A; = r; — r;_1, we have that

{dr (X, X)) > 20} C{3i < N(n) sit. Ay >nd} U{R,(1) > 6}. (4.7.18)
First we show that for any 7 >0, § > 0, and v > 0,
lim (nP(X] >n))/P(X] € (D\Déj_l)fv,dM{ (X, X!) >25) =0.

n—oo

By (4.7.18]) we have that
P(X;m € (D\Dzj—l)ivadM{ (Xnax;v,) 2 25)
<P(3i<N(n)st. A; >nd) + P(X, € (D\DE; )77, Ra(1) > 9)

=P(3i < N(n) s.t. A; > nd) + o((nP(X] > n))?), (4.7.19)
where in (4.7.19) we used Lemma[4.7.5] (1) above. It remains to analyze the first
term in (4.7.19)). Note that

P(3i < N(n) s.t. A; > nd)
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< P(Fi < N(n) s.t. A; > nd, €5(n)) + P(E5(n))

(3i < N(n) s.t. A; > nd, €5(n)) + o((nP(X] > n))?)
(i < |n/Er +nel s.t. A; >nd) + o((nP(X] > n))?)
|n/Ery 4+ ne|P(ry > nd) + o (nP(X] > n))?)

= o((nP(X] > n))’),

for any j > 0. Next we show that

lim (nP(X] > n)) /P(X, € (D\DY,; )77, dyy(Xn, X;,) > 26) = 0.

n—oo

In view of the estimation right above, it is sufficient to show that

lim (nP(X] > ) TP(X, € (D\DL; )7, X) € (D%, ), Ra(1) > 6) =

)
n— o0

for some p > 0. Note that
P(X, € (D\DE;_ )77, X}, € (DX, 1)y, Ru(1) > 9)
=P(X, € (D\Dg;_1)77, X, € € (DL, 1) N(D\DL;_5)™", Ra(1) 2 9)
+P(X, € (D\DE, )77, X, € € (D, 1)p N (DL, 5)p, Ru(l) >9)
<P(X), € D\DY; )" Ra(1) 2 0)
+P(X, € (D\D; )7, X, € (D, o))
=P(X, € (D\DL, )77, X}, € (DY, _,),) + o(n~7 7).

Thus, it remains to consider the first term in the last equation. Combining
Lemma (2) above with the fact that

P(X, € (D\Dé]’—l)iva X, € (Déj—Q)P) <P(R, € (D\Dél)ip)ﬂLo(”ij(ail))’
for p small enough, we conclude the proof. O

Proof of Lemma . Part 1): We start showing the first equivalence. Defining
X = {X ) t € [0,1]} by XL, ,(t) = 1/n NG X!, we have that
P(X;, € (D\D¥, )77, Ro(1) > 6)
TN(n)+1—1

<P(X,e@\DL )7, D Xi=nd €(n) | +P(E5(n)%)

i:rN(n)
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NZ(n)
= Y PX,eD\DY,_)77, Xhpys =1, N(n) = k)
k=N (n)
+o((nP(X] > n))"*)
NX(n)
= Z P(Xlgk,n € (D\Dij—l)_’y7 Xllf+1 Z TZ(S, N(n) = k)
k=N (n)
+o((nP(X] > n))"*)
NX(n)
< Y, P(XL,e@\DE, )77, Xipy 2 nd) +o((nP(X] 2 n)) ")
k=N (n)
NX(n)
= Z P(Xgpn € (D\@‘éjq)_’y)P (Xfg1 = nd) +o((nP(X] = )+
k=N (n)
NZ(n)
<P(X{2nd) Y P, eD\DL )7 +o((nP(X] > )P *)
k=NZ (n)

< 2enP(X] > nd)P(X], € (D\ DY, |)7%) + o((nP(X] > n))’™). (4.7.20)

Jj—1

It remains to consider the first term in (4.7.20)). Using Corollary we have
that

Tim (nP(X] > n))~UtD 2enP(X] > nd)P(X,, € (D\ DY, |)77/?) < ce,
(4.7.21)
for some ¢ > 0 independent of e. Part (1) is proved using (4.7.20) and (4.7.21),

together with letting € — 0.
Part 2): Note that

P (R, € (D\Dg,)™")

41
_p (Rn e (D\Dg,)™, TN+ 1 >p

n

n 1
+P (R, € @\De) ™, O <),

where the first term equals zero for sufficiently large p € (0,1). Hence, it is
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sufficient to consider the second term which is bounded by

"N(n +1 € € c
P (A’(; < p) <P (rnm <np) <P (rywm) < np, €(n)) + P (€5(n)°)
N |
P (3 A< np, €m) | +ol(nP(X] > n)))
i=1
N7 (n) |
<P S Ac<np| to@P(X] 2 m))

i=1

NZ(n)
AV P

Ne (n) = 1/Ery —¢ +o((nP(X] >n))?).

=1
(4.7.22)

Note that, for every p € (0,1) there exists a sufficiently small ¢ > 0 such that
p/(1/Er; —e€) < Er;. For this choice of ¢, the first term in (4.7.22]) decays
exponentially thanks to Cramér’s theorem. O

4.7.2 Proofs of Theorem 4.3.3

We consider the case where B; is a general random variable taking values in R.
The idea behind the proof of Theorem [£.3.3is similar to the one in the one-sided
case.

e In Corollary £.7.2] below we establish a sample-path large deviations result
for the aggregated process X, (see (4.7.1) above).

e In Proposition [.7.2 we show the asymptotic equivalence between the
aggregated process X/, and the original process X,,. In Lemma we
deal with the technical issues appearing in Proposition

e Part 1) of Theorem follows by combining Corollary with Propo-
sition Part 2) is a direct consequence of part 1).

Lemma 4.7.6. For all j > 0 and all z € R, the set DZ; is closed w.r.t. (D, dpy;).

Recall C% ) was defined in (4.3.9). Let C'y, C_ be as in Theorem m
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Corollary 4.7.2. Suppose that Assumptions and[{.2 4 hold. If CLC_ > 0,
then for any j > 1

nj(a—l)P(X;l €-)— (Erl)j Z (C+)I(C,)mCﬁm(-)»

(I,m)el—;

in M(D\ DY ;) as n — oo, where I—; = {(I,m) € Z3 : | + m = j}.

Proposition 4.7.2. Suppose that Assumptions[{.2.1] and[{.2.4 hold. If C1.C_ >
0, then the following hold for all j > 0:

1. First

lim n/"VP (X € D\ D)7, dyg (Xp, X},) > 6) = 0.

n—oo
2. Assume additionally that E|B1|™ < oo for every m € Z,.. Then

lim n?(*"VP(X, € D\DL,)™", dag (Xn, X)) > ) = 0.

n—oo

In particular, X,, is asymptotically equivalent to X! w.r.t. n== gnd
D%;-
We need the following lemma to prove Proposition [£.7.2] Set
1 Lrp41t]—1
Rpn(t)=— > Xi
Let Th(u) = T'(u) = inf{n > 0: | X,,| > u} and
Tiy1(u) = inf{n > T;(u): —sign(Xr, (u))X, > u}, i>1

Define X; ,, = {X;n(t),t € [0,1]} and X], = {X],,(¢),t € [0,1]} by

[nt|Ar;—1 ,

_ X!
> X, and X;n(t):ﬁl[n/m}(t). (4.7.23)

I=r;_1

1
respectively.

Lemma 4.7.7. Suppose that Assumptions and [{-2.9 hold. Moreover,
assume that E|B1|™ < oo for everym € Z. Let Cy, C_ be as in Theorem
such that C,C_ > 0.
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1. Foranyi>1,35>2,¢>0, and § > 0, there exists c1, ca and ny, ng
(independent of i) respectively such that

P(er (Xl n,X’ n) > 0) < clnf(zfﬁ)a, for all m > ngq,
and P(X;, € (]D)\D<<j)*6) < ¢con U9, for all n > ny.

2. Foranyj>1, X, is asymptotically equivalent to X!, w.r.t. n==1) gnd

m
]D)<<]

3. For anyi € {N_(n),...,NF(n)}, j>1,0 >0, and € > 0, there exists ¢
and ng (independent of i) such that

P(R; ., € (D\D<<j)75) < en~ U9 for all n > nyg.

Remark 4.5. Without the additional assumption E|B;|™ < oo for every m € Z,
one can still show that P(Ty(n”) < 1) = o(n™?), by following the arguments
as in the proof of Lemma [£.7.7} Hence, under Assumptions [£.2.1] and [£.2:2]
uniformly in 4,

lim n P(dM’(Xz 7L7X/ ) 5) =

n—oo

Proof of Proposition[{.7.9 To begin with, recall that, for € > 0
€5(n) = {N; (n) < N(n) < NS (n)},

where N (n) = n|1/Ery—¢| and N (n) = n|1/Ery+¢€|. Moreover, P((€5(n))°)
decays exponentially to 0 as n — oco. Let R, be as in (4.7.16)). Recalling
A; =r; —r;_1, we have that

{dMl’ (XTL?XT/’L) > 5} - {Eli < N(TL) s.t. dM’ (Xz naX/ > 6} U {”RnHoo > 5}

(4.7.24)

To see , we assume that the opposite statement holds. Given that

the event {dM/ (Xim, X],) < 6} takes place, there exist (u},v}) € I'(X; ) and

(ub,vd) € F/(X{,n) such that [|ul — ublloo V [ — vi|lee < & + 1. W.lo.g. we
assume that

{s:vi(s) =ri_1/n, ul(s) =0} N {s: vi(s) = ri_1/n, ub(s) = 0} #0, (4.7.25)

as well as
{s: vi(s) = raf/m, ul(s) = X}/n} 0 {s: vb(s) = ro/m, uh(s) = X}/n} # 0.
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We give here the reasoning for , where the second equation can be
obtained by following same arguments. Let s; € {s: vi(s) = r;_1/n, ui(s) =0}
and sy € {s: v4(s) = r;_1/n, ub(s) = 0}. When s; = sy, we are done. We
assume s; < Sg, otherwise one can change the role of s; and ss. Define a new
parametric representation (uj, v5) € I''(X7] ) by

vi(s), for s €[0,s1], 0, for s € [0, s1],
U5(s) = { vi(s1), for s € (s1,s9), a5(s) =40, for s € (s1, $2),
va(s), for s € [s2,1], us(s), for s € [sq,1].

It is easy to check that indeed (%, v5) is a parametric representation of I (X ).
Moreover, |[u} — o = |4} — w0 < &+ 1,

[v(s) = 5 (s)] = [vi(s) — vi(s1)] < vils2) = vis1) = vi(s2) — v(s2) <O+,

for s € (s1, s2), and hence, ||vi —v}||oo < d+n. In view of the construction above,
we can replace vy by v3, so that (4.7.25) holds. For the similar reasoning, on

the event {||Ry [ < 6} € {das(Rn,0) < 6}, there exist (uiV(n)+17U{V(n)+1) c
I"(R,) and (u, N+ N(n)H) € I'7(0) such that

N(n)+1 ’uéV(n)Jrl

||’LL1 N(TL o ’U n)+1

oo V flva oo <0+,
and the intersection of
N(n)+1 n)+1
{s: 07 M (8) = vy /n, uy P (s) = 0}

and N(n)+1 +1
{s5: 05 () = rygmy/n, up T (s) = 0}

is an empty set. Now, we pick sL =0, sf(n) =1,
s} € {s:0i(s) = ri/n, wi(s) = Xi/n} N {s: vy(s) = ri/n, uj(s) = Xi/n},
forie {1,...,N(n)}, and
st e {s:vi(s) =ri/n, ul(s) = 0} N {s: vi(s) = r;/n, ub(s) = 0},

for i € {2,...,N(n) + 1}. W.lo.g. we assume that s = s  otherwise
one can apply a strictly increasing, continuous bijection from [0,1] to itself
to the corresponding parametric representation, which preserves the uniform
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distance between parametric representations. Finally, we define parametric

representations (u1,v1) € I'(X,,) and (uz,ve) € IV(X)) by vi(s) = v!(s), and

ui(s) = ul (s) + Ei;ll X;., for s € [s{,si], je{l,...,N(n)+1}, and 7 € {1, 2}.

It is easy to check that ||u; —uz||eo V ||U1 — v2]|ee < 641, and hence, d(X,, X)) <

lur — uzlloo V |lv1 — v2|lco < & + 1. Letting 7 — 0 leads to the contradiction of
Part 1): For v > 0 and j > 1, define

DL; ={¢ € D: [Discy ()] = j},  Discy (&) = {t € Disc(§): [£(t) = £(7)| > 7}

(4.7.26)
Note that (cf. the proof of Lemma 2 in [29]), for any L > 0, there exists a
¥ = ¥(v, L) > 0 sufficiently small such that

P(X, € (D\D/;)" N (DL;)%) = o(n™"). (4.7.27)
Thus, it suffices to show that for any 5 > 1 and any § > 0

lim n/*"VP(X] € DL, dyy(Xn, X)) > 26) = 0.

n—00

By (4.7.24)) we have that
P(lez € D;ja dJW{ (XnaXrlL) Z 25)
< P(X;, € D1}, 3i < N(n) s.t. dar(Xin, X ) 2 0)
+P(X; € DL, Rl > 9)
= (IV.1) + (IV.2),

where
(IV.1) = P(X], € D1, €5(n), 3i < N(n) s.t. dpyy (Xin, X ,,) > 0)
+ o(n=9@=1),

For p € Zy, let P(E,p) denote the set of all p-permutations of a discrete set E.
Using Lemma[4.7.7] (1) and the fact that the blocks {X,. X} i > 1 are
mutually independent, we obtain that

1—17"

P(X, € D1, €(n), 3i < N(n) s.t.dpg (Xim, X ,,) > 0)
<P3(ir,...,i5) € P{1,...,NF(n)},j) st.
dary (Xiy s Xi, ) 26, | X[ | > 07,52 < p <)

21,M
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DP(dary (Xiy i, X, ) 2 OP(X] | = n9) 7!

( 11,N

=0(n
= O(nj)o(n—a)o(n—(J Da @) = O(H—j(a—l))7

where P(dy (Xi, n, X[, ,,) > 0) is of order o(n™*) thanks to Remark Re-

21,1

calling XL, ={1/n SINMBA™ X7t € [0,1]}, we have that

TN(n)+1—1

(AV2) <P (X, eDl, > [Xi]>nd €n) ]| +P(&(n))

I=TN (n)
NF(n) TN(n)+1—1
= Z P )_(:LGD;J., Z | X;| > nd, N(n) =m
m=NZ (n) 1=TN(n)

+ O(Tl_j(a_l))

NF(n) Tmt1—1
< Z p (X/gm,n € D;j, Z | X;| > n5> JrO(nij(afl))

m=Nc (n) i=rm
ri—1 NF(n) B i A
=P <Z | Xi| > n5> Z P(X%m’n c D;j) + O(nﬂ(a—l))
i=0

m=NZ (n)

IN

ri-l NZ ()
p <Z | X > né) > P(X] €DL)) +o(n7iD)

=0 m=N¢ (n)

ri—1
<P <Z | Xi| > n5> 2enP (X)) € DL+ o(n~i(e=1)
i=0

= 2enO(n~*)O(n~77V) = o(n~7(*71),

where P(327" | X,| > né) is of order O(n=*) due to Remark
Part 2): In view of part (1), it is sufficient to show that
P(X, € (D\D%,)7, X, € (Y;),3) = o(n 771,

for some p > 0. Noting X, (t) = (1/n) 3;"o (L] AT em) =1 for ¢t € [0,1], we have
that

{Xn € (D\DL,)™, X, € (D)3}
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C {X} € (D;)p/s, Xn € (D\DE,)PIU{X, € D\ D)7, X, € (D)o}
c{X, € (Dﬁ@)p/i% X, € (D\D«y) "}

u{X, e(]D)\ID)<<J) v X, e(]D)<<] et

U{X, € (D\DL )", X, e([D)‘%j) (D\]D)<<J D2

Iterating this procedure j + k times, we obtain that

{Xn € (D\DL )77, X, € (D,),/3}
C {X;, € (D)3 Xn € (D\ D) "}U{X, € (D\DL,) 7", X € (D)}
Jj+k—1
U (J {Xne@\DY)™, Xp e Dy ), N(D\DYL, )7} (4.7.28)

=1

<7

Now, note that

{X5, € (DY) p/3) Xn € (D\ DY)}

C (K0 € (D\ D)7, dasy (X1, %) > p/3). (4.7.29)
Moreover, for p > 0 sufficiently small, we have that
(Ko € @\DL) 7, K € (D)} C (Ru€ (D\Dyy) "), (47.30)
and that
{X € (]D)\]D<<j) ’Y? XTL € (]D)l%j+1 7,) (]D\D<<g z)_p}
C {X, € (D\DL,_) ™, Ro € (D\ D)™}, (4.7.31)

forallie {1,...,j+k—1}. In view of (4.7.28)—(4.7.31]), we have that

P(X, € (D\DY;)7", X;, € (D;)p/3)
<P(X, € (D\ D))" dagy (X}, Xn) = p/3) + P(R, € (D\ D) ™")
j+k—1
+ Z (Xn € D\DL, )7 Ry e (D\Dg,)™"), (4.7.32)

where the first term in the previous inequality is of order o(n™7 (afl)) due to

Lemma (2) above. Turning to estimating the summation in (4.7.32)), we
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define R, ,, = {R,»(t),t € [0,1]} by

1 lrp1t]—1
Ryn(t) = — > X
=Ty

Using the facts that Ry(n),(t) = Ru(rym)+1t/n) and ryey41/n > 1 as., we
have that

Ry, € (D\D<<z)_p = RN(n),n € (]D)\D<<i)—/)/2. (4733)
Define X = {Xepn(t),t € [0,1]} by Xepa(t) = (1/n) g7 x,.
In view of (4.7.33]), we have that

P(X, € (D\DY,_ )", Rn € (D\Dg,)™")
<P(X, € (D\D%,_,)™", Rnmyn € (D \Dg,)™"?)
<P(X, € (D\DY, )", Rymym € (D\Dg,) "2, €(n)) + P(€5(n)°)

NX(n)
= Y P(X,€(D\DL, ), Rnpn € (D\De)) "2, N(n) = p)
p=Nc (n)
+ o(n7(@=1)
NF(n)
= Y P(Xgne@\DL; )" Ryn € (D\ D)% N(n) = p)
p=N¢ (n)
+o(n~ j(a— 1))
NX(n)
< Z P X<pn € (D\D«g z)_p)P(Rp,n € (D\D<<i)_p/2) + O(n_j(a_l))
p=Nc (n)

NS (n)
SP(Xae @\DL, )" 3 P(Bypn e (B\De) ) + ofni@D)
p=Nc (n)
= O(n~ U920 (== 1)) 4 o(n 7@~ 1),
where in the final step we use Lemma (2)—(3). Letting e — 0, we prove that
the summation in ([£.7.32)) is of order o(n=7(>~ 1)) Similarly, it can be shown
that P(R, € (D\D;) "), and hence, P(X,, € D\DL,)™, X! € € (D) p/3)
are of order o(n=7(@=1), O
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Proof of Lemma[{.7.7 Let D* denote the set of all step functions in D. Let D*T
denote the set of all non-decreasing step functions in . Define the mapping
UT: D — D*" by ¢ = UT(¢) and

Ct)=inf{¢’(t) eR: ' e D> ¢’ > ¢},  forallte0,1]. (4.7.34)
Basically, UT(¢) is the least possible nondecreasing step function such that

i(e) > €. -
Part 1): First we show that P(dyy (X0, X/ ,,) > 6) < P(Ta(nf) < 1) +

o(n=2=9%) for any § € (0,1). To begin with, setting 4 = (1 — 3)/2 we have
that

P(dag (Xin, X[ ) = 6) < P(dagy (Xin, X[ ) =6, m — rimg <n™)
+P(r; —ri1 > nﬁ")
= P(dy (Xin, X[ ) > 6, 1 — rimy < n0)
+ o(n= (279,

Hence, it is sufficient to show that
P(d]y[{ (Xi,na le,n) > 5, Ty —Ti—1 < 77/80) < P(TQ(TLB) < 7"1). (4735)
Note that dpg (X, X/,,) > 6 implies || X;, — X, [loo > d, and hence,

k—1 k—1

1 1
55}62215)\” Ej§lXj §st£1£) Ej:TZFlXj .
It is sufficient to show that
1I€_1X<>(5d Xin, X)) > 08,1 —ri_q <nfo

is a subset of {Ty(n®) < r1}. We distinguish between the cases
k—1
L. supp<,, = e X5 20,

. k-1
2. infr<,, %Zj:,.Fl X; < -9,
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and focus on 1), since 2) can be dealt with by replacing X; by —X;. Note that

k—1
sup Z Xj>0n, ry—ri—1 < no
k<r;An .
J=ri-1
implies the existence of k1 € {r;_1,...,r; — 1} such that X, > nt=Po > nb.

Now, suppose that Xj > —n” for all k € {r;_1,...,7; — 1}. Then the following
statements must hold.

(i) For n sufficiently large, we have

sup UT(X; ) (t) — sup X[, (t) <n~(r —rioq)nf <nfHPo=l < /3
t€[0,1] tefo,1]

and hence,

sup X[, (t)> sup UT(X;,)(t) —6/3>2/356 > 0.
tefo,1] tefo,1]

Moreover, both ¥T(X; ,) € D*T and )_(Z-”n € D*" are nonnegative functions
in . Combining these with r; —r;_1 < nﬁo, we have that, for sufficiently
large n,

dM{ (\IJT(Xi,n)a Xz,,n)

< { sup UT(X;,)(t) — sup X’{n(t)} V(r; —riz1)/n < /3.
te[0,1] teo,1]

(ii) For n sufficiently large,
dM{ (lI]T(X'L,n)a Xz,n) < ||\I}T<Xz,n) - X’L,TLHOO
< n_l(ri - ri,l)nﬁ < pftho—l < d/3.
In view of (i) and (ii), we have that
% X! (X X, ). X!
dMl’ (Xz,ny X»L)n) S dM{ (Xz,na v (Xz,n)) + dM{ (\II (Xz,n)v Xi7n) S 25/35
which leads to the contradiction of dys (X, X/ ,,) > 8. Hence, we prove (4.7.35)).

Next we show that P(X;, € (D\ D)%) = P(Tx(nf) < r1) + o(n~(F=9)e)
for any 5 € (0,1). First we claim that

A, Dgy) >0 =
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E'(to,...,tk) st. 0<tg <ty < --- <t <1, |£(tz)—£(t1,1)| > 5, i=1,..., k.
(4.7.36)

To see this, assume that the opposite holds. Set sqg = 0 and

s; = sup{t € (si—1,1]: [£(t) — &(si-1)| < 6},

fori=1,...,k Define ¢ € D by ((t) = &(s;) for s; <t < s;41. Due to the
assumption, we have ¢ € D, d(§,¢) < 0, and hence, d(§,D ) < 0. This leads
to the contradiction of d(¢,D ;) > 6. Thus, we proved (4.7.36). Using the fact
that P(r; > nd/2) decays exponentially, we are able to restrict ourselves to the
case where r; < nd/2. Let (to,...,t) be as in the r.h.s. of (£.7.36). Using the
fact that, under the M; topology, jumps with the same sign “merge” into one
jump in case they are “close”, we conclude that sign(£(¢;))sign(&(¢;—1)) = —1 for
i €{1,...,k}. Combining this with the fact that P(r; > n(!=#)) = o(n=(k=9))
we obtain that

P(Xin € (D\Dey) ™)

=P(X;n € (D\Dyy) %, m1 <nA) 4+ P(ry > n(177)

= P(Ti(n?) < 1) + o(n~F=9)) (4.7.37)
for any g8 € (0,1).

Now, it remains to show that P(Ty(u?) < r1) = O(u=F=9%) as u — co. We
prove this by induction in k. For the base case we need to show P(Ty(n?) <
r1) = O(n~(279%). Recalling Kj(u) = inf{n > T(u’): |X,| < u}, we have
that

P(T3(u”) < r1) = P(Ta(u”) < KJ(u)) + P(T1(u”) < K} (u) < To(u”) < 11)
=P(T(u”) < K}(u)) + O(u=P=1), (4.7.38)
where P(Ty (v”) < K} (u) < Ta(v”) < r1) = O(u™#=7) can be deduced by

following the arguments as in the proof of Prop081t10n 6.1l Applying the dual
change of measure 2 over the time interval [0, T} (u”)], we obtain that

uCPNOP(Ty(u’) < K (u))
=y ep? { S 1 sy <ry PZ (To(u?) < K3 (u) |~7:T(uﬁ))]

X1(us)

=B | Lipaey<rnu® 7 P?(Ta(u®) < K} () | Frm)

uﬁ ZT(uﬁ)

(4.7.39)

143



4.7. PROOFS OF SECTIONS 4.3.ZAND 4.3.3

Recalling €;(u) = {|By| < u”,V1 <n < Kj(u)}, we have that, for [v] > 1

P@(Tg(uﬁ) < Kg(u) | XT(uﬁ) = ’UUB)

< P@(‘Bn| < U’YWIT(Uﬁ) <n <ry, TQ(Uﬁ) < Kg(u) |XT(u[3) = Uu’B)
+PZ(3T(W?) <n <7y st |By| >u | Xrwsy = vu?)

= P((¢5(w)°| Xo = vu?) = o(u= P71y, (4.7.40)

where the tail estimate in (4.7.40|) is obtained by following the arguments in the
proof of Lemma [4.6.6| and taking advantage of the additional assumption that

E|B1|™ < oo for every m € Z,. Plugging (4.7.40)) into (4.7.39) and using the

dominated convergence theorem, we obtain that
uPPNOP(Ty(u?) < KJ(u)) = o(1). (4.7.41)
In view of (4.7.35)), (4.7.38)), and (4.7.41)),
P(Ty(n?) < 1) = O(n~ =) = O(n=(-92)

by choosing 8 =1 —€/3 and v = €¢/3. Turning to the inductive step, suppose
that P(Ty(u’) < r1) = O(u==9?). Note that

P(Thy1(v?) < 1)
= P(T(u”) < Kj(u) < Tiy1(uP) < 1) + P(Thpa (vf) < Kj(u)),
where for the first term in the previous sum we have that
P (T, (u”) < Kj(u) < Trs1(u?) < 1)
< P(Ti(u?) < r)P(T(uP) < r1|Xo = u?)
— @(u—(k—E’)a)@(u—(ﬁ—v)a) = Oy~ kH1-9a),

for suitable choice of 3 and 7. Hence, it remains to bound P(T}41(uv”) < Kj(u)).
Applying the dual change of measure 2 over the time interval [0, 71 (u?)], we
obtain that

(4.7.42)

u((k“)ﬁ*”o‘P(TkH(uﬁ) < Kg(u))

_ Xr(us
=E7 | Loy <r ™ P? (Th 1 (uf) < KJ(u) | Freas)) ol

UBZT(UL%)
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Moreover, we have that, for |v| > 1,

P7(Tii1(u’) < KJ(u) | Xp(ue) = vu?)

<PZ@ET(WP) <ny <<y <71 8.t |Bp,| >u, Vi < k| Xpe) = vuP)
=P(E0<n; <---<np <7 8.t |By,|>u, Vi <k|Xo=vu’)
=PE0<n; < - <myp <rp st By >u, Vi<k)

= o(u~*A=ma), (4.7.43)

where the tail estimate in (4.7.43]) is obtained by following the arguments in
the proof of Lemma [4.6.6| and taking advantage of the additional assumption

that E|B;|™ < oo for every m € Z,. Combining (4.7.42)) and (4.7.43)) with the
fact that |Xr(,s)/u’| < 1 we obtain that P(Tj41(u”) < K3 (u)), and hence,

P(Tyy1(uP) < 1) are of order O(u~(FH1=e)a),
Part 2): By a similar reasoning as in proving part (1) of Proposition

we have that
P(X/ (D\D<<J) ‘Ya dM{(X;L;Xn) > 6)
< P(X;L € 'D;j, Ji < N(n) s.t. er (AX'z mX/ n) > 0)+ O(H—j(a—l))
— O(nfj(afl)),

where D’Y . is defined as in It remains to show that, for any j > 1,
v >0, and 0 > 0, there ex1sts some p > 0 so that

P(X, € (DADL)™", X5, € (D;),r dg (X!, X,) > 8) = o(n~9@=1),

as n — oo. Recall, for v > 0 and j > 1, DL, = {{ € D: [Disc,(¢)

where Disc, (§) = {t € Disc(§): [£(t) — &£(t7)| > v} Defining DZ; =
D: |Disc,(§)| = j} for j € Z and p > 0, we have that

> j}
{¢ €

P(X, € (D\DL,)77, X, € (D)), dary (X7, X)) > 6)
<P(X, DY, day(X], X )>5)

+P(X, € (D\DY,)™ € (DL;_))°)
<P(X’6D’;Oj 1 dar (X7, )>5)

Jj—1
+) P(X, e (D\DL)™", X, €D, )

=1
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=P(X;, € DL, dar (X}, X)) > 6) + Y P(E;(i)). (4.7.44)

Note that

—~

P(X], € DY, dugy (X, X) > 0)
<P(X), €DL_, 3i < N(n) sit. dygy (Xin, X7 ,,) > 6) + o(n™7*7V)
=P(X/ € € DY 1, €(n), 37 < N(n)s.t. duy (Xin, X[ ) > 6) + o(n~7@=1)
< P(3(ig,-,ij-2) € P({1,.... NI (n)},§ — 1) s.t.

dMI’(X’Lo,TL?X/ ) >63 |Xz/p| ZnPO)VlgpS]_Q)

0,N

= O~ tn~Cmdap=G=Day 4 o(p=ie=D)y = o(p i@ D), (4.7.45)

where in (£.7.45)) we use Lemma [£.7.7] (1) together with the fact that the blocks
{Xy, 1y, Xr, }, @ > 1, are mutually independent, and the final equivalence is
obtained by setting € < 1/a. In view of the above computation, it remains to

analyze P(E;(k)), k € {1,...,j — 1} as in (4.7.44).
Let I* = {i < N(n): day (Xin, X{,) > p1}. Note that
P(X, e (D\D,)™7, X, € €D 4 )
=P(X, € (D\DL,)™", X, €D, o, I > (k+2)A(j — k—2)
+P(X, € (D\DL,) ™, XL €D, 1< |1 < (k+2)A(i—k—2))
+P(X, € (D\D2,) 77, X, € D™, _,, |I*] =0)
=(V.1) +(V.2) + (V.3).

Suppose that k < j/2 — 2, where the case k > j/2 — 2 can be dealt with similarly.
Note that

(V1) SP(X, €Dy o, [I'] 2 k+2, €(n)) +o(n™77Y)
<P3(i1,. .. ij—k—2) € PH{1,...,NF(n)},j —k—2) st
Ay (Xiym, X; ) 2 p V1 <p<k+2,
| X | > npo,Vk+3<q<j—Fk-2)
+ o(n_j(o‘_l))
— (f)(njfkf2 ~(k+2)@2may =(1=2k—d)ay 4 ,(p=ila1))

=0(n~ (a—1) —(k+2)+(k+2)ea) + O(n—j(a—l)) — O(H—j(a—l))7
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if € < 1/a. Moreover, we have that (V.3) = o(n=7(@=1) for p, sufficiently small.
Let I' = {i < N(n): X;,, > po}. Turning to bounding (V.2) we have that

(V2) =P(X, € D\DL,)7, X, €D _, ,, 1< |I*[<k+1)
k+1 k1
=Y Y P(X,eD\DL,)", X, €D, ,,
k1=1k2=0

|I*| = kq, [I' N IF| = ko, €5(n))
+o(n7ie71),

Defining J = {(l},..., 1}, ): 17(14,..., 1) < k + 2+ ko}, it is now sufficient to
consider

P(X, € (D\D T X! € Dﬂoj oo [T = k1, [I'NI*| = ko, €5(n))

<i)”
< P(El(zh . ,ij,k,Q,kﬁ,kl) S P({]., C.. ,N:‘(n)},] —k—2—ko+ kl) s.t
- - ki —P2
(Xil,’n;"'aX’ikl,n) S < U HDlip) )
(ll,...,lkl)EJpzl

|X£q|an)o,vh-i-lSQSj—k—Q—k2+k1>

+P<X € (D\DL )7, X, € D2, o, [I*| = ku, [I' N I*| = ko, €5(n),
ity s ijk—2-kotk) € P({1, +( )b —k—=2—ky+ k1)

s.t. (Xil.,nw--»Xikl,n) € ( U H Ip)

(1,00 5lpey )T P=1
|1 X, ZHPO;Vk1+1§QSjk2k2+k1>
= (V.2.a) + (V.2.b).
Since 0 < ky < k1 < k + 1 we have that

(V.2.a) < O(njfl)O(nf(kJrZJer7k16)a)0(n7(j7k727k‘2)a)
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_O( —j(a—1) kléa 1) O(n—j(a—l))7

for 6 < 1/((k + 1)a). It remains to show that (V.2.b) = o(n=7(®~1). To see
this, for € > 0 there exists

k1
GG e U 1D, (4.7.46)
(L1l )ET P=1

such that d()_(ip’n, Gi,) < p2 + ¢ for all 1 <p < ki. Hence, we have that

d| X, X, — > n Zg <1V (p2 +e). (4.7.47)

ieI'm{ih...,ikl}

For any ¢ > 0, define ®.: D — D by

D(6)(t) = > (Es)—&(s7)), fortelo,1], (4.7.48)

sefo,t)nDisc(¢,¢)
where Disc(, ¢){t € Disc(§): £(t) — () > ¢}. Now we claim that
||XT/’L - (I)/)o (X’:L) - ld”oo > p3- (4749)

To see this, suppose || ®,,(X},) — 4 id|s < p3. Hence,

k k
d| X, - Z X;,n+i@p,u~id+i%+ Z X,

1€l N{i1, ik, } p=1 p=1 1€ \{i1,0-yikq }
=Y Xl ueid|| =X = @ (X)) — p-id]lee S ps. (4.7.50)
ier’ o

In view of (4.7.47) and (4.7.50) we obtain that

k1
d| Xop-id+Y G+ D>, X | <piVipa+e)+ps,
p=1 €I \{i1,0siky }

where

poid+d G+ > X[, eDl,

p=1 PEL\{i1,0e0s0ky }
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due to (4.7.46)). This leads to the contradiction of X, € (D\D* '«;)~" by choosing
p1, p2 and p3 small enough. In view of (4.7.49) we have that

(vzb><P< {sem §(t) — sup | @y (€)(1) — pt

= O(n_j(a_l))7

by choosing pg and p3 such that p3/po ¢ Z and [p3/po| > j.
Part 3): Since

P(rig1 —ri >70) <P(rig1 —ri > (n—€)8) +P(r; >n—¢€),

P(riy1—7; > r;8) decays exponentially, for i € {N(n),..., N (n)}. Combining
this with (4.7.36)), we are able to utilize the argument as in (4.7.37) and obtain
that

P(Ri € (D\Dej)~") = P(T3(n") < r1) +o(n= U=

for any 8 € (0,1). Since P(T};(u?) < r1) = O(u=U=9)) for a suitable choice of
5, the proof is completed. O

4.8 Proofs of Section [4.3.4]

Proof of Theorem . First we generalize the preliminaries in Section (4.2] - to
the current setting Note that, thanks to Assumption [ Result [4.2.7] and
Lemma can be extended to the current setting. By @ it is not difﬁcult

to see that Lemma (1) holds for X,, as in (4.3.11]). We want to show that

Zn 225 Z as n — oo. For n > m we have

=Ty =€ f(Xp_1) —e 9 X,, < e -1X, 4+ Bue o —e ImX,,

n n
< €_Sme + Z Fje_sj — e_Sme = Z Pje_sf,
j=m+1

Jj=m+1

and similarly
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Thus we have that

n

|Zn = Zm| <> (IBy| V [Bjl)e .
Jj=m+1

Using the fact that S, has a positive drift under the a-shifted measure and
E|B|* + E|B|* < oo, we conclude that |Z, — Z,,| =2 0 as n, m — oo. This
implies that Z,, ==+ Z for some real-valued random variable Z.

To show Theorem we need to extend the results in Section This
can be achieved by using Assumption especially by utilizing the facts that
X,, is monotone in its initial state and is bounded from both below and above
by two AR(1) processes. O

Proof of Theorems[{.3.5 and [{.5.6. The proofs are omitted since they are almost
identical to the proofs of Theorems and O
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Chapter 5

Importance sampling of
iterated functions

5.1 Introduction

We consider an R-valued Markov chain {Z,},,cn defined by
Zn+1 - \Iln+1(Z7z)7 (511)

where {U, } ,en is a sequence of independent and identically distributed (i.i.d.)
positive random Lipschitz functions (see below); Zy € R is independent
of the sequence {¥,, },en. Under mild conditions (see Assumption below),
the stationary solution to has the same distribution as the almost sure
limit Z of the sequence {¥; 0.0 W, (Zy)}nen (for details see [50]). We assume
that ¥, is such that ¥y o---0 ¥, (Zy) is increasing in n. This chapter develops
efficient simulation methods for estimating the tail probability of Z, i.e. we
are interested in computing P(Z > z) = P(T(z) < o) for large z, where
T(z)=inf{n>0: Uy0---0W,(Zy) >z}

There are two examples that are of particular interest in this setting. The
first example is the so-called stochastic perpetuity. More precisely, consider the
random difference equation, where ¥, (2) = A,z + B,. The recursion (5.1.1))
can be written as

Zn+1 = An+1Zn + Bn+1, (512)
where {(An, Bp) }n>0 is a sequence of i.i.d. R-valued random vectors, indepen-
dent of the initial random variable Z;. Moreover, noting T(z) = inf{n >
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0: Y p_o Brr1e5* > z}, the objective here is to estimate P(Z > ), for which
we have the identity P(Z > z) = P(T'(z) < o) in case B,, is positive. Perpe-
tuities occur in the context of ruin problems with investments, in the study of
financial time series such as ARCH-type processes (see e.g. [54]), in tail asymp-
totics for exponential functionals of Lévy processes (see e.g. [88]), etc. Although
some particular cases exist that allow for an explicit analysis (see e.g. [116]),
it is hard to come up with exact results for the distribution of Z in general.
Thus, Monte Carlo simulation arises as a natural approach to deal with the
analysis of stochastic perpetuities, including the large deviations regime where x
in P(Z > x) is large, which is the focus of this chapter.

Another example of is the Lindley recursion that describes the waiting
time of a customer in a single-server queue. More precisely, we consider
with U,,(2) = max{0, z + X, }, where X,,, n € N, is a sequence of i.i.d. R-valued
random variables. It is well known (see e.g. [61]) that the stationary solution
of the Markov chain Z, 11 = max{0, Z,, + X,,+1}, n € N, has as representation
of the all-time supremum of a random walk, denoted by sup,,~q S, where
S, = 2?21 X;. A similar connection holds of course between e» and eZn+!
in this context. The exponentiated form of the Lindley recursion is actually
more suitable for our purposes: by developing a connection between iterated
random functions (perpetuities) and the supremum of a random walk, we utilize
rare-event simulation techniques for estimating P(sup,,~o Sn > ) to construct
efficient simulation algorithms for estimating the tail probability of the stationary
solutions to and , in a heavy-tailed setup.

Before we give a more precise description of our results, we first mention
some related work. In the more general context of iterated random functions,
the tail behavior of Z has been studied, for example, in [66], where sufficient
conditions of ¥,, are given for which P(Z > x) behaves like a power law. A more
recent study in this direction is [03]. The main result of [50], which is the most
related one to the chapter, states that the tail of Z is slowly varying under the
same setting as this chapter (see Assumptions and Assumptions
below). The result in [50] is an extension of a classical result on the supremum
of random walks by [98] and [115].

Turning to the special case of stochastic perpetuities, sufficient conditions for
P(Z > z) to decay at an exponential rate have been established in [67], where
it is assumed that |A;| is bounded by 1, and the moment generating function
of B; exists in a neighborhood of the origin. On the other hand, [81] and later
on [66] assumed that E[A;|* =1 and E|B1|* < oo for some o > 0, and proved
that Z has a power law with exponent a.. Moreover, the result of [69], which

152



CHAPTER 5. IMPORTANCE SAMPLING OF ITERATED FUNCTIONS

was generalized by [68], states that the tail of Z is regularly varying of some
index, say —a, if By is regularly varying of the same index —a and EA{ < 1.
For a more extensive overview of the literature on this topic see e.g. [26] and
references therein.

A study on rare-event simulation that is of primary interest to us is [16],
where the authors designed an algorithm for estimating the tail probability of
the all-time supremum of heavy-tailed random walks. A major contribution of
this chapter is that the algorithm of [I6] is extended to the more general setting
of [50]. Another study on rare-event simulation for perpetuities and iterated
random functions is [7], in which deterministic interest rates are considered. In
[23], the authors estimate the tail probability of perpetuities with deterministic
premiums (B,,). Later, [20] develops simulation algorithms for perpetuities in
the setting where both the discounting factor and premiums are driven by a
Markov chain. Furthermore, [34] provides simulation estimators for the tail
distribution of Z as in with ¥,,(2) = A, max{z, D,,} + B,.

The contributions of this chapter are the following. For stochastic perpetuities,
we propose a strongly efficient simulation algorithm for estimating P(Z > z).
For this, we need to make several assumptions (see Assumptions below).
We illustrate the generality of these assumptions by giving examples as well as
sufficient conditions in Remarks below. We construct an upper bounding
random walk for the stochastic perpetuity, which leads to an asymptotic result
for the tail probability of Z under a heavy-tailed assumption on log max{A;, B }.
Note that Z is defined over an infinite horizon, and hence, requires an infinite
amount of computational effort for generating each sample when using a crude
Monte Carlo sampling approach. A natural approach to address such an issue
is to work with approximations by finite-time truncation. We study the bias
introduced by such approximations and show that our estimator has a vanishing
relative bias as * — oo. By making a slightly stronger, but not restrictive
assumption (see Assumption below), we are able to identify the rate at
which the bias decays w.r.t. the truncation time. Applying the bias elimination
technique studied in [I06], we then propose strongly efficient and unbiased
estimators for P(Z > x). We finally extend these results to the more general
setting as in . In Section we make a couple of extra assumptions
(see Assumptions BO below) on ¥,,. Our setting is almost identical to the
ones in [66], [37], and [50]. In Remark [5.9] below, we give examples that satisfy
our assumptions.

The most important idea behind our results is the following. We connect our
class of iterated random function to the supremum of a random walk. To illustrate
this idea consider with B, = 1. We now connect the stochastic perpetuity
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with the supremum of random walk by observing that, for v € (0, —ES)

. 1
7= Z exp{ Sy, + ny}exp(—nvy) < exp {r}llg())( (Sn + n’y)} ppp— (5.1.3)

5
n=0

where S, = > ;log A;. The upper bounding random walk constructed in
(5.1.3) allows us to construct a coupling and leverage the importance sampling
algorithm designed in [I6]. It turns out that we can extend this idea to the
general setting of by constructing a slightly more involved upper bounding
random walk. Note that our extension of leads to a shorter proof of the
asymptotic upper bound given in [50] which we believe to be of independent
interest.

The rest of the chapter is organized as follows. Section deals with basic
background information and notation required to state our contributions. Our
main results are stated in Section [5.3] where we start with the case of stochastic
perpetuity and then extend all results to the iterated function setting. Numerical
results are presented in Section All proofs can be found in Section [5.5

5.2 Notations and preliminary results

In this section we will start first with a list of notations that will be employed in
this chapter, then we will recall some preliminary results from the literature.

For (z,y) € R2, let x Ay £ min{z,y} and = V y £ max{x,y}. For z € R, let
2T = 2V 0 denote the positive part of x and let log™ z = 0V logz = log (z V 1).
Let ¢ € RU {£o0}, let f(z) and g(x) be non-negative real-valued functions.
We write f(z) ~ g(z), f(z) = o(g(z)), and f(z) = O(g(z)), as z — ¢, if
lim, . f(x)/g9(x) = 1, lim,—. f(z)/g(xz) = 0, and limsup,_,, f(x)/g(z) < oo,
respectively.

To describe the efficiency of a rare-event simulation algorithm, we adopt a
widely applied criterion (for a discussion of efficiency in rare-event simulation,
see e.g. [B]). Suppose that we are interested in a sequence of rare events () that
become more rare as x — co. Let L(z) be an unbiased estimator of the rare-event
probability P(£(z)). L(x) is said to be strongly efficient if EL(z)* = O(P(E(xz))?)
as x — 00. In particular, strong efficiency implies that the number of simulation
runs required to estimate the target probability to a given relative accuracy is
bounded w.r.t. .

As we have mentioned in the introduction, a state-dependent importance
sampling scheme will be used in this chapter. We recall the following result that
will be very useful in validating our new estimator.
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Result 5.2.1. [65] Section 3.9] Let Y,,,n € N, be a sequence of random variables
on the probability space (Q, F,P). Let M,,n € N, be a non-negative martingale
that is adapted to Y, for which EMy = 1. Let ' be a stopping time adapted
to Y,. Define a sequence of probability measures as P,(A") = ElaM,, for
A€ F, £ o(Y1,...,Y,). Then there exists a probability measure P, such
that P(A") = P,(4A), for A" € F, and n € N. Furthermore, we have that
El{rco} = Eljrcoo) My

Next, we recall a simulation algorithm proposed in [16], where the authors
develop an efficient state-dependent importance sampling strategy for estimating
the tail probability of a random walk crossing a certain level. Before we go
through the details of the simulation algorithm, we introduce the following
definition.

Definition 5.2.1. Let Y be a random variable on R. Let the integrated tail of
Y, as a function of =, be defined by

x»—)l/\/ P(Y > t)dt.

We say that Y is long tailed, if for every ¢ € R, we have that
PY>t+c)~P(Y >t), ast— oo.
We say that Y is subexponential, if

P(Y] +Y3 >t)~ 2PVt > 1), ast— oo,

where Y(;) and Y(,) are independent copies of Y. Moreover, we say that Y is
strongly subexponential, or Y belongs to the class S*, if

¢
2EYTP(Y > 1) ~ / PY >t—s)P(Y > s)ds, ast— cc.
0

Remark 5.1. If Y belongs to S*, both the distribution of Y and its integrated
tail are subexponential (cf. [82) Theorem 3.2]) and, in particular, long-tailed.

Consider a random walk {S, },en generated by a sequence of i.i.d. random
variables {X,, }nen, i.e., S, = > 1| X;. Assume that EX; < 0 and X; belongs
to S*. Let P(y,dz) denote the transition kernel of the random walk {5, }nen.
Define a non-negative random variable W that is independent of { X, },en with
tail probability

2pin L [T
P(W > y) £ min {1, EXl/y P(X1>t)dt].
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Fix # > 0. To estimate P(sup,~q S, > v) = P (7(v) < 00), where 7(z) =
inf{n >0:S5, >z}, Blanchet and Glynn suggest in [16] simulating the random
walk via another transition kernel

v(z + a.)

Qa* (y7dz) é P(y’dz)w(y—i—a*)’

Vy € (—o0,7], z €R, (5.2.1)

where
v(z) EP(W > —(2 — z)), w(y) EP(X1 +W > —(y — x)), (5.2.2)
and a, is such that, for fixed § € (0,1)

B v (y) — w(y)
o= P(X1 > —yuw(y)’

Vy < =+ a,. (5.2.3)

Let PQe and E@=+ denote respectively the probability measure and the expec-
tation w.r.t. the random process {S, }nen having a one-step transition kernel
Q.. (y,dz) as in . In the following result, we give the simulation estimator
proposed in [16], which will prove to be useful in our context.

Result 5.2.2. [I6, Theorem 3] Suppose that EX; < 0 and X; belongs to S*.
Let v and w be defined as in (5.2.2)). For fixed 6 € (0,1), there exists an
a. = a,(0) <0 such that (5.2.3)) holds. Then

Sk 1+a*>
L ( )_]l{'r(x <00}H Sk+a*

is an unbiased estimator of P(sup,,>q S, > x) under P ; moreover, it is
strongly efficient, i.e.,
B [2(2)

sup 5 < 0.
>0 P (supnzo S, > )

Remark 5.2. The existence of such an a, as in Result is guaranteed by the
fact (for details see [I6 Proposition 3]) that

w(y) —v(y) =o(P(X1 > —y)), asy— —oo. (5.2.4)

We will extend this algorithm to the setting of (5.1.1). Unfortunately, it is
not straightforward to generate our estimator, say, L such that EL = P(Z > )
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in a finite computer time. However, there exists a sequence L,, n € N, of £?
approximations (i.e., E[(L, — L)?] — 0, as n — o0) that can be generated
exactly in a finite time. This kind of situation has been considered in [106]. We
recall here one of the main results in [I06], which will prove to be crucial for our
purposes.

Result 5.2.3. [106, Theorem 2] Let L,, and L be such that E[(L, — L)?] — 0,
asn — 00. Let N be a non-negative integer-valued random variable, independent
of Lp, n € N, such that P(N > n) >0 for allm > 0. If

2]
z:: P/ N S R
then L defined by
;s _
Z P( N > n)
(with L_1 = 0) is an unbiased estimator of EL, and

o El(Ln-1 — L)% ~ E[(Ly — L)’]
Z P(N >n)

E[L?] = < 0.

n=0

In order to apply Result[5.2.3]in our context, we conclude this section with the

following extension of Result which basically says the algorithm proposed

in [16] gives us an estimator with bounded relative (2 4 €)-th moment, for some

€ > 0. The proof of this lemma together with other results presented in this
chapter can be found in Section [5.5] below.

Lemma 5.2.1. Let S,, = Z?:l X, be a random walk. Suppose that EX; < 0
and X7 belongs to S*. Let v and w be defined as in (5.2.2). For any fized ¢ > 0
and § € (0,1), there exists an a, = a.(e,0) < 0 such that

V¥ (y) — w?(y)

_5< ,
T P(Xy > —y+a)wt(y)

Vy <@+ as.

Let

Sk: 1+a*)
L ( >_]]-{‘r(r <00}H Sk—Fa*

Then, EQ L. (z) = P(sup,>q Sn > ) and

B L2t(r)
sup 00.
+>0 P(sup,,>o Sn > x)2+e
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5.3 Main results

In this section we present the main results of this chapter. In Section we
consider the stochastic perpetuity as in . Recall that Z,, n € N, was
defined by

Zn+1 = An—i-lZn + Bn+1, for n € N.

Recalling Z = Y °7 Bpy1e5 and S, = >.i_ log A;, we are interested in
estimating P(Z > z), where x is large. For this, several assumptions need to be
made (see Assumptions below). We will discuss the generality of these
assumptions by giving examples as well as sufficient conditions in Remarks
b7 below. To construct our simulation estimator, we will find a stochastic upper
bound that can be written as a functional of a suitable random walk S, (7).
Then, using this upper bound we define a crossing level s(x) and a stopping
time 7, (z) = inf{n > 0 : S, (y) > s(x)}, such that {Z > z} C {7,(z) < oco}.
Since the change of measure proposed in [16] is strongly efficient for estimating
the tail probability of the supremum of heavy-tailed random walks, a natural
strategy is to keep track of the random process S, (7),n € N, while simulating
the sequence ZZ:O Brr1e*,n € N, until the stopping time 74(z). By doing
this, we can construct a state-dependent change of measure using the path of
the random walk until 7., () according to the method introduced in Section
Then we continue to simulate the path of the random walk after 7, (z) under the
original measure. Based on this idea, we will propose a simulation algorithm for
estimating P(Z > z) and discuss its properties such as strong efficiency in the
rest of Section [£.3.1] In Section [£.3.21we extend the results from Section 5.3.1] to
the general setting, where Z,, n € N, was defined in as

Znt1 = Yoi1(Zy), for n € N,

and {U, },en is a sequence of i.i.d. random functions that is independent of Zg.
Note that all the proofs of the results in this section are given in Section [5.5
below.

5.3.1 Stochastic perpetuity
We consider the Markov chain Z,, n € N, given by (5.1.2]). Recall that
Zny1 = Ans1Zp + Bpy1, neN.

To guarantee the positive recurrence of {Z, }nen, we assume the following.
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Assumption Al. a) A; >0 as., ElogA4; <0 and Elog™ |B;| < oo.
b) Elogt (A, V By) < 0.
c) P(A; >z,B < —z) =0(P(A1 vV B; > x)).

Recall that, under Assumption the unique stationary distribution of this
Markov chain exists, has right-unbounded support and has the same distribution
as the random variable Z £ Y>° | B, 1€, where S, = >_I"_ log A;; see, for
example, [66] or Chapter 2 of [26] for more detail. As mentioned in the beginning
of Section [5.3] we start with developing a connection between perpetuities and
the supremum of a random walk. More precisely, we construct an upper bound
for Z that can be written as a functional of a suitable random walk S, (). We
formulate the result in the following lemma.

Lemma 5.3.1. Let Assumption[A]] hold. There exists a constant o such that
E [(log" B —72) Vlog 4;] < 0.

Moreover, there exists a constant v, € (0, —E[log A; V (log™ Bf —72)]) such that

ez
7 < Sn(7) t ———— < 0, 5.3.1
< exp {Sgpo (7)} o= < (5.3.1)

where Sy, (7) = Sn(71,72) = Y1y [log A; v (log™ Bj —7v2) +71] and ES1(y) < 0.

Now from (5.3.1]) we can define s(z) £ logz — 72 +log(1 —e™ ) and 7, (z) £
inf{n > 0:5,(v) > s(z)}, such that the following holds:

{Z >z} C {sup Sp(y) > s(x)} . (5.3.2)

n>0

As we will see in the proof of Theorem [5.3.2] the asymptotic behavior
of P(Z > z) as & — oo will be useful in establishing the strong efficiency
of our estimator. Thus, we derive a tail estimate for Z in Theorem [5.3.1
below. To be precise, we are interested in finding a function f(x) such that
P(Z > z) = O(f(x)) as x — oo. Moreover, we focus on the case, where the
following assumption holds.

Assumption A2. The integrated tail (see Definition above) of log(A4;VBy),
denoted by F7y, is subexponential.
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Remark 5.3. As mentioned in the introduction, the focus of this chapter is to
propose Monte-Carlo estimators for P(Z > z), which is slowly varying as © — occ.
Indeed, P(Z > ) is slowly varying under Assumptions A proof can
be found e.g. in [50]; in Theorem [5.3.1] (and Theorem ow we give an
independent proof for the asymptotic upper bound of P(Z > x) (under a general
setting, see Assumptions B2)).

Theorem 5.3.1. If Assumptions[A]] and[A] hold, then
P(Z > x) 1

lim sup = — .
w_mop Fr(log(z)) = Elog A,

By constructing the upper bound as in Lemma above, we have es-
tablished a connection between perpetuities and the supremum of a random
walk. This connection will allow us to utilize rare-event simulation techniques
for estimating P (sup,~q Sn > ) in designing an efficient simulation estimator
for P(Z > x). To construct our simulation estimator of P(Z > z), define a
non-negative random variable W, that is independent of {(Ay, By)}nen with
tail probability

P(W, > t) £ min {1, Egll(w/tooP(Sl('y) > s)ds| ,
define
vy(2) EP(Wy > —(2 = s(2))), and wy(y) = P(S1(7) + Wy > —(y — s(2))).

(5.3.3)
Let P7(y,dz) denote the transition kernel of the random walk {5, () }nen. For
fixed a., let E¥e- denote the expectation w.r.t. the stochastic process {Sy, (7) }nen
having a one-step transition kernel

Y (4.42) P (y,dz)v, (2 + ax)w, (y + ax) "1, forn <7, (2), (5.34)
a,\Y,02) = L0,
P (y,dz), for n > 7, (x).

We propose an estimator and show its strong efficiency in Theorem below.
We make a slightly stronger assumption on the tail asymptotics of log(A4; V By):
Assumption A3. The distribution of log(A; V B;) belongs to the class S*.

Remark 5.4. Assumption [A3]is not restrictive in the sense that the class S* of
strongly subexponential random variables includes regularly varying, lognormal
and Weibull-type distributions, among many others. For more properties of
strongly subexponential distributions we refer to Section 3.4 of [G0].
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Theorem 5.3.2. Let Assumptions[A]) and[A3 hold. Let vy, and w be defined
as in (5.3.3)). For fixred 6 € (0,1), there exists an a, = a.(6) < 0 such that

v2(y) — w3 (y)

—6< , Vy < s(x) + ax. 5.3.5
P(X: > —y + s(@)ur ) @ (533
Let "
Ty (T
w Sk 1 )+ ax)
Lr(z) = Lir(z)<oo el . 5.3.6
12 e T 0]
Then Lp(z) is an unbiased and stmngly ejﬁczent estimator of P(Z > x), i.e.,
R I3 ()
up — ZT\Y)
w>I; P(Z > .’L‘)

The estimator derived in Theorem requires the computation of 1;z5,y,
and hence, is unbiased only if we can generate Z in finite time. Generating a
perfect sample from Z in our current setting is not straightforward. To address
this issue, we will apply the bias elimination technique introduced in [I06]. The
plan for the rest of this section can be described as follows. First we propose
a family of simulation algorithms by approximating the path {Zn}n>ﬁ(w) with
{Zn}r (@)<n<r (@)+m for a fixed and sufficiently large M; we show that the
latter family of simulation algorithms gives biased estimators with vanishing
relative bias as * — 00; consequently, we are able to apply the bias elimination
technique and obtain an unbiased estimator that is strongly efficient and runs in
finite time. To begin with, note that

7 ()
— Sn S (x) Sy (1)
Z = By 17" +e”™ B +1e gl
n=0 n=7y(z)+1

A

Lz

where Z’ is independent of Z:::(g) By and e @ and has the same
distribution as Z. A natural choice for approximating the distribution of Z’ is a
truncated sum. More precisely, letting M € N be fixed, our modified estimator
takes the form

7 (z)

orint H wy (Sk=1(7) + ax)
{T—Y(I)<OO,Z;‘Y:01 BpyieSn>z} P U'Y(Sk(")/) +a*) .

L3 (x, M) =1 (5.3.7)

We give a simulation algorithm for generating one sample of L% (z, M).
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Algorithm 5 Generating one sample of L3 (x, M)
: fixed 6 € (0,1)
¢ ax < a.(9) < 0 satisfying
m<1,n<+ 0,7+ 0, Sp(y) <0, Lr(z) < 1
: while n < 7,(z) do
Snt1(7) = Sn(y) + Xnt1(7) >
Xn+1('7) ~P( | X7L+1(7) +W > S(*T) - SH(V) — Qx
Sample (Apy1, Bnt1) conditional on the value of Xp41(7)
Li(2) © Lr(2)w, (Sa(7) + ac)vs (Swsr () +a.)
7 +— 7+ B,L+1 H;ﬂ:l AL
n+<n+1
10: while m < M do
11: Sample (A, (z)+m> Br, (z)+m) under the original measure
128 Z Z+ B em [12077 A
13: m<+< m+1
14: if Z > = then return L7 (z, M)
15: else return 0

AR > e

Remark 5.5. In Step 6 of Algorithm [5| sampling (4,41, Br+1) conditionally on
Xn+1(y) under the change of measure is equivalent to sampling it conditionally
on X, 4+1(7y) under the original measure. To see this, note that, for n+1 < 7,(z)
and any measurable set C' C R?

EQL (L(Apis, Bupnyec | Si(7),7 < ny X1 (7))

n+1 . a h
<H wv(Sl—l(’Y) + *)) ‘Si(fy),i < n,XnJ,-l(’Y)}

UL Em T

n+1

L1, Buga)ec (H wzv(f‘;vl(l,i;yl—;j)*)> ‘Si('y)vi < n»Xn+1(7)]

n+1 -
_ w (Si—1(7) + ax)
- (H 0 (5:0) + a2) )

_ (ﬁ wy(Si1(7) + as)

-E

E|1l ; < n, X,
U’y(Si('Y) +a*) > [ (An+1, Bny1)€C | S,(’Y),’L =n, n+1(7)]

i=1

E [1(A7L+17BTL+1)€C ‘ Si(’Y)ai < ’I’L,Xn_t,_1(’}/)]
=P (An+1, Bug1) € C| Xnpa (7)) -
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Next we will analyze the performance of our modified estimator. We show in
Theorem below that, under the following assumption,

~

E%. LY (2, M) /P(T(z) < 00) — 1
as x — oo, establishing that the relative bias of L vanishes.
Assumption A4. B; >0 a.s.
Remark 5.6. Under Assumption Assumption ¢) is redundant.

Theorem 5.3.3. Under Assumptions and LY (z, M) as in (5.3.7)

is asymptotically unbiased as x — o0, i.e.,

lim EQ: L (x, M)/P(T(z) < o0) = 1,

Tr—r00
uniformly in M € N,

We are now ready to apply the bias elimination technique in Result
to the estimators proposed in as mentioned in the paragraph above
Algorithm By analyzing the asymptotic behavior of the relative bias as
M — oo for fixed z (see Lemma in Section , we are able to apply
the bias elimination technique and obtain an unbiased estimator for P(Z > ).
We introduce the following assumption; the unbiased estimator is then given in
Theorem [£.3.4] below.

Assumption A5. a) The Markov chain {Z,, },,en given by (5.1.2)) is irreducible
and aperiodic.

b) There exists ¢ > 2 such that E|log A;|? + E|log Bf |7 < cc.

Remark 5.7. Assumption[A5h) is satisfied, for example, if (Ay, B) has a Lebesgue
density (see [20, Lemma 2.2.2]).

Theorem 5.3.4. Let Assumptions Al and[A3{AZ hold. Let v, and w. be defined
as in (5.3.3). For fized 6 € (0,1) and 8 € (0,1), there exists an a, = a.(§) <0
satisfying

2-8 2—
-3 i—

vy " (y) —wy " (y)
P(X; > —y + s(z))wy " (y)

3

@

i

5 <

, Yy < s(x) + as.
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Moreover, it is possible to construct a random variable N independent of x, such
that

5 B (LA (2,271 — Ly())?

P(Z>22P(N>n) O

n=0 (
and hence, the estimator LEC (z) defined by

)2 EN: LA (z,2") — Ly (2,277 1)
2 P(N = )

with Ly as in (5.3.7) is unbiased and strongly efficient.

Remark 5.8. As we will see in the proof of Theorem one possible choice is
to sample N with P(N < n) =1— (1 —p)" for n > 1, where p < 1 —2-(a=1)
and ¢ is as in Assumption b). In general, the bias elimination scheme of
[106] is not guaranteed to produce non-negative estimators, which might not be
ideal in the context of estimating (rare-event) probabilities. However, in our
case, L%(w, M) increases w.r.t. M by Assumption and hence, the resulting
unbiased estimator L%G(x) is always non-negative.

5.3.2 Iterated random functions

We consider the Markov chain {Z,, },,>¢ with Z, 11 = ¥,,(Z,,), where ¥, satisfies
the following assumption. For similar settings of analyzing Markov chains that
are generated by iterated random functions, see e.g. [66], [37], and [50].

Assumption BO0. {¥,},cn is a sequence of i.i.d. random Lipschitz functions
with v .
Lip(¥,) = sup n(z1) = Wn(z2) . (5.3.8)

z1#22 21 — 22

Moreover, there exists a sequence of i.i.d. random vectors {(A,, Bn, Dp) }nen
such that

Apz+ B, — D, <V, (2) <Azt +Bf +D,, foralzcR. (5.3.9)

In addition, we can sample ¥,, from the conditional distribution given (log™ (B;F +
D,,) —v2) Vlog A,, for v, as in Lemma below.

The goal of this section is to extend the results from Section to the
setting as described above. To achieve this, we will introduce a list of additional
assumptions that are extensions of Assumptions [AIHA5] To begin with, we
consider an extension of Assumption
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Assumption B1. Assume that (5.3.9) holds and (Aj, By, D;) satisfies the
following conditions:

a) A;,D; >0 as., Elog A; > —o0, and ElogLip(¥;) < 0. Moreover, Elog™
|B; + D1| < 0o and Elog" |B; — D] < <.

b) Elogt(A; V By) < 0.

c) Let the following tail behaviors hold
P(max(A;, By + Dy) > z) ~ P(max(4;, B1) > x),
P(max(A1,B1 — D1) > z) ~ P(max(41, By) > ),

and
P(A; > z,B; — D1 < —x) = o(P(max(4;, B1) > x)).
Define
Uin(2) £ V0 Wg0--0W,(2)

for each z € R, and Z £ lim,,_, o ¥1.,(Zp). Recall that (cf. [50, Theorem 3.1]),
under Assumption the unique stationary solution to exists, is finite,
has the same distribution as Z and has right-unbounded support. Moreover, the
distribution of Z does not depend on the initial condition Zy. Thus, w.l.o.g. we
set Zy = 0. Note that Z can be bounded from above by a stochastic perpetuity
Z that is given by

o0
L
Z 2> Bppen,

n=0

where B, £ max (B;} + Dy, 1) and S,, = > log A;. Analogously to the
previous section, we construct an upper bound for Z (and thus for Z) that can
be written as a functional of the supremum of a suitable random walk S, (7).
We claim the following lemma.

Lemma 5.3.2. Under Assumption[Bl], there exists a constant vy2 such that
E [max (log* (B + D1) — 72,log 41)] < 0.
Moreover, there exists a constant vy, € (0, —E[log A; V (log® By — v2)]) such that

672

<
Z < exp {rgggc Sn(’y)}
where Sy () = Su(y1,72) = 2, [log A; V (log ™ (B + Di) = 72) + .
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Let Sy, (v) be as in Lemma Now from we can define s(z) £
log x—~2+log(l—e~") and 7, (z) = inf{n > 0: S,(y) > s(x)}, such that
holds. Thanks to [50], under subexponentiality assumptions on the random
variable log(A; V By), the tail asymptotics can be described using the integrated
tail function of log(A; V B;). However, the upper bound we derived in Lemma
yields a shorter proof for the asymptotic upper bound in [50, Theorem 3.1].

Assumption B2. The integrated tail of log(A; V By), denoted by FJ, is subex-
ponential.

Theorem 5.3.5. If Assumptions[B1] and[B3 hold, then

lim s P(Z > x) - _ 1
oo Fi(log(z)) = Elog Ay

For fixed a. <0, vy and wy as in , recall that P¥+- and E@. denote
respectively the probability measure and the expectation w.r.t. the stochastic
process {S,(7)}nen having a one-step transition kernel Q7 as in (5.3.4). Given
the asymptotic behavior of P(Z > x), we are able to show the strong efficiency
(under P%.) of our estimator in Theorem below.

Assumption B3. The distribution of log(A; V By) belongs to the class S*.

Theorem 5.3.6. Let Assumptions [B1) and [B3 hold. Let v, and w. be as in
(6.3.3). For fized 6 € (0,1), one can choose a. = a.(5) < 0 such that (5.3.5)
holds. Let

7 ()

w Sk 1 +a*
L ( )_1{T1)<oo} H ’Y )

v'y Sk +a*)

Then Ly (z) is a strongly efficient estimator of P(Z > ) under P9,
Recall that Wy.,,(2) £ U 0 WUyo0---0W,(2) for each z € R. Define

7 ()

LT('r M) - ]l{T_y(a:)<oo Viir (a o)+m (Zo)>x} H
k=1

w,y Sk 1(’)/) + a*)

o5 ) (5.3.11)

As in Section we approximate Lr(z) by L{(x, M). Analogously to Theo-
rem we show that the estimator as in (5.3.11)) is asymptotically unbiased
in Theorem below.

Assumption B4. For each z, ¥1.,(2) is increasing in n.
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Theorem 5.3.7. Under Assumptions and LA (z, M) in (5.3.110)) s

asymptotically unbiased as x — oo, i.e.,

Qa. [A
lim B Ly(e, M) =1,
z—o0 P(T(x) < 00)

uniformly in M € N.

Applying again Result we construct an unbiased estimator for esti-
mating P(Z > z) in Theorem below. To do this, we need the following
assumptions.

Assumption B5. a) The Markov chain {Z, } ,en given by (5.1.1)) is irreducible
and aperiodic.

b) There exists ¢ > 2 such that E|log A;|? + E|log Bi"|? + E|log D1]? < c0.

Assumption B6. There exists z such that ¥, ([z,00)) C [z,00) and ¥, is
bijective on [z, 00) almost surely.

Remark 5.9. Assumptions [B4] and [Bf] are satisfied if, for instance, the stochastic
equation is given by

Zn+1 = \/An—&-lZ% + Bn+1Zn + On+1~

This corresponds to a second-order random polynomial equation, which is
studied in [66]. Other examples are, for instance, ¥,(z) = max{A,z, By}
and U, (z) = A, max{z, B,} + C,.

Theorem 5.3.8. Let Assumptions[B1] and [B3{Bf hold. Let v, and w, be as
in (5.3.3). For fized § € (0,1) and 5 € (0,1), there exists an a, = a,(6) <0
satisfying

2

sy

hey

v

=

-6 <

(1) —wi ()
P(X) > —y + sl (y)

, Yy < s(x) + as.

Then it is possible to construct a random variable N independent of x, such that

i B9 (LA (2,2"1) — Lp(x))?

P(Z>a?P(N>n) O

n=0
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and hence, the estimator LEC (z) defined by

N
LA (x,2") — Ly (2,277 1)
RG A T\ T \4Ly

with Ly (x, M) as in (5.3.11) is unbiased and strongly efficient.

Remark 5.10. As in Remark N can be chosen such that P(N < n) =
1—(1—p)" forn > 1, where p < 1 — 271 and ¢ is as in Assumption [B5|b).

5.4 Numerical results

Here we investigate our algorithm numerically based on a stochastic perpetuity
with B, = 1. We consider the increment log A,, Zw-3 /2 where W is a random
variable with Weibull distribution:

POW > t) = exp (—2t1/2> .

For the algorithmic parameters, we choose a, = —10, v = 0.5. Moreover, we
use a geometrically distributed random truncation index with parameter 0.5.
Figure shows the change of the estimated probability with respect to the
various choices of M for 4 different values of z = 108, z = 106, 2 = 1032, and
x = 1054 in each of the four plots. One can see that the estimated probability
stabilizes as M grows, which confirms that our estimator is consistent as M — oo.
Comparing the four plots, one can also tell that the initial bias for small M
decreases as x increases, which is consistent with the conclusion of Theorem
(vanishing relative bias). Table reports the estimated probabilities,
their 95%-confidence intervals and the estimated coefficients of variation, that is,
the estimated standard deviation divided by the sample mean (based on 200000
samples), for different values of x and M. In the last column, we present the
results produced with the unbiased algorithm as introduced in Theorem
We can see that, on the one hand the ratio between the estimated probability
and the standard deviation stays roughly constant over a range of x values
and M values; on the other hand, the estimated probability using the fixed
truncation method tends to converge to the estimated probability produced with
the unbiased algorithm as M grows. These observations illustrate the strong

efficiency (Theorems and [5.3.4)) of our estimators.
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Figure 5.1: Estimated probabilities for different values of M. The y-axis values indicate the
estimated rare-event probabilities and the vertical bars indicate the 95% confidence intervals.
The z-axis values indicate the truncation index M.

Est
CI M =22 M =24 M =26 M=28 RG
cv
1.083 x 103 1.117 x 1073 1.120 x 1073 1.120 x 1073 1.119 x 1073
=108 £0.009 x 1073  £0.010 x 1073  £0.010 x 10~  +0.010 x 10~  +0.013 x 10~3
2.06 2.10 2.10 2.10 2.70
4.271 x 10~° 4.373 x 10~° 4.383 x 10~° 4.383 x 10~° 4.375 x 10~°
z =106 +0.041 x 107>  +0.042 x 107®  +0.043 x 107>  +0.043 x 107°>  40.053 x 10~
2.17 2.22 2.22 2.22 2.76
3.583 x 10~7 3.646 x 10~ 3.650 x 10~ 3.650 x 10~ 3.663 x 10~
z=10%  #£0.035 x 1077 £0.037 x 10=7  £0.037 x 10-7  £0.037 x 10~7  £0.045 x 1077
2.25 2.28 2.29 2.29 2.81
4.079 x 10~ 10 4.120 x 10710 4123 x 10710 4123 x 10710 4.115 x 10710
2 =10% £0.037 x 107'°  £0.037 x 1071©  £0.038 x 10~1°  +0.038 x 10~  4+0.041 x 10~ 10

2.05

2.06

2.06

2.06

2.27

Table 5.1: Estimated rare-event probability and 95% confidence intervals.
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5.5 Proofs

In this section we provide proofs of the results presented in this chapter. Let
9(z) EP(W > —2), w(2) £ P(X; + W > —2), and

Qy,dz) = P(y,dz)i(z)/i(y).

For y <0, let E? denote the expectation operator associated with S, & Y+ Sy
having the transition kernel Q, conditionally on Sy = y. Let ' = inf{n >
0: S, >0}

Lemma 5.5.1. Let € > 0 be given. Suppose that there exist constants 41,02 > 0
and a finite-valued function h : R — [§;1,00) such that

w0 (y) /5(Z)h(Z)P(y7dZ) < h(y)v*(y), (5.5.1)
fory <0. If h(z) > 1 for z > 0 and 9(z) > d2 > 0 for z > 0, then we have that

Q' - 1112““6(5'1@71) —15—(24€) ~24¢
B Loy 1] T g™ <000 00 Whhty), - fory <0.
k=1

Proof of Lemma[5.5.1 Let E, denote the expectation operator associated with
{Sn}nzo having the transition kernel P, conditionally on Sy = y. Recall Theorem
2 (iii) of [16], where it is proved that if there exists a finite-valued non-negative
function h such that

(Kh)(y) < h(y) —nly), fory <0,

where
- 2wt (y) w'te(y)
Kh)(y :/ h(z) =—=P(y,dz) and n(y :/ ——2 P(y, dz),
KR = [ R G Pl de) andnt) = [ St
then
E 1 |FIM<;}() foru <0 (5.5.2)
yd{T<oco} P @1+6(‘§k) > y), y=V -0-

Define A(-) = 67165 ®T9n(-)v2+<(). Note that
5y te, Bratte(y) / (2)h(2)P'(y, dz)
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= 61—152_(2+e)1[;1+e(y) </( . +/(0 )> 0(z)h(z)P(y,dz)

= (Kh)(y) + 6716, PHIwi(y) /( ) )ﬁ(z)h(z)P(y, dz).

Thus, (5.5.1]) is equivalent to

(Kh)(y) < h(y) — o710, CFatte(y) /( ) )ﬂ(z)h(z)P(y,d@. (5.5.3)

On the other hand, we have that
't (y)
n(y :/ e P, dz)
) (0,00) olte(z)

< 55T le(y) /( PE)
0,00

< 57157 @ lte(y) /( )P, ) (5.5.4)
0,00

Using (53) and (5.3), (B5.1) implies that
(Kh)(y) < h(y) — n(y).

From Theorem 2 (iii) of [16], we conclude that (5.5.2)) holds, which is the desired
result. O

Proof of Lemmal[5.2.1, We first find h that satisfies (5.5.1) in Lemma m
Define

h(y)=1—=01(y > —ax).
We will find a suitable a, < 0 later. Note that (5.5.1)) in this case can be written
as

oy +a.) \**
w(y+a*)>

< (5(““*)>Q+E, (5.5.5)

T \0(y +a)

By + a) " ES (X1 + g+ a)h(X + 1) < h(y) (

for y < 0. Here we use the fact that h(y) =1 for y < 0. By the definition of 7,

Eo(X1 +y + a)h(X1 +y)
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= E[E[]].(W > —X1 -y — CL*)|X1H
—SE[E[L(W > —X; —y — a.)| X1]1(X1 + y > —a.)]
=PW+X1>—-y—a,) —0PW+X; >—y—a., X1+y>—a).
Since W(y + ax) = P(X1 + W > —y — a.), (5.5.5) is equivalent to

~2+€
| OP(X1 4y > —au|W + X, > —y—a,) < L WHa)

which is equivalent to
~2te _ 2+
-0 < 07" (y + ax) w~ (v + a.) , for all y <0,
P(X1 > —y — a,)wlte(y + ay)
2+e€ _ a2+e
o -—§<? (@ ty+a)—w(@tyta,) for all y <0,

T PXy1>—y—a)wlit(z+y+a) ]
2+€ _ on2+e
o _g< " (y) —w*(y) 7
P(X; > —y +z)w!te(y)
Using the definition of w and the non-negativity of W, (5.2.4) implies that
w(y) —v(y) = o(w(y)), and hence v(y) ~ w(y), as y — —oo. Therefore, there

exists an a, satisfying (5.5.6), and hence, (5.5.1). Since inf.>¢9(z + a.) =

P(W > —a,), Lemma [5.5.1| applies to give

for all y < z + a,. (5.5.6)

El; Tﬁ) O (S ) STIP(W > —a,)~ 957 (y), for y <0
{7(0)<o0} H=nis ey © . y), for y <0.
Recall the Pakes-Veraverbeke’s theorem ([I15], [118]):
. 1 oo
P|supS, >0 N——/ P(X, > t)dt, 5.5.7
(s0p50 > 0) ~ ~g [ BOn > ) (557

as y — —oo. This implies that, for any fixed y

P (sup S, > 0) ~o(y), asy— —oo.
n>0

Combining this with the fact that P (supnzo S, > O) /0(y) is bounded as a

function of y on compact sets, we obtain that

7(

D58y + a.)
0)<oo} el &
o1 0TSk A+ ax)

-2
sup P (sup S’n > O) Elz
y<0 n>0

172



CHAPTER 5. IMPORTANCE SAMPLING OF ITERATED FUNCTIONS

which is equivalent to

B [2e(a)
sup 0.
>0 P(sup,, >0 Sn > 1)2+¢

O

Proof of Lemma[5.3.1 Note that max{((log™ By —~4)Vlog 41),0} < |log® By Vv
log Ay, and min{((log* By — v4) Vlog A1),0} is bounded from above and non-
increasing w.r.t. 75. Since (log™ By — 74) V log A; = max{((log™ By — 14) V
log A1), 0} +min{((log™ By —~4)Vlog A;),0}, we can apply bounded convergence
for the maximum and monotone convergence for the minimum to get

lim E[(log™ By —v5)Vlog A;] = E lim (log™ B; —+4)Vlog A; = Elog A; < 0.

v5—00 vh—00

Therefore, there exists a 7 such that E[(log™ By —~4) V log A;] < 0.
Now we have that

7 < Z max (Bp1,1) eSn — 2 Z e(IOgJr Brnt1—72)+Sn < e Z eS;L7 (5.5.8)

n=0 n=0 n=0

where S/, = S’ _, + (log™ B, — 72) V log A,,. Note that the last inequality can
be checked by comparing S, | with (log™ B,41 —72) + S, for each n—i.e.,

(log™ Bnt1—72) + Sh

= (log" Bpy1 —72) + Z log Ay,
=1

< (log" Byy1 —72) Vlog Apy1 + E (log® By, — 72) V log Ay,
k=1
= S’I/’L+1'

Now let 71 € (0, —E [(log™ B — 72) V log A1]) be fixed. From (5.5.8), we observe
that

oo oo
Z <er Z eSn = 2 Z exp{S;, +ny1} exp(—nm)

n=0 n=0

<
<exp {13338( Sn(v)}

672

1—em’
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where v = (v1,72), S, = S!,_; + (log™ B, —72) Vlog A, and S, (y) = S/, + ny1.
Note that ES; () < 0 by the choice of 7;. Hence sup,,>q Sn(7) is finite a.s. [

Proof of Theorem|[5.3.1. From the upper bound we constructed in Lemma [5.3.1]
we know that

P(Z>z)<P (sup Sp(y) > s(x)) . (5.5.9)

n>0
Due to Assumption we know that the integrated tail of log™ (A; V Bf) is
also subexponential. Moreover, it is straightforward to check that

log®(A; Vv Bf') — 2 <log (max {Al, e*“’zBf, e*“’z}) < 10g+(A1 \Y; Bf')

Therefore, the increments of the random walk S,,(7) have a subexponential
integrated tail. Using the Pakes-Veraverbeke theorem we get the following
relationship for the r.h.s. of (5.5.9)), namely

1 _
P {supS >s(z) | ~— Fr(log(z)).
(s95.0) > 3(0)) ~ ~ e Fi(lon(a)
(5.5.10)
Thus, we have that
P(Z 1
lim sup ( >x)§_ Ea— :
e—oo Fr(log) E[(log™ B —2) Vlog A1] +
Now, letting 75 — co and 3 — 0 we obtain the result. O

Proof of Theorem[5.3.9 Let

ﬁ Sk: 1 + G*)
b1 vy (S + a.)
Obviously, {M; }nen is a martingale, and therefore, { M, s+ (2)}nen is also a
martingale. Since 7, (z) < T'(z) we can apply Lemma[5.2.1]to get
E%. Lp(z) = P(T(z) < o0) = P(Z > ).
For the strong efficiency we have that

EQL L3 (2) _ B Lizs0y M 2(2)
P(Z > z)? P(Z > x)?
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= B Loup, o su>sen Mz (@)
= P(Z > 2)?

s B 2
_ B L,y 50020 M (@) (P (0o Su(0) > s@) Y7 o)
P (sup,>o Sn(7) > s(m))2 P(Z> ) 7

where the first term in the last equation is guaranteed to be bounded over
x € (1,00) due to Result Hence, only the latter term remains to be
analyzed. From [50, Theorem 3.1] we have that

P(Z > z) 1

liminf = > — .
oo Fr(log(z)) = ElogA;

(5.5.12)

Since by assumption the integrated tail Fy is subexponential, it is in particular
long-tailed. Combining (5.5.10) and (5.5.12)) we obtain that

. P (sup,,>o Sn(y) > 5(x)) Elog 4
im sup < = .
R P(Z > ) E[max(B; — 72,log A1)] +m

(5.5.13)

Using the fact that the 1.h.s. of ([5.5.13]) is bounded over a compact interval, we
obtain the result. O

Proof of Theorem[5.3.3 Note that the Markov chain that has been considered

in Section is a special case of (p.1.1)). Thus, for details we refer to the proof
of Theorem below. O

Proof of Theorem[5.5.] We wish to apply Result to L2 (z,2"), n € N.
Therefore, we should check the existence of a random variable N such that

* EQI. [(LA(z,27Y) — Lyp(2))?] — EQ7. [(LA(z,2") — Ly (x))?]
112::0 . P(]j\} >n)P(Z > x)? - - =0
(5.5.14)
We will bound Q7 1A . 5
E%a (L7 (2,2™) — Lr(x)) (5.5.15)

P(Z > x)?
by a geometrically decreasing function of n that does not depend on z. For
B € (0,1), using Holder’s inequality we get that

E9w (L (2,2") — Ly (x))?
P(Z > x)?
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Qu, " -1 2
B @200l Bapies <az5ay Mr (7))
B P(Z > z)?
B
_ RQlL . -1
=B (]l{m(x)<00’ R B eSkca 7oy My (x))

X (I{T(m)@o}M;l(af))%ﬂ /P(Z > x)?

B
Z* n -1
(E L (@)oo 707" B oSk <o 250} s (x))

P(Z > x)8
o7 1, \2=8\1-8
(E @ Ly (a)<ooy M7 () 1*5)
P(Z > x)?- 8
EQz* 1 Ty (@) 427 M‘l(x)

{ry(@)<0,22, L By r1e9k <z, Z>z} Ty

P(Z > x)

IN

X

B

£(11)

, 228 1-8
B Ly (x)
2-5

P(Z > x)T=7

X

2(1)

Now we analyze terms (I) and (II). Using the same argument around (5.5.11))
in the proof of Theorem to bound (I), it is sufficient to analyze

P (7y(x) < 00)” T B LIF(a).
From Lemma we see that P(7,(z) < oo)~ *+IE. LZF(z) is bounded
w.r.t. x; therefore, (I) is also bounded w.r.t. . Turning to (II), we claim that it

can be bounded by 2™~ for some constant x > 0. To see this, note that

P (T’Y(x) < 00, Z;’Y:((;)K)-‘_Qn Bk+1esk S z, Z > I)

II) =
(I1) P(Z > x)
Ty (2)+2" P(7,(z) < o0)
_ pla) " Sk < 7
P (Zk—o Biiie x,Z>x) P(Z>2)
£ (11I)
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where P (-) denotes the conditional distribution P(-|,(z) < c0). Hence, it
is sufficient to analyze the behavior of (III) w.r.t. M. Note that

7 (@) 0o
Z= 3 Bine® + 0 3 Br oy TIn@, (5.5.16)
k=0 a4 k=1
Ey: 14 Lz
and
Ty (x)+M M
N B =B+ A, By (e @ Sme (5517
k=0 k=1

2 71(M)

Combining (5.5.16)), (5.5.17) with Assumption we obtain that

(III):/]I{Z/(M)S”A?& 7Z/>l*/3{$

A

}dp(ﬂ?)
- / P@ (7'M <y 7' 5 )P (x — BL) /A, <)

= [{PO2 > 9) - PO@ M > )} aPO (@ - B/ <),

Using the strong Markov property we have that 7/ 2 2]16\/1:0 Bri1e* and
Z' 2 Z under P®). Hence, we have that

M
— B’
(I11) = / {P(z)(Z >y) —P® (Z By > y) } dp@ <”3A,” < y> .

k=0 x

Combining this with the fact that the backward iteration ZQ/[:O Bpi1€°* has
the same distribution as Zy; defined in (5.1.2), we obtain that

(11T = / (P(Z>y) P (Zu > 4)} dP@((z - BL)/A, < y) < drv(Zur, 2),

(5.5.18)
where d7y denotes the total variation distance. To get a handle on this quantity,
we apply the Lyapunov criterion in [77, Theorem 3.6], which implies a polynomial
convergence rate of the M-step transition kernel to the invariant distribution in
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the total variation norm. In view of Lemmal[5.5.2] below, there exists a constant
such that (ITI) < dpy (Zyr, Z) < kM~ for all M € N. It should be noted
that an exact expression for the constant x can be obtained in a few special
cases—see e.g. [44], [79] and the references therein. By choosing N such that
P(N<n)=1-(1-p)" for n>1 with p <1 —27(Y we conclude that the
left-hand-side of is bounded; and hence, by applying Result we can
get rid of this constant and obtain an unbiased, strongly efficient estimator. [

Lemma 5.5.2. Let Z,, be a Markov chain as in (5.1.2)) such that Assumption
holds. Then there exists a constant k such that dry (Z,,Z) < k@1,

Proof of Lemma[5.5.4 W.lo.g. we can assume ¢ > 2 is an integer; otherwise
one can take the greatest integer ¢’ such that ¢’ < ¢ and Assumption holds
for ¢'. We wish to apply Theorem 3.6 in [(7]. In order to establish the Lyapunov
condition as in below, let V(z) = 1V(logz)? and PV (x) = EV (A;2+By).
Note that V(z) = (logz)1{y>e} + L{z<e} and hence the binomial expansion
gives

PV (x)
=E (log (A1z + B1)) 1{a,04B, 5>} + P(Ad1z + B; <)
<E (log (412 + By ) 1{a,04B,5e} T P(A1z + By <e)

Az + By I
= E <10g % + logl’) ]]-{A17;+Bl>e} + P(Alf,v + Bl S 6)
=E(log )11 4,248, >e}
i A1I + B+ ‘
L e
=E[(log2)?(1{a,04B,>e} T Lzsey — Lase}) + Liz<ey — Lia<e}

q +\*
i A15€—|—B
# 30 (§) dosr= B (0 2 ) o

+ P(All' + Bl S 6)
=V(z) + E(log2)?(1{a,01B,>e}) — Lzsey) + P(A12+ Br <€) — Liz<q)

A Bt
+ q(log )™ 'E <1og M:—:l>

+Z(>logazq @)

]I{A1:E+Bl >€}

1 T H{A1I+Bl>e} .
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For z > e,

PV(z) <V(z)+P(Aiz+ By <e)

_ Az + By
+ q(log z)? 'E (log 13311{A1m+31>e})

A]_J,‘ + B+ ‘
(log Il> 1{A1I+Bl>e}]'

=2
Note that
A B
log A; < log % < log(A; + BY)
<log(2(A; Vv B")) = log(A; vV Bf") + log 2
= (log A1) V (log BY") + log 2
< |log A;| + |log Bf | + log 2,
and hence

Ayz+ Bf
’loglxrz_1 < |log A1| + |log Bi | + log 2. (5.5.19)

Moreover, the right-hand-side of ([5.5.19)) does not depend on x and has finite
q-th moment. Thus, there have to be constants c;, ¢ > 1, such that

q + 7
q w Az + B
Z (J(logm)q 'E (10g xl) ]1{A11+Bl>e}‘|
=2
q—2

<Y cillog )’ < elloga)™!

%
=0

N
for sufficiently large x. On the other hand, note that log A1x,+31]l{,411+31>e}
converges to log A; almost surely as x — oo, and hence, by dominated conver-
gence

A Bt
E <log w;—1> L{A,04By>e) — Elog A1 <0.
Therefore, for any fixed € > 0,

Alx =+ B+
T

q(log )" 'E (log : 1{A1x+31>e}) < (¢Elog Ay + €)(log z)* !

179



5.5. PROOFS

for sufficiently large x. Choosing € so that ¢Elog A; 4+ 3¢ < 0 and noting that
P(Ajz + By <€) = 0 as ¢ — oo, as well as (logz)?™! = ((logz)91(ysey +

l{mge})(q_l)/q for x > e, we conclude that there exists K such that
PV (z) <V (z) +e(logz)? ' + (¢Elog Ay + ¢)(logz)?™ ! + e(log z)?*
< V() —cV0ia/a(y)

for z > K, where ¢ = —(¢qElog A; + 3¢) > 0. Finally, since PV (x), V(x) and
V{(a=1/4(z) are bounded on [0, K], there exists a constant b such that

PV(z) <V (x) — VD) 4+ bl g, (5.5.20)

which is the sufficient condition in [77, Theorem 3.6] for polynomial ergodicity.
Thus we obtain the result. O

Proof of Lemma[5.3.3 Recall that Z can be bounded by a stochastic perpetuity

Z that is given by
oo
223 Bt

where B, £ max (B[ + Dy,1) and S,, = Y log A;. Applying the same
technique as in the proof of Lemma to Z, we obtain the result. O

Proof of Theorems 5 and [5.5.6f. We omit the details here, since they can be
proved analogously as Theorems b.3.1 and [5.3.2] O

The following lemma is useful in proving Theorem [5.3.7]

Lemma 5.5.3. Consider the sets E,gl), E&Z), and Eff) as in the proof of Theorem
[6-374 Then, for v,e > 0, there exists K > 0, such that

PN (E,gn nE® mE,@) >1—e

n>1

Proof of Lemma[5.5.3 In the proof of Theorem 1 in [99], the authors state that
for any v > 0 and any i.i.d. sequence {Y; },>0 with E [log™ [V1]|] < oo, it holds
that

P (|YJ| < eVItK 5 < n) — 1,
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as K — oo uniformly w.r.t. n. Using this argument we conclude that P (E,({g’)) —

1 as K — oo uniformly w.r.t. n. Further, combining this fact with the SLLN
for {Sy, }n>0 and {S,,(7) }n>0 (for details see e.g. [9, Lemma 3.1]), we can always
take K large enough such that

P (E;U NE®n E,gg>) >1—e
for all n € N. Finally, since the sequence of sets Efll) N E7(12) N E7(13),n >0is

decreasing in the sense of inclusion, we obtain the result. O

Proof of Theorem[5.3.7 Recall that Wy.,(Zg) £ W10 Wg0---0W,(Z,). Due
to the fact that {7, (z) < 00, W1.r (2)41(Z0) > 2} C {T(x) < oo}, in order to
prove the vanishing relative bias result, it is sufficient to show that

o P (T’Y(m) < Oovllllva(x)%»M(ZO) > .’IJ)
lim inf
T—00 P (T(x) < 00)

> 1. (5.5.21)

Recall that S, = > 1 log A; and S,(v) = ny1 + > i, [(log™ (B + D;) — 72) v
log A;]. Let u = —ES; and p, = —ES; (7). For v, K > 0 consider the sets

EN = E(K,v)={S; € (~j(u+v) = K, —j(p—v) + K), j <n},

EP) = EP(K,v) ={S;(7) € (—j(uy +v) — K, —j(uy —v) + K), j < n},

and ‘
E® = E®(K,v) = {IB,| < e"t5, j<n},

where B; = Bj — D;. Define

E,=EVNE?NE® N{0,,5(Z) > v}

a {max (A"'i‘laﬁn-i-l) > xen(u+u)+L+K,ﬁn+1 Z _xe”(l‘fl’)*K} ’
where L > 0 is chosen to be large enough, such that the sets {E,, },>1 are disjoint.
The existence of such an L is guaranteed by the fact that E, C {7y(z) =n+1}
(see below). Now, we show that E, C {7, (z) =n+ 1,V o)11(Zo) > x}. To
see B, C {7y(z) = n+ 1}, note that {S;(7)};<n is bounded by K, 1 > p,—due
to the fact that S; < S7(vy)—and

SnJrl('Y) = Sn(V) + log (maX (BnJrle_Wa An+1)> +m
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> —n (py +v) — K +log (max (Em_l, An+1)) — Y2 +m

>logz+n(p—py)+L—72+m

>logx + L — v +71 > s(x),
for sufficiently large L that does not depend on x. Thus, we conclude that
Ty(x) = n+ 1 < oo by taking x sufficiently large To see E, C {7,(z) =
n+1, Vi, (o)41(Zo) > z}, note that ¥y, (2) > Zk 0 Brs1 HJ VAj+2 T A

from (5.3.9) and Assumption Moreover, |§k+1|Hj:1 i = |Byile’ <
eV b+ K o=k(u—1)+K — o—k(u=2v)+2K+v o B and hence,

WI'T,Y(QZ)+1(ZO) = V1n12(Z20) = Vi (Vnt1mt2(20))

ZZBkHHA + (Bpy1 + Vns2(Zo)Ant) HA

j=1
n—1 k n
> —Z By 1] HA] By + 2" K W5 (Z) A ) [14,
— getb—v)—K HAJ
j=1
o2K+v
> T it + (En-ﬁ-l + ze(B=v) K Z/An+1> H A —
1
o2K+v =
> e + min(v, 1) max (An+17§n+1 + xe”(”_”)_K) e nlutr) =K _ o
2K +v
> T + min(v, 1) max (Ap41, B, 1) e A=K _ g
Q2K +v
> R + min(v, 1)zel — 2 > x,

for sufficiently large L that does not depend on z. Note that from Lemma [5.5.3]
above,
P(E,) =PEVNED NED) PV, 2(Z) >v)
P (max (Api1,Byq) > xe"(“+”)+L+K,§n+l
=P(EMNNEDNED) - P(V,(Z) > v)

-P(max (A1, B;) > zetFTLAE B> _xen(u—V)—K)

> _xen(u—u)—K)
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> (1- ) P(¥1(Z) > )
. {P(max (A1, By) > xe"(“+”)+L+K)
— P(max (4;,B;) > gen(PHTLTE B _xen(,u—z/)—K)}
>(1-¢e)P(¥1(Zy) >v)
. {P(max (A1, B;) > xen(u+u)+L+K)

_ P(A1 > Jcen(u#ru)JrLJrK’B1 < _men(u—V)—K)}.

Moreover, since E, C {,(r) < 00, V1.. (oy4m(Z0) > x}, and E,, n > 1 are
disjoint, we have that

P (7y(2) < 00, V1. (o)101(Z0) > ) ZP

n>0

> (1-¢)P(¥1(Zo) > v) Z {P(max (A1, B,) > etV tLHEY
n>0

—P(A; > ge"WIFLFE B o< fase"(“f”)fK)}.

(5.5.22)

From Assumption ) we conclude that, for any ¢ > 0, by taking sufficiently
large z,

P (A1 > xe"(“+”)+L+K7§1 < —xe"(”_”)_K)

<P (A1 > ze”(’“”)*K,El < fxe"(“f”)fK)

<P (max (A1,By) > xe"(“_”)_K) .
Combining this with , we obtain that

P (7,(z) < o0, Vi (2)+0m(Zo) > )
> (1—-eP(¥(Zy) > v)

Z {P (maX (A1, By) > xe"(l‘+V)+L+K>

n>0

— P (max (A1,B,) > xe”(”*”)*K) } (5.5.23)
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For a given ¢’ > 0, let y be sufficiently large so that

’1 _ P(logmax(4, B;) > y)' oo

P(log max(A4;, B1) > y)
Since P (max (A1, B;) > y) is decreasing in y,

Z P (max (A1,B;) > xe”(”+”)+L+K)

n>0

2>

n>0 H +v log z+L+K+n(u+v)

logz+L+K+(n+1)(p+v)

P (logmax (A1, B,) > y)dy

log z+L+K+(n+1)(p+v)
/ P (logmax (A1, B1) > y)dy
1

n>0 M +v ogz+L+K+n(putv)
11— e’

Fr(logz + L+ K),
e

and that

Z P (HlaX (Al,ﬁl) > ZEEH(”*V)*K>

14 ¢ logz—K+n(u—v)
/loga:K+(n1)(u,y)
14+ ¢ /logm—K-i-n(u—z/)
1

ogz—K+(n—1)(p—v)

P (logmax (41, B,) > y) dy

P (logmax (A1, B;) > y) dy

FI(logfof,qul/).
T

Moreover, using the fact that F; is long-tailed, we obtain from ([5.5.23)) that
P (T'y(x) < 00, \IJIIT»Y(JIJ) (WTW($)+127"\/((E)+M(ZO)) > :C)
1—
= (1= e)P(V1(Zo) > V)(u

1

€ Fr(logz + L+ K)
€(1+€")
L—v

(1= P, (Z) > 1) (i” - S04 Frtog

Frlogz + L+ K — ,u—i—y))
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1— ¢ 6/(1 + 6//)
n+v nw—v

~u(l—e)P(¥1(Zy) >v) ( > P(T(z) < o0), (5.5.24)

where in (5.5.24) we use [50, Theorem 3.1]. Recall that the distribution of
the stationary solution to ([5.1.1]) does not depend on the initial condition Zj,
and hence, w.l.o.g. we can set Zy = 0. Noting that ¥;(0) > 0 and hence

P(U1(Zy) >v) > 1Lasv — 0, we let ¢,¢,¢”, v — 0 to obtain (5.5.21). This

implies that the relative bias converges to 0, since the numerator in (5.5.21)) is

always smaller than the denominator. O
The following lemma is useful in proving Theorem

Lemma 5.5.4. Let Z, be a Markov chain as in (5.1.1) such that Assumption
hold. Then there exists a constant k such that dry (Zy, Z) < kn—(@=1),

Proof of Lemma[5.5.4} Let V(z) =1V (logz)? and PV (z) £ EV (¥ (z)). By
noting that

PV (z) = E(log(¥1(2))) L{w, ()>e} + P(¥1(z) <)
E(log(A1z + By + D1)) 1y, (2)>e} + P(¥1(z) <e),

IN

the rest follows immediately from similar arguments as in the proof of Lemma
5.5.2 O

Proof of Theorem[5.3.8 Note that this result can be proved by following similar
arguments as in the proof of Theorem hence we only give a sketch of the
proof. Recall that, in the context of iterated random functions, the estimator
L& (z, M) is given by

7 (x)

wy (Sp—1(7) + ax)
L (x, M) 2 Lz, (@) <00, 1. (0401 (Zo) >} H .
k=1

0y (Sk(7) + ax)

Analogously to the proof of Theorem [5.3.4] we wish to bound

B (L§(2,2") — Lr(x))”
P(Z > x)?

(5.5.25)

by a decreasing function of n independent of x. Again, by using Holder’s
inequality it is sufficient to bound

v _
(I’) £ E%: ]l{Tw(w)<°°7‘1’1;7—7(z>+M(Z0)§$,Z>$}MTw1(z)
P(Z > )
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P(r,(x) < o)

= P(x) (\IIIZT.Y(CE)(\IITFY(I)+IZT.Y(CD)+JV[(ZO)) <uwz, \Illzn,(x)(Zl) > .CL') P(Z N ZL’) )

£(11°)

where Z’ £ limp/_y00 Vo (@)1 (2)+ M (Z0) 2 Z and P@) (.) denotes the condi-
tional distribution P(-|7,(z) < 00). Since ¥,, is Lipschitz and bijective, \I/;;(x)
is either strictly increasing or strictly decreasing W.l.o.g. we assume that
v i (@) is strictly increasing, since the case of W], () being strictly decreasing

can be dealt with similarly. Using the strong Markov property we obtain that
(r) = [ (P(2>9) - P2y > )} P (V5L (@) < 9) < drv(Zar, 2).

By Lemma above we obtain the result. O
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Summary

Heavy tails: asymptotics, algorithms, applications

My research has been mainly focusing on large deviations theory and rare-event
simulation in heavy-tailed settings. The starting point of the dissertation is a
heavy-tailed sample path large deviations (SPLD) result recently established by
Rhee, Blanchet, and Zwart [I05]. By utilizing this result, we develop a simulation
algorithm for a general class of rare events. We test the developed simulation
algorithm on several applications. Moreover, we extend the result in [I05] to the
setting where the increments are no longer independent. Finally, we consider
a rare event simulation problem, where the underlying processes possess super
heavy-tailed features.

In the first part of the dissertation (Chapters 2 and 3), we propose a class
of strongly efficient rare event simulation estimators for random walks and
compound Poisson processes with regularly varying increments in a general
large deviations regime. Our estimator is based on an importance sampling
strategy that hinges on the heavy-tailed SPLD result in [I05]. The estimators
are straightforward to implement and can be used to systematically evaluate the
probability of a wide range of rare events with bounded relative error. They are
“universal” in the sense that a single importance sampling scheme applies to a
very general class of rare events that arise in heavy-tailed systems. In particular,
our estimators can deal with rare events that are caused by multiple big jumps
as well as multidimensional processes such as the buffer content process of a
queueing network.

At the end of Chapter 2, as well as, in Chapter 3, we illustrate the versatility of
our approach with several applications that arise in the context of mathematical
finance, actuarial science, and queueing theory.

In Chapter 4, we extend the result in [I05] to stochastic processes with
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increments that are driven by an autoregressive process. To relate our problem
to the one in [105], we first identify a sequence of regeneration times and split the
Markov chain into i.i.d. blocks. By aggregating the trajectory over regeneration
cycles, we obtain a regenerative process with i.i.d. jump distributions and the
regeneration times as renewals. Under a set of classical assumptions, we adapt a
large deviation change of measure argument and further establish that the area
under a typical regeneration cycle has an asymptotic power law. This approach
brings us close to the framework of [105] and allows us to derive an SPLD result
for the aggregated process. Finally, by showing that the residual process is
negligible, we state an SPLD result for the original process.

In Chapter 5, we consider the stationary solution of an autoregressive process,
which is also called stochastic perpetuity. We propose a strongly efficient
simulation algorithm for estimating the tail probability of the perpetuities. Our
most important idea behind these results is to connect the perpetuities to the
maximum of a random walk. This allows us to construct a coupling and leverage
an existing importance sampling algorithm. Since the stationary distribution is
defined over an infinite horizon, it requires an infinite amount of computational
effort for generating each sample when using a crude Monte Carlo sampling
approach. To address this issue, we work with approximations by finite-time
truncation. We study the bias introduced by such approximations and show
that our estimator has a vanishing relative bias. Moreover, by making a slightly
stronger assumption and applying a bias elimination technique, we propose
strongly efficient and unbiased estimators.

We generalize the results in Chapters 4 and 5 to the case where the associated
Markov chain is defined via a sequence of i.i.d. iterated random functions.
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