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## 1 Introduction

Airplane crashes, earthquakes, stock market collapses, pandemics, large power grid failures... These are some examples of events that are rare, but that have a big impact on society nonetheless. Therefore, it is important to study these phenomena. One would like to know how often these events occur, what the impact is, how to prevent them from happening, how to predict them, etc.

In order to try to answer these questions, one can try to model these phenomena mathematically. These models can then be analysed in various ways. The preferred way is to calculate exactly the quantities of interest, such as the associated probabilities and most likely causes. However, even for relatively simple models, this might be very hard or even impossible. Therefore, other methods to analyse these models have to be used. One method is to perform numerical simulations, which is one of the main focus points of this thesis. Many methods for performing simulations exist, each with their advantages and disadvantages. The first method that comes to mind is (naive) Monte Carlo sampling. Due to its simplicity, this is a popular method. However, as will be demonstrated below, it is not well suited to estimate events that have a small probability, due to the high number of runs that is required. A sampling method that tries to remedy this is importance sampling, a method that is used in multiple chapters in this thesis. Simply put, importance sampling means simulating the model under a different probability measure. The biggest problem often lies in finding a new measure that performs well, in some yet to be defined sense. Often, large
deviations theory can provide a basis for finding a good new measure and as such, this thesis also provides several large deviations results. Furthermore, as one-dimensional models are often too simple to be of practical value, we turn to analysing multidimensional models. Contrary to their one-dimensional counterparts, multidimensional models have not been studied as much and they are often much harder to analyse. The focus in this thesis is on two-dimensional models, although many of the results carry over to higher dimensions.

As the reader of this thesis might not be familiar with the mathematical topics on which this thesis is based, we give an introduction to the required knowledge below. More specifically, we can roughly divide the required base knowledge into four topics, which have also been mentioned above: rare event simulation, queueing theory, large deviations theory and multidimensional processes. References to more in-depth literature will be provided as well. We close this chapter with an overview of the contributions made in this thesis.

### 1.1 Rare event simulation

Many mathematical models are hard, or even impossible, to analyse exactly. This is where numerical simulation comes in. With computers becoming faster every year, simulation is a viable way to obtain reasonably close approximations in a short time frame.

Turning to a probabilistic framework, suppose that in some model we want to estimate the probability of an event $E$; denote this by $p_{E}:=\mathbb{P}(E)$. One of the most intuitive and easy methods to estimate this is to perform Monte Carlo simulation. In order to execute this, one samples $N$ instances of the model. For each instance, one observes if the event $E$ occurred; suppose we see $N_{s}$ occurrences, or, successes. An unbiased estimator (recall that an estimator $\widehat{A}$ of some quantity $A$ is unbiased if $\mathbb{E}(\widehat{A})=A$ ) for $p_{E}, \widehat{p}_{E}$, then is

$$
\begin{equation*}
\widehat{p}_{E}:=\frac{N_{s}}{N} . \tag{1.1}
\end{equation*}
$$

A natural question that arises is: how good of an approximation of $p_{E}$ is $\widehat{p}_{E}$ ? In order to answer this question, we follow the setup of [64]. Let $z_{\alpha}$, for $0<\alpha<1$, be given by the equation $\mathbb{P}\left(-z_{\alpha} \leq \mathcal{N} \leq z_{\alpha}\right)=\alpha$, where $\mathcal{N}$ has a standard
normal distribution. Using the central limit theorem, it can be shown that an $\alpha \%$-confidence interval for $\widehat{p}_{E}$ is given by ( $\widehat{p}_{E} \pm z_{\alpha} \widehat{\sigma} n^{-1 / 2}$ ), where $\widehat{\sigma}$ is the square root of the sample variance. The relative error of the estimator is defined to be the absolute error (half the size of the confidence interval) divided by the value of the estimator, i.e., it is equal to $z_{\alpha} \sigma n^{-1 / 2} / p_{E}$. We often require that the relative error is smaller than some set precision, e.g. $10 \%$. Suppose now that $\widehat{p}_{E} \ll 1$. We then have

$$
\begin{equation*}
R E=z_{\alpha} \frac{\sqrt{p_{E}\left(1-p_{E}\right)}}{\sqrt{N} p_{E}} \approx \frac{z_{\alpha}}{\sqrt{N p_{E}}} . \tag{1.2}
\end{equation*}
$$

Consider the case $p_{E}=10^{-9}$. If we require that the $95 \%$-confidence interval has a relative error of at most $10 \%$, then we need $N \geq 3.84 \times 10^{11}$, i.e., we need over three hundred billion runs. This big amount of runs is, for many models, too high to be executed on most computers in a reasonable amount of time. In fact, the number of runs needed is inversely proportional to $p_{E}$. Thus, the need arises for sampling methods that need a lower number of runs to obtain a fixed relative error for $p_{E} \ll 1$.

In addition to the high number of runs required to estimate small probabilities, the central limit theorem can downright be a very bad approximation of those probabilities. We will show this with a numerical example.

Example 1.1.1. Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random variables having an exponential distribution with parameter $\mu$ (so that its mean is $1 / \mu$ ). Let $\widehat{S}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$ be its empirical mean. We want to estimate $\mathbb{P}\left(\widehat{S}_{n}>2 / \mu\right)$ for large $n$. According to the central limit theorem, we know that, for large $n$,

$$
\sqrt{n}\left(\widehat{S}_{n}-\frac{1}{\mu}\right) \stackrel{\mathrm{d}}{\approx} \mathcal{N}\left(0, \frac{1}{\mu^{2}}\right)
$$

Hence, according to the central limit theorem, for large $n$, we obtain

$$
\begin{aligned}
\mathbb{P}\left(\widehat{S}_{n}>\frac{2}{\mu}\right) & =\mathbb{P}\left(\widehat{S}_{n}-\frac{1}{\mu}>\frac{1}{\mu}\right) \\
& =\mathbb{P}\left(\sqrt{n}\left(\widehat{S}_{n}-\frac{1}{\mu}\right)>\frac{\sqrt{n}}{\mu}\right)
\end{aligned}
$$



Figure 1.1: Numerical values corresponding to Example 1.1.1, using $\mu=2$.

$$
\begin{aligned}
& =\mathbb{P}\left(\mu \sqrt{n}\left(\widehat{S}_{n}-\frac{1}{\mu}\right)>\sqrt{n}\right) \\
& \approx \mathbb{P}(\mathcal{N}(0,1)>\sqrt{n}) .
\end{aligned}
$$

Note that actually $n \widehat{S}_{n}$ has a gamma distribution with shape parameter $n$ and scale parameter $1 / \mu$. In Figure 1.1 we see how drastic the difference is.

One of those methods that tries to remedy this issue is importance sampling. In order to explain this method, let us first generalise the setting. Let the model under consideration be represented by some random variable $X$. Furthermore, let the quantity of interest we want to estimate be $\psi(X)$ for some function $\psi$. Assume that $X$ is real-valued and has a density $f$. Importance sampling is essentially sampling $X$ from a different density $\widetilde{f}$, which has to be absolutely continuous with respect to $f$, i.e., we require that $\widetilde{f}(x)>0$ whenever $\psi(x) f(x)>$ 0 ; this is called using a change of measure. Observe now that

$$
\begin{equation*}
\gamma:=\int \psi(x) f(x) \mathrm{d} x=\int \psi(x) \frac{f(x)}{\widetilde{f}(x)} \widetilde{f}(x) \mathrm{d} x \tag{1.3}
\end{equation*}
$$

Hence, we can write, using self-explanatory notation, $\gamma=\mathbb{E}_{\tilde{f}}(\psi(X) L(X))$,
where $L$ is the likelihood ratio, which is defined as $L(x)=\frac{f(x)}{\tilde{f}(x)}$ when $\psi(x) f(x)>$ 0 and $L(x)=0$ otherwise. This gives rise to the following estimator for $\gamma$ : if we sample $N$ samples from $X$, using density $\widetilde{f}$, the unbiased estimator is

$$
\begin{equation*}
\widetilde{\gamma}:=\sum_{i=1}^{N} \frac{\psi\left(X_{i}\right) L\left(X_{i}\right)}{N} . \tag{1.4}
\end{equation*}
$$

In order for this procedure to perform better than Monte Carlo sampling, an appropriate choice for $\widetilde{f}$ has to be made. Suppose we choose $\widetilde{f}(x)=f(x) \psi(x) / \gamma$ and thus $L=\gamma / \psi(x)$. We then have

$$
\operatorname{Var}(\widetilde{\gamma})=\frac{1}{N} \mathbb{V a r}_{\widetilde{f}}(\psi(X) L(X))=\frac{1}{N} \operatorname{Var}_{\widetilde{f}}(\gamma)=0
$$

i.e., we have a "perfect" estimator in the sense that it has zero variance. Unfortunately, this estimator can not be used in practice, as it requires knowledge of the value of $\gamma$, which is exactly the quantity we're trying to estimate in the first place. However, this estimator does provide a benchmark in the sense that a "good" change of measure probably looks closely like this perfect change of measure.

Several definitions of what constitutes a "good" change of measure exist. Generally, the number of runs required to obtain some precision is proportional to the variance of the estimator. Hence, a good change of measure is one that achieves variance reduction. Additionally there exist some optimality notions. Two commonly used notions exist in an asymptotic regime, for which we will provide the setting first. We restrict to the case where $\psi$ is an indicator function of the outcome of some event; we will thus replace $\psi$ with $I$. Let now $\gamma \equiv \gamma_{n}$ be indexed by a rarity parameter $n$ and assume that $\gamma_{n} \rightarrow 0$ as $n \rightarrow \infty$. Suppose that new density $\widetilde{f}$ induces a probability measure $\mathbb{Q}$. We then say that $\mathbb{Q}$ is asymptotically optimal (or asymptotically efficient) with respect to $n$ if

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\ln \mathbb{E}_{\mathbb{Q}, n}\left(L^{2} I\right)}{\ln \mathbb{E}_{\mathbb{Q}, n}(L I)}=2 \tag{1.5}
\end{equation*}
$$

Note that, by Jensen's inequality, the limit is always smaller than or equal to 2. In the light-tailed case, i.e., when $\gamma_{n}$ decays exponentially as a function of $n$, asymptotic optimality means that the number of runs needed grows at most
subexponentially as well to obtain a certain precision.
As a second, stronger, notion of optimality, we say that $\mathbb{Q}$ has bounded relative error with respect to $n$ if

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\mathbb{V a r}_{\mathbb{Q}, n}(L I)}{\gamma_{n}^{2}}<\infty \tag{1.6}
\end{equation*}
$$

It is a stronger notion of optimality in the sense that to obtain a required precision, a bounded number of runs is required as $n$ goes to infinity.

We now give an example in which bounded relative error is attained.
Example 1.1.2. Let $N$ have a geometric distribution with success parameter $p \equiv p(x)$, where $x$ is a rarity parameter (e.g., we could let $p(x)=1 / x$ for $x \geq 1$ ). Let

$$
z:=\mathbb{P}(N \leq m)=1-(1-p)^{m}
$$

be such that $z \rightarrow 0$ as $x \rightarrow \infty$. We want to use importance sampling in order to efficiently estimate $z$. We propose that, under $\mathbb{Q}, N$ has a geometric distribution with a different success parameter $\tilde{p}$. Some analysis reveals that a good candidate is to take $\tilde{p}=1 / m$. Indeed, we will show that $\mathbb{E}\left(L^{2} I\right) \sim z^{2}(e-1)$ so that bounded relative error is achieved. Using that $1-p \approx 1$, we get

$$
\begin{aligned}
\mathbb{E}\left(L^{2} I\right) & =\sum_{k=0}^{m-1}(1-\tilde{p})^{k} \tilde{p}\left(\frac{(1-p)^{k} p}{(1-\tilde{p})^{k} \tilde{p}}\right)^{2}=\frac{p^{2}}{\tilde{p}} \sum_{k=0}^{m-1}(1-\tilde{p})^{-k}(1-p)^{2 k} \\
& =\frac{p^{2}}{\tilde{p}} \frac{1-(1-\tilde{p})^{-m}(1-p)^{2 m}}{1-(1-\tilde{p})^{-1}(1-p)^{2}}=m p^{2} \frac{1-\left(1-\frac{1}{m}\right)^{-m}(1-p)^{2 m}}{1-\left(1-\frac{1}{m}\right)^{-1}(1-p)^{2}} \\
& \approx m p^{2} \frac{1-\left(1-\frac{1}{m}\right)^{-m}}{1-\left(1-\frac{1}{m}\right)^{-1}} \approx m p^{2} \frac{1-e}{1-\left(1-\frac{1}{m}\right)^{-1}} \\
& =m p^{2} \frac{e-1}{\frac{1}{m-1}} \sim m p^{2} \frac{e-1}{\frac{1}{m}}=m^{2} p^{2}(e-1) \\
& \sim z^{2}(e-1) .
\end{aligned}
$$

This example should convince the reader that importance sampling can indeed perform much better than Monte Carlo sampling. In this example, a bounded number of runs in $x$ is needed to achieve a certain precision, whereas in Monte Carlo sampling, the number of runs is inversely proportional to $z(x)$.

In Section 1.3 we give an example where importance sampling can also perform badly if one is not careful enough in choosing a change of measure.

More methods exist that provide a method to efficiently implement rare event simulation. One of those methods is splitting, which is best explained by a simple example. Consider a random walk $S_{k}, k \geq 0$, with i.i.d. increments and a negative drift. Of interest now is the event of the random walk ever reaching some high level $n$. As this is a rare event, consider the following idea. Define levels $0<n_{1}<\ldots<n_{j}<n$. Now, we simulate $M_{0}$ independent copies of $S_{0}$. We simulate each copy until it either reaches level $n_{1}$ or returns to level 0 . The idea behind splitting is that, conditioning on reaching level $n_{1}$, reaching level $n$ is less rare. Hence we continue by discarding the copies that returned to level 0 and creating $M_{1}$ copies of each of the original copies that reached level $n_{1}$. We repeat this procedure, until we end up with some copies entering level $n$. As an estimator, we use the number of copies that reached level $n$ divided by the total number of copies that were created during the process.

In order to optimise this procedure, one has to consider, for example, how to choose the number of levels $j$, how to choose the levels $n_{1}, \ldots, n_{j}$ and how to choose the numbers of copies to create at each level. These are just a few aspects of the splitting method.

Another method for simulating rare events, called conditional Monte Carlo sampling, is used in Chapter 5 As the name suggests, it involves conditioning on a random variable or on a sigma-field. In the context of estimating a rare event, recall that we want to estimate the probability of an event $E$, denoted by $p_{E}$. Suppose that this event depends on some random variable $X$. For conditional Monte Carlo estimation, we replace the estimator $\widehat{p}_{E}$ (see 1.1) with the unbiased estimator $\mathbb{E}\left(\widehat{p}_{E} \mid X\right)$. Using this estimator always gives a variance reduction. Indeed, using the law of total variance, we get

$$
\operatorname{Var}\left(\widehat{p}_{E}\right)=\mathbb{V a r}\left(\mathbb{E}\left(\widehat{p}_{E} \mid X\right)\right)+\mathbb{E}\left(\mathbb{V a r}\left(\widehat{p}_{E} \mid X\right)\right) \geq \mathbb{V a r}\left(\mathbb{E}\left(\widehat{p}_{E} \mid X\right)\right) .
$$

However, for this method, the hard part is in finding a suitable $X$ so that the conditional expectation is computable. The following example is closely related to Chapter 5.

Example 1.1.3. Let $E$ and $X$ be independent random variables with $E$ having an exponential distribution with unit mean and $X$ having some distribution
from which we can easily sample. We want to calculate $\mathbb{P}(E+X>x)$ for some large $x$. However, depending on the distribution of $X$, this might not be possible to do exactly. Furthermore, as this probability is small for large $x$, performing Monte Carlo sampling also is not a good option, as explained before in this section. Therefore, we resort to conditional Monte Carlo sampling. Note that

$$
\mathbb{P}(E+X>x)=\mathbb{E}(\mathbb{1}(E+X>x))=\mathbb{E}(\mathbb{E}(\mathbb{1}(E+X>x) \mid X)),
$$

so an unbiased estimator for $\mathbb{P}(E+X>x)$ is

$$
\mathbb{E}(\mathbb{1}(E>x-X) \mid X)=e^{-(x-X)} \wedge 1 .
$$

Hence, the probability can easily be estimated by sampling from $X$ and substituting its values in the formula above.

We refer the reader to [64] and [3] for a more thorough treatment on importance sampling, splitting, conditional Monte Carlo sampling and other rare event simulation methods.

### 1.2 Queueing processes and random walks

In this thesis, we look at rare event simulation in the context of queueing processes and random walks in a multidimensional setting. The theoretical background that is required to read the rest of this thesis is treated in this section. This section doesn't aim to be a full introduction to queueing processes and random walks; we provide references to more comprehensive literature below.

Queueing theory is one of the largest and most applicable fields within probability theory. Many books and papers are devoted to this topic. Although we could easily write a whole chapter on introducing the field, we will restrict ourselves to the bare minimum that is required for understanding the rest of this thesis. We refer to, for example, [26] and [24], for a more thorough introduction to queueing theory, and to [44] for a more recent publication.

We will first define a discrete-time queue and show its connection to a random walk. Let $Q_{0}=0$ and let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random variables. A
queueing process is then recursively defined by

$$
\begin{equation*}
Q_{n}:=\max \left\{Q_{n-1}+X_{n}, 0\right\}, \quad n \geq 1 . \tag{1.7}
\end{equation*}
$$

Hence, $X_{n}$ describes the amount by which the queue in- or decreases between time $n-1$ and time $n$, where we restrict the content of the queue to be nonnegative. If we iterate this equation we get

$$
\begin{aligned}
Q_{n} & =\max \left\{0, X_{1}+\cdots+X_{n}, X_{2}+\cdots+X_{n}, \ldots, X_{n}\right\} \\
& \stackrel{\mathrm{d}}{=} \max \left\{0, X_{1}, X_{1}+X_{2}, \ldots, X_{1}+\cdots+X_{n}\right\} .
\end{aligned}
$$

For the stationary distribution we naturally obtain

$$
Q_{\infty} \stackrel{\mathrm{d}}{=} \sup _{n=0,1,2, \ldots} \sum_{i=1}^{n} X_{i}
$$

where if $n=0$ the sum is to be taken equal to zero. We can conclude that the stationary distribution of the workload in a queue is equal to the all-time supremum of a random walk.

This can in some cases be extended to higher dimensions. We will, however, show that in higher dimensions, two different types of events can be considered. For ease of notation, we will only show the two-dimensional case. Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ and $\left(\tilde{X}_{i}\right)_{i \in \mathbb{N}}$ be two sequences of i.i.d. random variables and let the two sequences also be independent of each other (but not necessarily equally distributed). The first type of event is a ruin probability, which is

$$
\begin{equation*}
\mathbb{P}\left(\exists n: \sum_{i=1}^{n} X_{i}>q, \sum_{i=1}^{n} \tilde{X}_{i}>\tilde{q}\right) . \tag{1.8}
\end{equation*}
$$

This event is analysed in Chapter 2.
In order to provide the second type of event, we will first define a twodimensional queueing system:

$$
\binom{Q_{n}}{\tilde{Q}_{n}}=\binom{\max \left\{Q_{n-1}+X_{n}, 0\right\}}{\max \left\{\tilde{Q}_{n-1}+\tilde{X}_{n}, 0\right\}}=\ldots
$$

$$
\begin{aligned}
& =\binom{\max \left\{0, X_{1}+\cdots+X_{n}, \ldots, X_{n}\right\}}{\max \left\{0, \tilde{X}_{1}+\cdots+\tilde{X}_{n}, \ldots, \tilde{X}_{n}\right\}} \\
& \stackrel{\mathrm{d}}{=}\binom{\max \left\{0, X_{1}, \ldots, X_{1}+\cdots+X_{n}\right\}}{\max \left\{0, \tilde{X}_{1}, \ldots, \tilde{X}_{1}+\cdots+\tilde{X}_{n}\right\}} .
\end{aligned}
$$

Its stationary distribution is given by

$$
\binom{Q_{\infty}}{\tilde{Q}_{\infty}} \stackrel{\mathrm{d}}{=}\left(\begin{array}{ll}
\sup _{n=0,1,2, \ldots} .\left\{\sum_{i=1}^{n} X_{n}\right\} \\
\sup _{n=0,1,2, \ldots} & \left\{\sum_{i=1}^{n} \tilde{X}_{n}\right\}
\end{array}\right) .
$$

This last equality gives rise to the following probability:

$$
\begin{equation*}
\mathbb{P}\left(Q_{\infty}>q, \tilde{Q}_{\infty}>\tilde{q}\right)=\mathbb{P}\left(\exists n_{1}: \sum_{i=1}^{n_{1}} X_{i}>q ; \exists n_{2}: \sum_{i=1}^{n_{2}} \tilde{X}_{i}>\tilde{q}\right) \tag{1.9}
\end{equation*}
$$

The analysis of such an event is the main topic of Chapter 3.
We want to emphasise that in the event of Equation (1.8), the two processes have to reach the high levels at the same time, while in (1.9), they can reach the high levels at different times.

### 1.3 Large deviations theory

Large deviations theory is an extensive collection of mathematical theories and tools that are developed to analyse rare events. In this thesis, large deviations theory is used for two main reasons. One is that it provides tools and heuristics that allow us to find a good change of measure in designing importance sampling algorithms. The second reason is that it allows us to evaluate the efficiency of a change of measure.

Consider an i.i.d. sequence of random variables. Extensive theory exists on the "regular" behaviour of such a sequence: the law of large numbers provides us with information on its sample mean and the central limit theorem describes the behaviour around the sample mean. But how can events with a very low probability be described? Large deviations theory aims to provide a mathematical framework to answer this question.

Let us illustrate that with an example.

Example 1.3.1. Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random variables having a normal distribution with mean zero and unit variance. Let $\widehat{S}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$ be its empirical mean. Note that $\widehat{S}_{n}$ again has a normal distribution with zero mean and variance $1 / n$. Therefore, for any $\delta>0$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(\left|\widehat{S}_{n}\right| \geq \delta\right)=0 \tag{1.10}
\end{equation*}
$$

and for any interval $A$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{P}\left(\sqrt{n} \widehat{S}_{n} \in A\right)=\frac{1}{2 \pi} \int_{A} e^{-x^{2} / 2} \mathrm{~d} x \tag{1.11}
\end{equation*}
$$

Furthermore,

$$
\mathbb{P}\left(\left|\widehat{S}_{n}\right| \geq \delta\right)=1-\frac{1}{2 \pi} \int_{-\delta \sqrt{n}}^{\delta \sqrt{n}} e^{-x^{2} / 2} \mathrm{~d} x
$$

so that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \mathbb{P}\left(\sqrt{n} \widehat{S}_{n} \geq \delta\right)=-\frac{\delta^{2}}{2} \tag{1.12}
\end{equation*}
$$

This last equation is a typical large deviations statement. It says that $\left|\widehat{S}_{n}\right|$ can take relatively large values with a probability of the order $e^{-n \delta^{2} / 2}$.

Note that, from the law of large numbers and the central limit theorem, equations (1.10) and 1.11 still hold for any i.i.d. sequence with finite second moment. One could ask whether equation (1.12) also still holds in the general case. It can be derived that the limit indeed always exists, but that its value depends on the distribution of $X_{1}$. This is a simple example of a so-called large deviations principle, which is one of the main tools used in large deviations theory. We will give the exact definition below, but first we need to introduce some preliminary definitions.

Most of the definitions and results below are taken from [30]. Let $\left\{\mu_{\epsilon}\right\}$ be a family of probability measures on some topological space $\mathcal{X}$. A rate function $I$ then is a non-negative lower semi-continuous function on $\mathcal{X}$, i.e., all level sets are closed sets. We call $I$ a good rate function if, in addition, all level sets are compact.

We say that $\left\{\mu_{\epsilon}\right\}$ satisfies a large deviations principle with rate function $I$
if for all $\Gamma \in \mathcal{B}$,

$$
\begin{equation*}
-\inf _{x \in \Gamma^{\circ}} I(x) \leq \liminf _{\epsilon \rightarrow 0} \epsilon \ln \mu_{\epsilon}(\Gamma) \leq \limsup _{\epsilon \rightarrow 0} \epsilon \ln \mu_{\epsilon}(\Gamma) \leq-\inf _{x \in \bar{\Gamma}} I(x), \tag{1.13}
\end{equation*}
$$

where in the infima, the interior and closure of $\Gamma$ are meant respectively.
Informally, if $\left\{\mu_{\epsilon}\right\}$ satisfies a large deviations principle with rate function $I$, it means that

$$
\mu_{\epsilon}(\Gamma) \approx e^{\frac{-1}{\epsilon} \inf _{x \in \Gamma} I(x)}
$$

i.e., the probability of interest decays exponentially in $1 / \epsilon$ with decay rate $\inf _{x \in \Gamma} I(x)$.

There are several conditions under which a family of probability measures satisfies a large deviations principle. One of the most famous results is Cramér's theorem (originally published in [27]), which is a statement about the sequence of probability measures corresponding to the sample means of an i.i.d. sequence of random variables. Before we can state the theorem, some more definitions are required.

We again consider a sequence of i.i.d. random variables $\left(X_{i}\right)_{i \in \mathbb{N}}$ and its empirical mean $\widehat{S}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$. Let $\mu_{n}$ denote the probability law of $\widehat{S}_{n}$. The logarithmic moment generating function, or cumulant generating function, of $X_{1}$ is defined as

$$
\Lambda(\lambda):=\ln M(\lambda), \quad M(\lambda):=\mathbb{E}\left(e^{\lambda X_{1}}\right),
$$

and the Fenchel-Legendre transform of $\Lambda(\lambda)$ is defined as

$$
\Lambda^{\star}(x):=\sup _{\lambda \in \mathbb{R}}\{\lambda x-\Lambda(\lambda)\} .
$$

Theorem 1.3.2 (Cramér). The sequence of probability measures $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ satisfy a large deviations principle with convex rate function $\Lambda^{\star}(\cdot)$.

Note that no assumptions on the existence of any moment of $X_{1}$ were made; in particular, the theorem holds even when the first moment of $X_{1}$ doesn't exist (though in that case, $\Lambda^{\star}(x)$ would be 0 for all $x$, and the theorem is not very informative).

Several generalisations of Cramér's theorem exist. It should be no surprise that a multivariate counterpart exists, i.e., in the case where $\left(X_{i}\right)_{i \in \mathbb{N}}$ is a sequence of i.i.d. random vectors in $\mathbb{R}^{d}$. A generalisation to the non-i.i.d. case can
also be made, which is called the Gärtner-Ellis theorem. We use this theorem in Chapter 2, where it is also stated.

So far, all results have been about the empirical mean of a sequence of random variables. However, sometimes one wants to obtain information about the sample path of such a sequence. For example, the maximum of the random walk can be of interest, or one might want to know what the probability is of the random walk ever attaining a value in some (rare) set. A result indeed exists, in the form of Mogulskii's theorem (see [61] for the original publication). Let's again provide some preliminary definitions first.

Since the theorem is stated in higher dimension, we first state the higher dimensional counterparts of the definitions above. Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random vectors in $\mathbb{R}^{d}$, with $\Lambda(\lambda)=\ln \mathbb{E}\left(e^{\left\langle\lambda, X_{1}\right\rangle}\right)$. Let $|\cdot|$ be the Euclidian norm on $\mathbb{R}^{d}$ (i.e., $|x|=\sqrt{\langle x, x\rangle}$ ), let $\|\cdot\|$ be the supremum norm on $L_{\infty}([0,1])$ and let $\Lambda^{\star}(x):=\sup _{\lambda \in \mathbb{R}^{d}}\{\langle\lambda, x\rangle-\Lambda(\lambda)\}$ be the $d$-dimensional Fenchel-Legendre transform of $\Lambda(\cdot)$.

$$
Z_{n}(t):=\frac{1}{n} \sum_{i=1}^{\lfloor n t\rfloor} X_{i}, \quad 0 \leq t \leq 1,
$$

and let $\mu_{n}$ be the probability law of $Z_{n}(\cdot)$.
Theorem 1.3.3 (Mogulskii). Let $\Lambda(\lambda)<\infty$ for all $\lambda \in \mathbb{R}^{d}$. The sequence of probability measures $\left(\mu_{n}\right)_{n \in \mathbb{N}}$ satisfy, in $L_{\infty}([0,1])$, a large deviations principle with good rate function

$$
I(\phi)= \begin{cases}\int_{0}^{1} \Lambda^{\star}\left(\phi^{\prime}(t)\right) \mathrm{d} t, & \text { if } \phi \in \mathcal{A C}, \phi(0)=0 \\ \infty & \text { otherwise }\end{cases}
$$

where $\mathcal{A C}$ is the set of absolutely continuous functions.
We conclude this part by stating an elementary property called the principle of the largest term. We provide the version as stated in [39]; a slightly more general version can be found in 30].

Lemma 1.3.4 (Principle of the largest term). Let $a_{n}$ and $b_{n}$ be sequences in $\mathbb{R}_{+}$. If $1 / n \ln a_{n} \rightarrow a$ and $1 / n \ln b_{n} \rightarrow b$ as $n \rightarrow \infty$, then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \ln \left(a_{n}+b_{n}\right)=a \vee b .
$$

If $a_{n}$ and $b_{n}$ are probabilities, this lemma has the interpretation that rare events tend to happen in the most likely way.

We conclude this section by providing a change of measure that is often used in importance sampling, namely exponential twisting. If a random variable $X$ has a density $f(\cdot)$, then we say that we exponentially twist $X$ with parameter $\lambda$ if we sample using density

$$
f_{\lambda}(x):=f(x) \frac{e^{\lambda x}}{M(\lambda)}
$$

This change of measure is useful in the following setting. Consider the random walk $S_{n}=\sum_{i=1}^{n} X_{i}$, where the $X_{i}$ are i.i.d. with expected value $\mu$. Suppose that we are interested in the probability $\mathbb{P}\left(S_{n} / n>a\right)$ for some $a>\mu$. Let $\lambda(a)$ be the optimising argument of $\Lambda^{\star}(a)$. As shown in [12, Section 5.2.1], when the random walk is twisted with parameter $\lambda(a)$, asymptotic optimality is achieved.

### 1.4 Complications of rare event estimation in a multidimensional setting

One-dimensional systems have some very useful properties: they are (relatively) easy to analyse, it is easy to design simulation algorithms for them and a lot is known about them already. For example, for single server queues, many results exist on e.g. waiting times, sojourn times and queue length distribution. However, many practical situations are too complicated to model by, e.g., a single queue, a single buffer or a one-dimensional random variable. Therefore, multidimensional models need to be studied.

Although multidimensional models have the potential to be a much closer approximation of reality than their one-dimensional counterparts, they come with a cost: they are relatively hard to analyse and as a result, less results exist for these models. In several special cases, some results do exist. Recent publications include, e.g., 53], where the stationary workload distribution of a fluid tandem queue is analysed in heavy traffic, and [66], where the steady-state marginal workload distribution for a single server polling model with two queues is analysed. Additional results can be found in e.g. [62, [16] and [55].

Because of this, and because of their inherent mathematical value, this thesis
focuses on multidimensional models. In order to illustrate the hardness in analysing multidimensional models in the setting of rare-event simulation, we give some examples of potential problems that they have.

One example, which is shown in Chapter 2 as well, is briefly introduced here. Consider a two-dimensional fluid buffer model in which the net inflow (or outflow) is determined by the state of some finite state space background process. This means that in between two jumps of the background process, the net in- or outflow of both buffers is constant. Suppose that one is interested in the rare event of both buffers attaining a high level simultaneously. If one was to perform simulations in order to estimate the probability of this event, one would simulate the background process and calculate at each jump point what the levels of the buffers must be. An easy trap to fall into is thinking that the event of interest only occurs if, at a jump point, both buffers reached the high level. As this is indeed true in the one-dimensional case, one might think that this extends to the two-dimensional case. However, as Figure 2.2 in Chapter 2 shows, the rare set of interest can also be reached in between two jump points of the background process. Naturally, this can easily be overcome by linearly interpolating between two jump points, but this simple example shows that if one is not careful, mistakes can easily be made when transitioning from one dimension to multiple.

In the next example, although the stochastic process is one-dimensional, the rare set of interest is a disjoint union of two sets, in particular, the set is non-convex. This is an example in which one wants to implement an efficient importance sampling algorithm. Consider again a random walk $\left(X_{i}\right)_{i \in \mathbb{N}}$ and its empirical mean $\widehat{S}_{n}=\frac{1}{n} \sum_{i=1}^{n} X_{i}$. We also use the notation $S_{n}=\sum_{i=1}^{n} X_{i}$ and define $\lambda^{\star}(a)$ to be the optimiser of $\Lambda^{\star}(a)$. We are interested in the probability

$$
p_{n}(a, b):=\mathbb{P}\left(\frac{\widehat{S}_{n}}{n} \geq a \text { or } \frac{\widehat{S}_{n}}{n} \leq b\right)
$$

for $b<\mathbb{E}\left(X_{1}\right)<a$. Suppose that the point $a$ is the most likely point for the rare event to occur, meaning that $p_{n}(a) / p_{n}(a, b) \rightarrow 1$ as $n \rightarrow \infty$, where $p_{n}(a):=\mathbb{P}\left(\frac{\widehat{S}_{n}}{n} \geq a\right)$ (this corresponds to the case that $\left.\Lambda^{\star}(a) \leq \Lambda^{\star}(b)\right)$. It seems tempting to perform an exponential twist with parameter $\lambda(a)$. Let $\mathbb{Q}$ denote the corresponding change of measure of this exponential twist. As shown
in [12, Section 5.2.3], we have for the second moment of the estimator that

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{Q}, n}\left(L^{2} I\right)= \\
& \quad\left[\mathbb{E}_{\mathbb{Q}, n}\left(e^{-2 \lambda^{\star}(a) S_{n}} \mathbb{1}_{\left\{S_{n} \geq n a\right\}}+\mathbb{E}_{\mathbb{Q}, n}\left(e^{-2 \lambda^{\star}(a) S_{n}} \mathbb{1}_{\left\{S_{n} \leq n b\right\}}\right)\right)\right] \\
& \\
&
\end{aligned}
$$

The decay rates of the first and second term respectively are $-2 \Lambda^{\star}(a)$ and $\left.-\lambda^{\star}(a)\right) b-\Lambda^{\star}(b)+\ln M\left(\lambda^{\star}(a)\right)$. In order to get a subexponential number of runs, we need that $\operatorname{Var}_{\mathbb{Q}, n}(L I)$ needs to decay (decrease on an exponential scale) as fast as $p_{n}^{2}(a, b)$, which is the case when the inequality $\left.\Lambda^{\star}(a) \leq \lambda^{\star}(a)\right) b+\Lambda^{\star}(b)-$ $\ln M\left(\lambda^{\star}(a)\right)$ must be satisfied. It can be shown that it is satisfied only when $b \leq b^{\star}$ for some fixed $b^{\star}$. Hence, when $b$ is too large, at least an exponential number of runs is needed. The heuristic explanation is that, even in importance sampling, it might occur that $S_{n} / n \leq b$. When that happens, the likelihood becomes very large, contributing to a large variance. We refer to [12] for various methods that circumvent this problem, one of which is to write the probability as the sum of two probabilities and estimating each term separately.

Throughout this thesis, we will make use of several techniques than can be applied in multiple dimensions, e.g., partitioned importance sampling and conditional Monte Carlo sampling. These methods have the advantage that they are easier to implement than some of the methods that can be found in the survey paper [10.

### 1.5 Contributions

This section highlights the contributions that are made in this thesis.
In Chapter 2, we consider a bivariate stochastic process. The (rare) event of interest is the event of both components exceeding some large level simultaneously. Both asymptotic techniques as well as efficient simulation techniques are provided. The asymptotic result concerns various expressions for the decay rate of the probability of interest and is valid under Gärtner-Ellis-type conditions. The simulation result concerns a specific instance of the model under consideration, which is that of two Markov fluid queues driven by the same background process. An asymptotically efficient importance sampling procedure is provided
for this example. Furthermore, several numerical experiments are provided that support the theory.

Chapter 3 is closely related to Chapter 2. Again, a bivariate stochastic process is analysed, but the event of interest now is that of both components exceeding some large level, but not necessarily at the same time. This chapter also provides two results. As in Chapter 2, the first result is an expression for the decay rate of the probability of interest. The second result focuses on efficient simulation techniques. Using a "nearest-neighbour random walk" as an example, we first show that a "naive" implementation of importance sampling, based on the decay rate, is not asymptotically efficient. To remedy this, we introduce a technique which we call partitioned importance sampling and prove that this technique, indeed, is asymptotically efficient. We conclude the chapter by providing several simulation results.

In Chapter 4, we look at a linear stochastic fluid network under Markov modulation. The focus is on the probability that the joint storage level will ever attain a value in a rare set. The majority of the chapter is devoted to developing efficient importance sampling algorithms. For linear stochastic fluid networks without modulation, we prove that the algorithm presented needs at most a polynomial number of runs, whereas the probability of interest decays exponentially. For linear stochastic fluid networks with modulation, we show that the algorithm is asymptotically efficient. Furthermore, we point out how to set up a recursion to evaluate the (transient and stationary) moments of the joint storage level in Markov-modulated linear stochastic fluid networks.

Chapter 5 focuses on the stationary distribution of a stochastic recursion. The goal is to estimate the probability that the stationary process has a large value. We provide a conditional Monte Carlo algorithm that can estimate this probability both efficiently (bounded relative error is attained) and unbiasedly in finite running time. We also provide an expression for the asymptotic tail behaviour.

Together, these chapters show how it is possible to develop efficient simulation techniques for multidimensional models with a variety of approaches, that complement the approaches in the literature which are surveyed in [10].

## A multi-dimensional ruin problem

This chapter is devoted to analysing the event of both components of a bivariate stochastic process exceeding a large threshold at the same time. This is closely related to Chapter 3. There, the event of both components of a bivariate stochastic process exceeding a large threshold at possibly different times is analysed. This chapter is based on [21.

### 2.1 Introduction

Let $\left(\left(A_{t}, B_{t}\right)\right)_{t \geq 0}$ be a bivariate stochastic process, with possibly dependent components. This chapter focuses on techniques to quantify the so-called (bivariate) ruin probability over level $u$, denoted by $\alpha_{u}$, being defined as the probability that this process will ever hit the set $S_{u}:=(u, \infty) \times(u, \infty)$, for some $u>0$. Note that even in the case that the two processes are independent, this probability cannot be evaluated from the corresponding one-dimensional ruin probabilities, since both components have to be bigger than $u$ at the same time.

A leading example of such a bivariate model is the two-dimensional Markov modulated fluid model, which can be described as follows. Let $\left(X_{t}\right)_{t \geq 0}$ be an irreducible Markov process, taking values on a finite state space. Whenever $X_{t}=i$, both $A_{t}$ and $B_{t}$ change at constant, possibly negative, rates $r_{i}^{A}$ and $r_{i}^{B}$
respectively so that

$$
\left(A_{t}, B_{t}\right)=\left(\int_{0}^{t} r_{X_{s}}^{A} \mathrm{~d} s, \int_{0}^{t} r_{X_{s}}^{B} \mathrm{~d} s\right)
$$

the two processes $\left(A_{t}\right)_{t \geq 0}$ and $\left(B_{t}\right)_{t \geq 0}$ thus depend on each other as they react to the same realisation of the background process $\left(X_{t}\right)_{t \geq 0}$. The process $\left(A_{t}, B_{t}\right)$ could be used to model the evolution of two random quantities which are driven by the same environment. Many examples can be thought of: the process can represent data buffers in a wireless network whose dynamics react to the same variations in the channel conditions, or multiple asset prices reacting to the same market fluctuations. The one-dimensional counterpart of this model is well understood. In particular, techniques have been developed to evaluate the ruin probabilities, by setting up a system of linear differential equations which can be solved by imposing the appropriate boundary conditions; see e.g. [35]. Importantly, in the two-dimensional case these methods fail.

Since an exact analysis of $\alpha_{u}$ has been beyond reach so far, in this chapter we turn to two approximation techniques that are intended to gain insight into the quantitative properties of $\alpha_{u}$. The first technique is of an asymptotic nature: it characterises the (essentially exponential) tail behaviour of $\alpha_{u}$ for large $u$. The second approach is an efficient simulation technique based on importance sampling; it remedies the complication that straightforward, naïve simulation methods are typically slow due to the rarity of the event under consideration.

The research reported on in this chapter is in the tradition of a series of papers on large deviations estimates and importance sampling for queues. For an introduction to importance sampling, we refer to e.g. [64]. Importance sampling is a variance-reduction technique which essentially amounts to sampling under another measure than the actual one, recovering unbiasedness by weighing the simulation data by appropriate likelihood ratios; the complication lies in the selection of the new measure, which should ideally be chosen such that the variance of the resulting estimator is minimised. Part of this chapter relates to relatively general bivariate processes, and part to the specific case of bivariate Markov fluid. Asymptotics and efficient simulation for the one-dimensional model have been studied in detail; see e.g. [60] and 64, Section 5.3.3]. We also mention [52, where the focus lies on the existence of so-called effective
bandwidths; as it turns out, despite the fact that this work focuses on onedimensional Markov fluids, results from this paper are useful in the context of our two-dimensional setup.

There is a vast literature that directly relates to the material presented in this chapter; without aiming to give a complete overview, we mention a number of relevant contributions. In [41], for a broad class of queues the exponential decay rate of the waiting time distribution is given; this result can be translated into the context of ruin probabilities. In [32], it is generalised to continuous time, as well as to non-linear scaling. [25] considers a related result for multidimensional discrete time Markov additive processes. In [48], a fluid model is considered as well, but only for a Lévy input process (i.e., without Markov modulation); the main result is an expression for the Laplace-Stieltjes transform of the joint steady-state distribution.

This chapter has two main results. The first one is Theorem 2.2 .2 which gives multiple equivalent expressions for the decay rate

$$
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t>0: A_{t}>u, B_{t}>u\right)
$$

under mild assumptions. Importantly, these assumptions are satisfied by the bivariate Markov fluid model. In the first part of the proof, we interpret a representation of the decay rate as the solution of a concave optimisation problem with respect to several constraints. The use of this interpretation we believe is novel; for example, using this argumentation would have led to a considerably shorter proof in the one-dimensional case in [39, Lemma 1.7]. A different expression for the decay rate is provided as well, with a proof that is split into two parts. First the lower bound is proven, which focuses on the largest contribution to $\alpha_{u}$ (in terms of a 'dominant time scale'). For the upper bound, we determine the decay rate of the probability that the bivariate process hits some set $T_{u}$ which contains $S_{u}$; we let $T_{u}$ be as small as possible so as to still obtain the correct decay rate. This approach is similar to the one used by 54 .

The second main result concerns efficiency properties of an importance-sampling-based simulation scheme, which applies to the bivariate Markov fluid model only; it states that the underlying new measure is optimal (in a specific asymptotic sense). The new measure we propose can be regarded as the
two-dimensional analogue of the change of measure that was used for the onedimensional model in e.g. [60] and [64, Section 5.3.3]. A complication is that the process $\left(A_{t}, B_{t}\right)$ can attain values in the target set while the 'embedded process' (recording values of $\left(A_{t}, B_{t}\right)$ only at transition epochs of the background process) does not; we describe a technique to remedy this.

The rest of this chapter is organised as follows. Section 2.2 contains the first main result, namely the decay rate for the general two-dimensional stochastic process under a Gärtner-Ellis-type condition. In Section 2.3, we specifically consider the bivariate Markov fluid model; we first present a number of results for this model, then we develop an efficient simulation algorithm, and finally we present a number of illustrative numerical examples. For readability, the proof of Theorem 2.3.1 is given in Appendix 2.5. The chapter concludes with Section 2.4 in which we discuss two natural extensions of the theory developed in Section 2.2, namely the extension of the theory to higher dimensions and the extension to bivariate processes for which the components may hit level $u$ at different times.

### 2.2 Logarithmic asymptotics under Gärtner-Ellis conditions

Let $\left(\left(A_{t}, B_{t}\right)\right)_{t \geq 0}$ be a bivariate stochastic process on $\mathbb{R}^{2}$. We are interested in the probability $\alpha_{u}$ that the process will ever hit the set $S_{u}:=(u, \infty) \times(u, \infty)$, for $u \gg 0$, when the average movement of the process is directed away from this set. More specifically, we wish to characterise the decay rate of this probability, i.e.,

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t: A_{t}>u, B_{t}>u\right) . \tag{2.1}
\end{equation*}
$$

We consider the situation that

$$
\left(\lim _{t \rightarrow \infty} \frac{\mathbb{E} A_{t}}{t}, \lim _{t \rightarrow \infty} \frac{\mathbb{E} B_{t}}{t}\right) \notin[0, \infty) \times[0, \infty)
$$

so that the event of interest is indeed rare. We will also assume that the process can reach the set with a positive probability. Note that we don't have to restrict the event of interest to both components having to reach the same level, i.e.,
the results developed in this chapter can also handle the event

$$
\left\{\exists t>0: A_{t}>u, B_{t}>c u\right\}
$$

for any $c>0$. This can be done by applying the analysis to the stochastic process $\left(\left(A_{t}, B_{t} / c\right)\right)_{t \geq 0}$. Hence, we will choose $c=1$ in the remainder of this chapter.

In order to be able to analyse the above decay rate, we now provide some results from large deviations theory, following the setup of [39]. We denote the limiting cumulant generating function of $\left(\left(A_{t}, B_{t}\right)\right)_{t \geq 0}$ by

$$
\begin{equation*}
M\left(\theta_{1}, \theta_{2}\right):=\lim _{t \rightarrow \infty} \frac{1}{t} \ln \mathbb{E}\left(e^{\theta_{1} A_{t}+\theta_{2} B_{t}}\right) . \tag{2.2}
\end{equation*}
$$

A function $I: \mathbb{R}^{d} \rightarrow \mathbb{R}^{*}$ (where $\mathbb{R}^{*}:=\mathbb{R} \cup\{\infty\}$ ) is a rate function if it is non-negative and if it is lower semi-continuous, i.e., all level sets are closed. Furthermore, it is called a good rate function if in addition all level sets are compact. We say that $\left(\left(A_{t}, B_{t}\right)\right)_{t \geq 0}$ satisfies a large deviations principle in $\mathbb{R}^{2}$ with rate function $I: \mathbb{R}^{2} \rightarrow \mathbb{R}^{*}$ if for any measurable set $F \subseteq \mathbb{R}^{2}$

$$
\begin{aligned}
-\inf _{x \in F^{\circ}} I(x) \leq \liminf _{t \rightarrow \infty} \frac{1}{t} \ln \mathbb{P} & \left(\left(A_{t}, B_{t}\right) \in F\right) \\
& \leq \limsup _{t \rightarrow \infty} \frac{1}{t} \ln \mathbb{P}\left(\left(A_{t}, B_{t}\right) \in F\right) \leq-\inf _{x \in \bar{F}} I(x),
\end{aligned}
$$

where $F^{\circ}$ and $\bar{F}$ denote the interior and closure of $F$ respectively. For any function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{*}$, we denote its convex conjugate by $f^{*}(x):=\sup _{\theta}\langle\theta, x\rangle-$ $f(\theta)$. A function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{*}$ is called essentially smooth if the interior of its effective domain (the set on which $f$ is finite-valued) is non-empty, $f$ is differentiable in the interior of its effective domain and $f$ is steep, namely, for any sequence $x_{n}$ which converges to a boundary point of the effective domain, $\lim _{n \rightarrow \infty}\left|\nabla f\left(x_{n}\right)\right|=\infty$. The following well-known theorem will be used in the proof of our main result.

Theorem 2.2.1 (Gärtner-Ellis, see [39, Theorem 2.11]). If 2.2 exists for all $\theta_{1}, \theta_{2}$, possibly taking value infinity, and if it is essentially smooth, lower semi-continuous and finite in a neighbourhood of the origin, then the process
$\left(\left(A_{t} / t, B_{t} / t\right)\right)_{t \geq 0}$ satisfies a large deviations principle in $\mathbb{R}^{2}$ with good convex rate function $M^{*}$.

Our main result gives the aforementioned decay rate in terms of the corresponding limiting cumulant generating function. Aside from assuming GärtnerEllis conditions, we also want to ensure that the continuous-time process is locally well-behaved so that we can apply the one-dimensional result from [32]. In order to make this precise, we define for $n \in \mathbb{N}$ :

$$
\left(A_{n}+B_{n}\right)^{*}:=\sup _{0 \leq r<1}\left(A_{n+r}+B_{n+r}\right) .
$$

Theorem 2.2.2. Let $M(\cdot, \cdot)$ satisfy the conditions of the Gärtner-Ellis theorem and let either

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \mathbb{E}\left(e^{\left(\theta_{1} A_{n}+\theta_{2} B_{n}\right)^{*}-\theta_{1} A_{n}-\theta_{2} B_{n}}\right)=0 \tag{2.3}
\end{equation*}
$$

for all $\theta_{1}, \theta_{2}>0$, or let 2.3 hold for some $\theta_{1}, \theta_{2}>0$ and let

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \ln \mathbb{P}\left(\left(w A_{n}+(1-w) B_{n}\right)^{*}-w A_{n}-(1-w) B_{n}>x n\right) \leq-I(x, x) \tag{2.4}
\end{equation*}
$$

hold for all $x>0$ and all $w \in[0,1]$, with $I(\cdot, \cdot)$ as in 2.6). Then

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t>0: A_{t}>u, B_{t}>u\right)=-\inf _{x>0, y>0} \frac{I(x, y)}{\min (x, y)} \tag{2.5}
\end{equation*}
$$

holds, where

$$
\begin{equation*}
I(x, y):=\sup _{\theta_{1}, \theta_{2}}\left(\theta_{1} x+\theta_{2} y-M\left(\theta_{1}, \theta_{2}\right)\right) . \tag{2.6}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\inf _{x>0, y>0} \frac{I(x, y)}{\min (x, y)}=\sup _{\theta_{1} \geq 0, \theta_{2} \geq 0: M\left(\theta_{1}, \theta_{2}\right)=0}\left(\theta_{1}+\theta_{2}\right) \tag{2.7}
\end{equation*}
$$

Proof. We begin with the proof of the latter statement, i.e., 2.7). To this end, write

$$
\inf _{x, y>0} \frac{I(x, y)}{\min (x, y)}=\inf _{x, y>0} \sup _{\theta_{1}, \theta_{2}} \frac{\theta_{1} x+\theta_{2} y}{\min (x, y)}-\frac{M\left(\theta_{1}, \theta_{2}\right)}{\min (x, y)} .
$$

Setting $p:=\min (x, y)$ we obtain

$$
\begin{aligned}
\inf _{x, y>0} \sup _{\theta_{1}, \theta_{2}} \frac{\theta_{1} x+\theta_{2} y}{\min (x, y)}-\frac{M\left(\theta_{1}, \theta_{2}\right)}{\min (x, y)}= & \\
& \inf _{x, y, p>0, p=\min (x, y)} \sup _{\theta_{1}, \theta_{2}} \frac{\theta_{1} x}{p}+\frac{\theta_{2} y}{p}-\frac{M\left(\theta_{1}, \theta_{2}\right)}{p} .
\end{aligned}
$$

We may now replace in the infimum $p=\min (x, y)$ by $p \leq \min (x, y)$, so that we find

$$
\begin{aligned}
\inf _{x, y, p>0, p=\min (x, y)} \sup _{\theta_{1}, \theta_{2}} \frac{\theta_{1} x}{p}+\frac{\theta_{2} y}{p}- & \frac{M\left(\theta_{1}, \theta_{2}\right)}{p}= \\
& \inf _{x, y, p>0, p \leq \min (x, y)} \sup _{\theta_{1}, \theta_{2}} \frac{\theta_{1} x}{p}+\frac{\theta_{2} y}{p}-\frac{M\left(\theta_{1}, \theta_{2}\right)}{p} ;
\end{aligned}
$$

this equality holds because

- The ' $\geq$ ' part holds because the infimum on the right-hand side is taken over a larger set.
- The ' $\leq$ ' part holds because the supremum is non-negative (choose $\theta_{1}=$ $\theta_{2}=0$ ), hence $p$ will be taken as large as possible.
The next step is to replace the quantities $x / p, y / p$ and $1 / p$ by $u, v$ and $q$ respectively, which is allowed as long as we impose the restrictions $u, v \geq 1$ and $q>0$ in the infimum. We thus obtain

$$
\begin{aligned}
\inf _{x, y, p>0, p \leq \min (x, y)} \sup _{\theta_{1}, \theta_{2}} \frac{\theta_{1} x}{p}+\frac{\theta_{2} y}{p}-\frac{M\left(\theta_{1}, \theta_{2}\right)}{p}= & \\
& \inf _{u, v \geq 1, q>0} \sup _{\theta_{1}, \theta_{2}} \theta_{1} u+\theta_{2} v-q M\left(\theta_{1}, \theta_{2}\right) .
\end{aligned}
$$

We can now write $u \theta_{1}=(1+a) \theta_{1}$ with $a \geq 0$, and similarly for $\theta_{2}$ in order to obtain the alternative representation

$$
\begin{aligned}
\inf _{u, v \geq 1, q>0} \sup _{\theta_{1}, \theta_{2}} \theta_{1} u+\theta_{2} v- & q M\left(\theta_{1}, \theta_{2}\right)= \\
& \inf _{a, b \geq 0, q>0} \sup _{\theta_{1}, \theta_{2}}\left(\theta_{1}+\theta_{2}\right)+a \theta_{1}+b \theta_{2}-q M\left(\theta_{1}, \theta_{2}\right) .
\end{aligned}
$$

The right-hand side of the previous display can now be seen as the Lagrangian dual of a concave optimisation problem with respect to constraints as given in the infimum; it should be borne in mind that the limiting cumulant generating function $M\left(\theta_{1}, \theta_{2}\right)$ is convex. As a consequence,
$\inf _{a \geq 0, b \geq 0, q>0} \sup _{\theta_{1}, \theta_{2}}\left(\theta_{1}+\theta_{2}\right)+a \theta_{1}+b \theta_{2}-q M\left(\theta_{1}, \theta_{2}\right)=\sup _{\theta_{1} \geq 0, \theta_{2} \geq 0, M\left(\theta_{1}, \theta_{2}\right) \leq 0} \theta_{1}+\theta_{2}$,
which establishes the proof of 2.7 .
We will split the proof of the first statement, i.e., 2.5, into a lower bound and an upper bound. We first give the lower bound. For all $s, u>0$ we have the obvious bound

$$
\begin{aligned}
& \mathbb{P}\left(\exists t>0: A_{t}>u, B_{t}>u\right)= \\
& \quad \mathbb{P}\left(\exists t>0: A_{t u}>u, B_{t u}>u\right) \geq \mathbb{P}\left(A_{s u}>u, B_{s u}>u\right) .
\end{aligned}
$$

This means that also, for all $s>0$,

$$
\begin{aligned}
& \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t>0: A_{t u}>u, B_{t u}>u\right) \geq \\
& \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(A_{s u}>u, B_{s u}>u\right) .
\end{aligned}
$$

As this inequality is uniform in $s>0$, we can take the supremum on the righthand side. We thus obtain, after rewriting:

$$
\begin{align*}
& \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t: \frac{A_{t u}}{t u}>\frac{1}{t}, \frac{B_{t u}}{t u}>\frac{1}{t}\right) \geq \\
& \sup _{s>0} \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\frac{A_{s u}}{s u}>\frac{1}{s}, \frac{B_{s u}}{s u}>\frac{1}{s}\right) . \tag{2.8}
\end{align*}
$$

Furthermore, the Gärtner-Ellis (GE) theorem gives us the following inequality:

$$
\begin{align*}
& \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\frac{A_{t u}}{t u}>\frac{1}{t}, \frac{B_{t u}}{t u}>\frac{1}{t}\right) \\
& =t\left[\liminf _{u \rightarrow \infty} \frac{1}{t u} \ln \mathbb{P}\left(\frac{A_{t u}}{t u}>\frac{1}{t}, \frac{B_{t u}}{t u}>\frac{1}{t}\right)\right]  \tag{2.9}\\
& \stackrel{\text { GE }}{\geq}-t \inf _{x>\frac{1}{t}, y>\frac{1}{t}}\left[\sup _{\theta_{1}, \theta_{2}} \theta_{1} x+\theta_{2} y-M\left(\theta_{1}, \theta_{2}\right)\right] .
\end{align*}
$$

Upon combining 2.8 and 2.9, we thus conclude

$$
\begin{aligned}
& \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t: A_{t}>u, B_{t}>u\right) \\
& =\liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t: \frac{A_{t u}}{t u}>\frac{1}{t}, \frac{B_{t u}}{t u}>\frac{1}{t}\right) \\
& \stackrel{2.8}{\geq} \sup _{t>0} \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\frac{A_{t u}}{t u}>\frac{1}{t}, \frac{B_{t u}}{t u}>\frac{1}{t}\right) \\
& \stackrel{2.9}{\geq} \sup _{t>0}-t \inf _{x, y>\frac{1}{t}}\left[\sup _{\theta_{1}, \theta_{2}} \theta_{1} x+\theta_{2} y-M\left(\theta_{1}, \theta_{2}\right)\right] \\
& =\sup _{t>0}-t \inf _{x>\frac{1}{t}, y>\frac{1}{t}} I(x, y) \\
& =-\inf _{t>0} \inf _{x, y>\frac{1}{t}} t I(x, y)=-\inf _{x, y>0} \inf _{t>\max \left(\frac{1}{x}, \frac{1}{y}\right)} t I(x, y) \\
& =-\inf _{x, y>0} \max \left(\frac{1}{x}, \frac{1}{y}\right) I(x, y)=-\inf _{x>0, y>0} \frac{I(x, y)}{\min (x, y)},
\end{aligned}
$$

which establishes the lower bound.
For the upper bound, we consider the probability of $\left(A_{t}, B_{t}\right)$ reaching a set in which $(u, \infty) \times(u, \infty)$ is contained. We evidently have, for all 'weights' $w \in[0,1]$,

$$
\mathbb{P}\left(\exists t>0: A_{t}>u, B_{t}>u\right) \leq \mathbb{P}\left(\exists t>0: w A_{t}+(1-w) B_{t}>u\right) ;
$$

for the moment we keep $w$ fixed; later in the proof we minimise over $w$ to identify the tightest upper bound. The crucial idea is that $w A_{t}+(1-w) B_{t}$ is now a
one-dimensional stochastic process, for which we can apply the result of 32, Corollary 2.3], so as to obtain

$$
\begin{aligned}
& \limsup _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t>0: A_{t}>u, B_{t}>u\right) \\
& \leq \lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t>0: w A_{t}+(1-w) B_{t}>u\right) \leq-\inf _{x>0} \frac{I_{w}(x)}{x}=-\theta_{w}^{*}
\end{aligned}
$$

where (i) the rate function $I_{w}(x)$ is defined by $\sup _{\theta}\left(\theta x-M_{w}(\theta)\right)$, (ii) the limiting cumulant generating function $M_{w}(\theta)$ by

$$
\lim _{t \rightarrow \infty} \frac{1}{t} \ln \mathbb{E}\left(e^{\theta w A_{t}+\theta(1-w) B_{t}}\right)=0
$$

and (iii) $\theta_{w}^{*}>0$ solves $M_{w}(\theta)=0$. Because the above upper bound on the decay rate holds for any $w \in[0,1]$, we can take the infimum with respect to $w$ on both sides. We thus obtain

$$
\limsup _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t>0: A_{t}>u, B_{t}>u\right) \leq-\sup _{w \in[0,1]} \theta_{w}^{*}
$$

Setting $\theta_{1}^{*}:=w \theta_{w}^{*}$ and $\theta_{2}^{*}:=(1-w) \theta_{w}^{*}$, we observe that $M\left(\theta_{1}^{*}, \theta_{2}^{*}\right)=0$. So then

$$
\begin{aligned}
& \limsup _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists t>0: A_{t}>u, B_{t}>u\right) \\
& \quad \leq-\sup _{\theta_{w}^{*}>0, w \in[0,1]: M\left(w \theta_{w}^{*},(1-w) \theta_{w}^{*}\right)=0} w \theta_{w}^{*}+(1-w) \theta_{w}^{*} \\
& \quad=-\sup _{\theta_{1} \geq 0, \theta_{2} \geq 0: M\left(\theta_{1}, \theta_{2}\right)=0} \theta_{1}+\theta_{2},
\end{aligned}
$$

which establishes the upper bound.
The first part of the proof uses a Lagrange-multiplier argument in order to show that the optimising $\theta_{1}$ and $\theta_{2}$ are non-negative. This (seemingly novel) idea can be used more broadly; for instance in the proof of [39, Lemma 1.7]. In the proof of the upper bound, there is a one-to-one correspondence between $w, \theta_{w}^{*}$ and $\theta_{1}, \theta_{2}$, namely $\theta_{1}=w \theta_{w}^{*}$ and $\theta_{2}=(1-w) \theta_{w}^{*}$. A similar result is proven in [25] in a discrete time Markov additive setting, though the representation of the decay rate is different.

### 2.3 Efficient estimation of ruin probability in bivariate fluid model

In this section, as mentioned in the introduction, we let $A_{t}$ and $B_{t}$ represent two fluid processes, modulated by the same Markov process $\left(X_{t}\right)_{t \geq 0}$ that attains values on a finite state space $\mathcal{N}$. We apply the theory of the previous section to set up an importance-sampling-based efficient simulation procedure for estimating

$$
\alpha_{u}=\mathbb{P}\left(\exists t>0: A_{t}>u, B_{t}>u\right)=\mathbb{P}\left(\exists t>0:\left(A_{t}, B_{t}\right) \in S_{u}\right) .
$$

To make the model precise, let $r^{A}$ and $r^{B}$ be two vectors in $\mathbb{R}^{|\mathcal{N}|}$. Whenever $X_{t}=i$, the net input per time unit of the two components are $r_{i}^{A}$ and $r_{i}^{B}$, respectively; note that these numbers are not necessarily positive. A compact representation is

$$
\begin{equation*}
\frac{\delta A_{t}}{\delta t}=r_{i}^{A}, \quad \frac{\delta B_{t}}{\delta t}=r_{i}^{B} \quad \text { if } X_{t}=i \tag{2.10}
\end{equation*}
$$

where we set $A_{0}=B_{0}=0$.
In the following subsection, we analyse the above model in greater detail, and conclude that it satisfies the conditions of Theorem 2.2.2. In Section 2.3.2 we construct a method in order to estimate the ruin probability efficiently and in Section 2.3 .3 we give numerical examples (which also indicate the efficiency gain with respect to naïve simulation approaches).

### 2.3.1 Analysis of the fluid model

In order for the process to have a positive probability to hit the set $S_{u}$, some conditions have to be imposed on $r^{A}$ and $r^{B}$. These conditions can be satisfied in essentially two ways. The first way is that there exists some state $i$ such that $r_{i}^{A}>0$ and $r_{i}^{B}>0$. If such a state does not exist, we need two states $i$ and $j$ such that $r_{i}^{A}>0, r_{i}^{B} \leq 0, r_{j}^{A} \leq 0, r_{j}^{B}>0$ such that if the Markov process spends time in those states in a correct ratio, both $A_{t}$ and $B_{t}$ increase. A geometrical intuition for these conditions is given in Figure 2.1. The following theorem characterises these conditions, and shows that if $S_{u}$ can be reached, it


Figure 2.1: This figure illustrates the conditions under which the process can hit the set $S_{u}=(u, \infty) \times(u, \infty)$. The arrows represent the direction the process is going when $X_{t}$ remains in some state for one time unit. The first possibility is that there is an arrow in the upper-right quadrant, like the bold arrow. The other possibility is that there are two arrows in the upper-left and lower-right quadrant respectively, of which at least one is above the dashed line and the other makes an angle less than $180^{\circ}$ with the first one. An example for this possibility is given by the two non-bold arrows.
can do so by using, indeed, only at most two of the states of the modulating Markov process. Its (algebraic) proof is postponed to Appendix 2.5

Theorem 2.3.1. The following three statements are equivalent:

1. The joint process can reach the set $S_{u}$, in that $\mathbb{P}\left(\exists t: A_{t}>u, B_{t}>u\right)>0$.
2. There exist $i, j \in \mathcal{N}$ (possibly $i=j$ ) and $c, d \geq 0$ such that $c r_{i}^{A}+d r_{j}^{A}>0$ and $c r_{i}^{B}+d r_{j}^{B}>0$.
3. There exists $\vec{c} \in \mathbb{R}_{+}^{|\mathcal{N}|}$ such that $\left\langle\vec{c}, r^{A}\right\rangle>0$ and $\left\langle\vec{c}, r^{B}\right\rangle>0$, where $\langle\cdot, \cdot\rangle$ denotes the inner product.

In order to avoid trivialities, we also assume that both components have a negative drift, i.e., $\left\langle r^{A}, \pi\right\rangle<0$ and $\left\langle r^{B}, \pi\right\rangle<0$, where $\pi$ denotes the equilibrium distribution of $X$.

It is not clear yet that this process satisfies the conditions of the GärtnerEllis theorem. The following theorem, which is a generalisation of [52, page 5], shows that it indeed does. Note also that condition (2.3) is satisfied trivially, since $\left(\theta_{1} A_{n}+\theta_{2} B_{n}\right)^{*}-\theta_{1} A_{n}-\theta_{2} B_{n}$ is uniformly bounded in $n$. We can thus apply Theorem 2.2 .2 to this model.

Theorem 2.3.2. The value of $M\left(\theta_{1}, \theta_{2}\right)$ is equal to the largest real eigenvalue of the matrix

$$
Q+\theta_{1} R^{A}+\theta_{2} R^{B}
$$

where $R^{A}$ and $R^{B}$ are diagonal matrices with the rate vectors $r^{A}$ and $r^{B}$, respectively, on their diagonals. Furthermore, $M(\cdot, \cdot)$ is differentiable.

Proof. We will first derive an expression for $f(t):=\mathbb{E}\left(\exp \left(\theta_{1} A_{t}+\theta_{2} B_{t}\right)\right)=$ $\sum_{i} f_{i}(t)$, where

$$
f_{i}(t):=\mathbb{E}\left(e^{\theta_{1} A_{t}+\theta_{2} B_{t}} \mathbb{1}(X(t)=i)\right) .
$$

Relying on standard 'Markovian reasoning', as $\Delta \downarrow 0$,

$$
\begin{aligned}
& f_{i}(t)=\sum_{k \neq i} f_{k}(t-\Delta) q_{k i} \Delta e^{\theta_{1} r_{k i}^{A} \Delta} e^{\theta_{2} r_{k i}^{B} \Delta}+ \\
& f_{i}(t-\Delta)\left(1-q_{i} \Delta\right) e^{\theta_{1} r_{i}^{A} \Delta} e^{\theta_{2} r_{i}^{B} \Delta}+o(\Delta) .
\end{aligned}
$$

By writing exponentials as power series we straightforwardly obtain:

$$
\begin{aligned}
f_{i}(t)= & \sum_{k \neq i} f_{k}(t-\Delta) q_{k i} \Delta\left(1+\theta_{1} r_{k i}^{A} \Delta\right)\left(1+\theta_{2} r_{k i}^{B} \Delta\right) \\
& +f_{i}(t-\Delta)\left(1-q_{i} \Delta\right)\left(1+\theta_{1} r_{i}^{A} \Delta\right)\left(1+\theta_{2} r_{i}^{B} \Delta\right)+o(\Delta)
\end{aligned}
$$

which simplifies to

$$
f_{i}(t)=\sum_{k \neq i} f_{k}(t-\Delta) q_{k i} \Delta+f_{i}(t-\Delta)\left(1-q_{i} \Delta+\theta_{1} r_{i}^{A} \Delta+\theta_{2} r_{i}^{B} \Delta\right)+o(\Delta) .
$$

Rearranging and dividing by $\Delta$ gives

$$
\begin{aligned}
& \frac{f_{i}(t)-f_{i}(t-\Delta)}{\Delta}= \\
& \quad \sum_{k \neq i} f_{k}(t-\Delta) q_{k i}+f_{i}(t-\Delta)\left(-q_{i}+\theta_{1} r_{i}^{A}+\theta_{2} r_{i}^{B}\right)+o(1)
\end{aligned}
$$

Now letting $\Delta \downarrow 0$ and realising that $q_{i}:=-q_{i i}=\sum_{k \neq i} q_{k i}$,

$$
f_{i}^{\prime}(t)=\sum_{k} f_{k}(t) q_{k i}+f_{i}(t)\left(\theta_{1} r_{i}^{A}+\theta_{2} r_{i}^{B}\right),
$$

which is in matrix-vector notation equivalent to $f^{\prime}(t)=\left(Q^{T}+\theta_{1} R^{A}+\theta_{2} R^{B}\right) f(t)$. This system of linear differential equations is solved by

$$
f(t)=\exp \left(\left(Q^{T}+\theta_{1} R^{A}+\theta_{2} R^{B}\right) t\right) f(0)
$$

Along the lines of [52, page 5], the first result now follows.
Note that $\exp \left(Q^{T}+\theta_{1} R^{A}+\theta_{2} R^{B}\right)$ has positive entries only. This can be seen by choosing some $a>0$ large enough such that $Q+\theta_{1} R^{A}+\theta_{2} R^{B}+a I \geq 0$ and hence

$$
e^{Q+\theta_{1} R^{A}+\theta_{2} R^{B}}=e^{Q+\theta_{1} R^{A}+\theta_{2} R^{B}+a I-a I}=e^{-a} e^{Q+\theta_{1} R^{A}+\theta_{2} R^{B}+a I}>0 .
$$

The last strict inequality holds because $Q$ is irreducible, and thus so is $Q+$ $\theta_{1} R^{A}+\theta_{2} R^{B}+a I$, and then according to [67, Lemma 1.3] some power of this
matrix is positive. Note that each entry of $\exp \left(Q^{T}+\theta_{1} R^{A}+\theta_{2} R^{B}\right)$ can be written as a power series in the variables $\theta_{1}$ and $\theta_{2}$, so each entry of $\exp \left(Q^{T}+\theta_{1} R^{A}+\right.$ $\left.\theta_{2} R^{B}\right)$ is infinitely many times differentiable with respect to these variables. It thus follows from [8, Proposition 1] that $M$ is differentiable.

### 2.3.2 Simulation: construction of an efficient method

As discussed in the introduction, we propose to use importance sampling in order to efficiently estimate $\alpha_{u}$. In this section, we identify an appropriate new measure $\mathbb{Q}$, adopting an approach similar to that used in the one-dimensional case, see e.g. 60. There it is argued that the decay rate can be found by solving the eigensystem $-\theta^{*} R^{A} x=Q x$, i.e., by calculating the eigenvectors and eigenvalues of $\left(R^{A}\right)^{-1} Q$, where the non-negative eigenvector that corresponds to the largest negative eigenvalue, is used in the change of measure; such eigenvector/eigenvalue pair exists due to 'Perron-Frobenius'. For the two-dimensional model, where the analogous eigensystem is $-\left(\theta_{1} R^{a}+\theta_{2} R^{b}\right) x=Q x$, we can not use this method anymore, since the left-hand side of the eigensystem can not be inverted without knowing $\theta_{1}$ and $\theta_{2}$ beforehand. However, we can combine Theorem 2.2 .2 and Theorem 2.3 .2 in order to find $\theta_{1}^{*}$ and $\theta_{2}^{*}$ numerically, by using binary search on the value of $\theta_{1}+\theta_{2}$. Once we have found $\theta_{1}^{*}$ and $\theta_{2}^{*}$, we can use the eigensystem to calculate the appropriate eigenvector.

Theorem 2.3.3. For all $\theta_{1}, \theta_{2}$ such that $M\left(\theta_{1}, \theta_{2}\right)=0$, there exists $x \in \mathbb{R}_{+}^{|\mathcal{N}|}$ such that $-\left(\theta_{1} R^{A}+\theta_{2} R^{B}\right) x=Q x$.

Proof. Since the value of $M\left(\theta_{1}, \theta_{2}\right)$ is equal to the largest real eigenvalue of $Q+\theta_{1} R^{A}+\theta_{2} R^{B}$, it follows from [67. Theorem 2.5(e) (p. 40, 41)] that

$$
q_{i}>\theta_{1} r_{i}^{A}+\theta_{2} r_{i}^{B}
$$

for all $i$. We need this for the existence of specific moment generating functions below. Let

$$
x_{i i}:=\mathbb{E}\left(\exp \left(\theta_{1} \tilde{A}_{i i}+\theta_{2} \tilde{B}_{i i}\right)\right),
$$

where $\tilde{A}_{i i}\left(\tilde{B}_{i i}\right)$ denotes the net amount of fluid generated by $A_{t}\left(B_{t}\right)$ between
two consecutive visits of the Markov process to state $i$. Likewise, we let

$$
x_{i j}:=\mathbb{E}\left(e^{\theta_{1} \widehat{A}_{i j}+\theta_{2} \widehat{B}_{i j}}\right),
$$

$i \neq j$, where $\widehat{A}_{i j}\left(\widehat{B}_{i j}\right)$ denotes the net amount of fluid generated by $A_{t}\left(B_{t}\right)$ between a visit of the Markov process to state $i$ and the next visit to state $j \neq i$. We can then write, by conditioning on the first state the Markov process visits,

$$
x_{i i} \equiv x_{i i}\left(\theta_{1}, \theta_{2}\right)=\sum_{j \neq i} \frac{\lambda_{i j}}{\lambda_{i}} \frac{\lambda_{i}}{\lambda_{i}-\theta_{1} r_{i}^{A}-\theta_{2} r_{i}^{B}} x_{j i} .
$$

Using the reasoning of 60, solutions of $M\left(\theta_{1}, \theta_{2}\right)=0$ also solve $x_{i i}\left(\theta_{1}, \theta_{2}\right)=1$. Cancelling the $q_{i}$ and multiplying by the denominator of the right-hand side gives us

$$
\left(\lambda_{i}-\theta_{1} r_{i}^{A}-\theta_{2} r_{i}^{B}\right) x_{i i}=\sum_{j \neq i} q_{i j} x_{j i},
$$

which is equivalent to

$$
\left(-\theta_{1} r_{i}^{A}-\theta_{2} r_{i}^{B}\right) x_{i i}=\sum_{j} q_{i j} x_{j i} .
$$

In the same way we can also write, for $j \neq i$,

$$
x_{j i}=\frac{q_{j i}}{q_{j}-\theta_{1} r_{j}^{A}-\theta_{2} r_{j}^{B}}+\sum_{d \neq j, d \neq i} \frac{q_{j d}}{q_{j}-\theta_{1} r_{j}^{A}-\theta_{2} r_{j}^{B}} x_{d i},
$$

which can be rewritten as

$$
\left(-\theta_{1} r_{j}^{A}-\theta_{2} r_{j}^{B}\right) x_{j i}=q_{j i}+\sum_{d \neq i} q_{j d} x_{d i} .
$$

As we have that $x_{i i}=1$, we obtain, for all $i, j$ that

$$
\left(-\theta_{1} r_{j}^{A}-\theta_{2} r_{j}^{B}\right) x_{j i}=\sum_{d} q_{j d} x_{d i} .
$$

For fixed $i$, this can be rewritten as $-\left(\theta_{1} R^{A}+\theta_{2} R^{B}\right) x_{i}=Q x_{i}$, with $x_{i}:=$ $\left(x_{j i}\right)_{j}$.

The new measure $\mathbb{Q}$ under which we sample $\left(X_{t}\right)_{t \geq 0}$ is then constructed as follows. Let $\theta_{1}^{*}$ and $\theta_{2}^{*}$ be the optimising values resulting from Theorem 2.2.2, and let $x$ be the corresponding eigenvector as given in Theorem 2.3.2. We replace $Q=\left(\lambda_{i j}\right)_{i, j}$ with $\tilde{Q}=\left(\tilde{q}_{i j}\right)_{i, j}$, where $\tilde{q}_{i j}:=q_{i j} x_{j} / x_{i}$ for $i \neq j$ and $\tilde{q}_{i}:=-\tilde{q}_{i i}=q_{i}-r_{i}^{A} \theta_{1}^{*}-r_{i}^{B} \theta_{2}^{*}$.

Our objective is to show that this is indeed a good change of measure, in the sense that it is asymptotically optimal (see [64, Definition 1, p. 89, 90]). To this end, let $L$ be the likelihood ratio of a path generated under the change of measure for which both $A_{t}>u, B_{t}>u$ for some $t>0$. Denote by $J_{m}$ the state of the Markov process after the $m$-th jump and let $T_{m}$ denote the time spent there. Furthermore, let

$$
N:=\inf \left\{n \in \mathbb{N}: \exists t \leq t_{n} \text { such that } A_{t}>u \text { and } B_{t}>u\right\},
$$

i.e., $N$ is the smallest number of jumps until there was some $t$ such that both components were bigger than $u$ at time $t$. As pointed out in 64, the likelihood ratio then reads

$$
\begin{equation*}
L=\frac{\pi_{J_{0}}}{\varrho_{J_{0}}} \frac{q_{J_{0} J_{1}}}{\tilde{q}_{J_{0} J_{1}}} \cdots \frac{q_{J_{N-1} J_{N}}}{\tilde{q}_{J_{N-1} J_{N}}} \cdot \frac{q_{J_{N}}}{\tilde{q}_{J_{N}}} \cdot \exp \left(-\sum_{m=0}^{N}\left(q_{J_{m}}-\tilde{q}_{J_{m}}\right) T_{m}\right), \tag{2.11}
\end{equation*}
$$

with $\varrho$ the invariant distribution of $X_{t}$ under $\mathbb{Q}$.
We first point out a 'naïve' implementation, which we denote by $\mathbb{Q}_{1}$. Start with some initial state $X_{0}$, sampled according to $\varrho$; say we draw $j_{0}$. Then sample, according to the corresponding exponential distribution (i.e., with parameter $\left.\tilde{q}_{j_{0}}\right)$, some time $t_{0}>0$ for which the Markov process remains in this state. We can then update the likelihood and calculate $A_{t_{0}}$ and $B_{t_{0}}$. If both are bigger than $u$ we stop; else we sample the next state, say $j_{1}$, using the probabilities $\tilde{q}_{j_{0}, k} / \tilde{q}_{j_{0}}$ for $k \neq j_{0}$. We continue with this procedure until both $A_{t_{N}}>u$ and $B_{t_{N}}>u$.

There is a complication, however. With the above procedure we only check at transition epochs of the modulating Markov process whether or not $S_{u}$ has been reached. However, this poses a problem which does not occur in the onedimensional process: it could happen that at two consecutive transition epochs the process did not reach the desired set, but at some time epoch in between these jumps, it did. This scenario is illustrated in Figure 2.2. As a result, using


Figure 2.2: The process hits the desired set, bounded by the dashed lines, between $t_{1}$ and $t_{2}$, but is not in the set at $t_{1}$ or $t_{2}$.
this procedure we do not estimate $\alpha_{u}$, but rather, with $U_{n}:=T_{0}+\ldots T_{n}$,

$$
\bar{\alpha}_{u}:=\mathbb{P}\left(\exists n \in \mathbb{N}: A_{U_{n}}>u, B_{U_{n}}>u\right) .
$$

Clearly $\bar{\alpha}_{u}<\alpha_{u}$, creating a bias.
Whether or not the scenario of Figure 2.2 has occurred can, however, easily be checked from subsequent pairs of the form $\left(A_{t_{N-1}}, B_{t_{N-1}}\right)$ and $\left(A_{t_{N}}, B_{t_{N}}\right)$. If this happens, we propose to replace the factor

$$
\begin{equation*}
\frac{q_{J_{N}}}{\tilde{q}_{J_{N}}} \cdot \exp \left(-\left(q_{J_{N}}-\tilde{q}_{J_{N}}\right) T_{N}\right) \tag{2.12}
\end{equation*}
$$

in 2.11) by

$$
\begin{equation*}
\exp \left(-\left(q_{J_{N}}-\tilde{q}_{J_{N}}\right) \tau\right) \tag{2.13}
\end{equation*}
$$

where $\tau$ is the length of the interval between $t_{N-1}$ and the first time epoch at which the process hit the desired set. The theorem below states that this adapted version of the naïve implementation, denoted by $\mathbb{Q}_{2}$, estimates $\alpha_{u}$ in an unbiased and asymptotically optimal way.

Theorem 2.3.4. The implementation $\mathbb{Q}_{1}$ yields an unbiased, asymptotically op-
timal estimate of $\bar{\alpha}_{u}$. The implementation $\mathbb{Q}_{2}$ yields an unbiased, asymptotically optimal estimate of $\alpha_{u}$.

Proof. We start by proving the claim regarding $\mathbb{Q}_{1}$. Directly from the definition of the new rates $\tilde{q}_{i j}$ and the stopping time $T_{N}$,

$$
\begin{aligned}
L & =\frac{\pi_{J_{0}}}{\varrho_{J_{0}}} \frac{x_{J_{0}}}{x_{J_{N}}} \frac{q_{J_{N}}}{\tilde{q}_{J_{N}}} \cdot \exp \left(-\sum_{m=0}^{N}\left(q_{J_{m}}-\tilde{q}_{J_{m}}\right) T_{m}\right)= \\
& =\frac{\pi_{J_{0}}}{\varrho_{J_{0}}} \frac{x_{J_{0}}}{x_{J_{N}}} \frac{q_{J_{N}}}{\tilde{q}_{J_{N}}} \cdot \exp \left(-\sum_{m=0}^{N}\left(r_{J_{m}}^{A} \theta_{1}^{*}+r_{J_{m}}^{B} \theta_{2}^{*}\right) T_{m}\right) \\
& \leq k \cdot \exp \left(-\left(\theta_{1}^{*}+\theta_{2}^{*}\right) u\right)
\end{aligned}
$$

with

$$
k:=\max _{i, j} \frac{\pi_{i}}{\varrho_{i}} \frac{x_{i}}{x_{j}} \frac{q_{j}}{\tilde{q}_{j}} ;
$$

observe that

$$
\sum_{m=0}^{N} r_{J_{m}}^{A} T_{m}>u, \quad \sum_{m=0}^{N} r_{J_{m}}^{B} T_{m}>u
$$

From this upper bound on the likelihood it follows that

$$
\begin{aligned}
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}_{\mathbb{Q}_{1}}\left(L^{2} \mathbb{1}\left(\exists n \in \mathbb{N}: A_{U_{n}}>u, B_{U_{n}}>u\right)\right) \leq \\
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \left[k \cdot e^{-2\left(\theta_{1}^{*}+\theta_{2}^{*}\right) u}\right]=-2\left(\theta_{1}^{*}+\theta_{2}^{*}\right) .
\end{aligned}
$$

From this and Theorem 2.2.2, asymptotic optimality follows.
Regarding implementation $\mathbb{Q}_{2}$, observe that, because of the definition of $\tau$,

$$
\sum_{m=0}^{N-1} r_{J_{m}}^{A} T_{m}+r_{J_{N}}^{A} \tau>u, \quad \sum_{m=0}^{N-1} r_{J_{m}}^{B} T_{m}+r_{J_{N}}^{B} \tau>u
$$

In this case

$$
L=\frac{\pi_{J_{0}}}{\varrho_{J_{0}}} \frac{x_{J_{0}}}{x_{J_{N}}} \frac{q_{J_{N}}}{\tilde{q}_{J_{N}}} \cdot \exp \left(-\theta_{1}^{*}\left(\sum_{m=0}^{N-1} r_{J_{m}}^{A} T_{m}+r_{J_{N}}^{A} \tau\right)\right)
$$

$$
\begin{aligned}
& \left.\cdot \exp \left(-\theta_{2}^{*}\left(\sum_{m=0}^{N-1} r_{J_{m}}^{B} T_{m}+r_{J_{N}}^{B} \tau\right)\right)\right) \\
& \leq k \cdot \exp \left(-\left(\theta_{1}^{*}+\theta_{2}^{*}\right) u\right) .
\end{aligned}
$$

Asymptotic optimality follows as before. To show that $\mathbb{Q}_{2}$ indeed yields an unbiased estimate of $\alpha_{u}$, we need to show that 2.12 and 2.13 have the same expectation under $\mathbb{Q}_{2}$ whenever $T_{N}>\tau$. Note that

$$
\begin{aligned}
\mathbb{E}_{\mathbb{Q}_{2}}\left(e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right) \tau} \mathbb{1}\left(T_{N}>\tau\right)\right) & =e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right) \tau} \mathbb{P}_{\mathbb{Q}}\left(T_{N}>\tau\right) \\
& =e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right) \tau} e^{-\mu_{J_{N}} \tau}=e^{-\lambda_{J_{N}} \tau}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{E}_{\mathbb{Q}_{2}}\left(\frac{\lambda_{J_{N}}}{\mu_{J_{N}}} \cdot e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right) T_{N}} \mathbb{1}\left(T_{N}>\tau\right)\right) \\
& =\frac{\lambda_{J_{N}}}{\mu_{J_{N}}} \mathbb{E}_{\mathbb{Q}_{2}}\left(e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right) T_{N}} \mid \mathbb{1}\left(T_{N}>\tau\right)\right) \mathbb{P}_{\mathbb{Q}_{2}}\left(\mathbb{1}\left(T_{N}>\tau\right)\right) \\
& =\frac{\lambda_{J_{N}}}{\mu_{J_{N}}} e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right) \tau} \mathbb{E}_{\mathbb{Q}_{2}}\left(e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right)\left(T_{N}-\tau\right)} \mid \mathbb{1}\left(T_{N}>\tau\right)\right) \\
& \quad \times \mathbb{P}_{\mathbb{Q}_{2}}\left(\mathbb{1}\left(T_{N}>\tau\right)\right) \\
& =\frac{\lambda_{J_{N}}}{\mu_{J_{N}}} e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right) \tau} \mathbb{E}_{\mathbb{Q}_{2}}\left(e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right) T_{N}}\right) \mathbb{P}_{\mathbb{Q}_{2}}\left(\mathbb{1}\left(T_{N}>\tau\right)\right) \\
& =\frac{\lambda_{J_{N}}}{\mu_{J_{N}}} e^{-\left(\lambda_{J_{N}}-\mu_{J_{N}}\right) \tau} \frac{\mu_{J_{N}}}{\mu_{J_{N}}+\left(\lambda_{J_{N}}-\mu_{J_{N}}\right)} e^{-\mu_{J_{N}} \tau}=e^{-\lambda_{J_{N}} \tau} .
\end{aligned}
$$

### 2.3.3 Numerical results

We now consider some numerical examples. For the first example, we consider 20 on-off processes feeding into a two-dimensional reservoir.

Each on-off process generates, while on, traffic at constant rate 3 (4) into the first (second) reservoir. The first reservoir has a constant leak rate of 30.5 , where for the second reservoir this is equal to 47.5 . Note that the reservoirs have an equal net input when 17 of the sources are turned on. When a source
is off, it will turn on at rate 2 , while a working source turns off at rate 3. Since all sources behave identically, it suffices to take as state space $\mathcal{N}=\{0, \ldots, 20\}$, where $X_{t}=i$ means that at time $t$ there are $i$ sources turned on. The rate matrix $Q$ is then

$$
Q=\begin{gathered}
\\
\\
0 \\
1 \\
2 \\
3 \\
\vdots \\
\\
19 \\
20
\end{gathered}\left(\begin{array}{ccccccccc}
0 & 1 & 2 & 3 & 4 & \cdots & 18 & 19 & 20 \\
-40 & 40 & & & & & & & \\
3 & -41 & 38 & & & & & & \\
& 6 & -42 & 36 & & & & & \\
& & 9 & -43 & 34 & & & & \\
& & & & & \ddots & & & \\
& & & & & & 57 & -59 & 2 \\
60 & -60
\end{array}\right),
$$

and $r^{A}$ and $r^{B}$ are

$$
\begin{aligned}
r^{A} & =\left(\begin{array}{llllll}
-30.5 & -27.5 & -24.5 & \cdots & 26.5 & 29.5
\end{array}\right), \\
r^{B} & =\left(\begin{array}{llllll}
-47.5 & -43.5 & -39.5 & \cdots & 28.5 & 32.5
\end{array}\right) .
\end{aligned}
$$

The results can be found in Table 2.1.
The second example has the same structure as the first example. We now consider 5 on-off sources. The first reservoir has a constant service rate of 8.5, where for the second reservoir this is equal to 12.5 . The other numbers are the same as for the first example. Note that the reservoirs have an equal net input when 4 of the sources are turned on. A key difference is that under the change of measure, in this example both queues have the same drift, whereas in the first example $A_{t}$ has a higher drift than $B_{t}$. Informally this means that for the second example the two processes reach level $u$ roughly simultaneously, while for the first example the joint process will hit the set $S_{u}$ when $B_{t}$ does. The results can be found in Table 2.2. In both examples, the number of runs needed when using importance sampling is significantly lower than when ordinary Monte Carlo sampling is used. Furthermore, when using Monte Carlo sampling, the number of runs needed increases rapidly as a function of $u$, while there is only a slight increase when using importance sampling.

In our next example the two processes are positively correlated. We let $r^{A}$

|  | importance sampling |  |  | Monte Carlo sampling |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $u$ | $\widehat{\alpha}$ | $\widehat{\alpha} e^{*} u$ | \# samples | $\widehat{\alpha}$ | \# samples |
| 0.25 | $2.95 \mathrm{E}-02$ | $3.79 \mathrm{E}-02$ | 4884 | $2.78 \mathrm{E}-02$ | 13457 |
| 0.50 | $1.76 \mathrm{E}-02$ | $2.90 \mathrm{E}-02$ | 5667 | $1.70 \mathrm{E}-02$ | 22212 |
| 1.00 | $7.97 \mathrm{E}-03$ | $2.18 \mathrm{E}-02$ | 6846 | $8.22 \mathrm{E}-03$ | 46369 |
| 1.50 | $4.94 \mathrm{E}-03$ | $2.23 \mathrm{E}-02$ | 10987 | $4.78 \mathrm{E}-03$ | 80170 |
| 2.00 | $2.24 \mathrm{E}-03$ | $1.66 \mathrm{E}-02$ | 5113 | - | - |
| 3.00 | $7.61 \mathrm{E}-04$ | $1.55 \mathrm{E}-02$ | 8244 | - | - |
| 4.00 | $2.83 \mathrm{E}-04$ | $1.57 \mathrm{E}-02$ | 14962 | - | - |
| 5.00 | $9.01 \mathrm{E}-05$ | $1.36 \mathrm{E}-02$ | 8493 | - | - |
| 6.00 | $3.42 \mathrm{E}-05$ | $1.42 \mathrm{E}-02$ | 9893 | - | - |
| 7.00 | $1.14 \mathrm{E}-05$ | $1.28 \mathrm{E}-02$ | 9886 | - | - |
| 8.00 | $4.63 \mathrm{E}-06$ | $1.43 \mathrm{E}-02$ | 10354 | - | - |
| 9.00 | $1.66 \mathrm{E}-06$ | $1.39 \mathrm{E}-02$ | 12600 | - | - |
| 10.00 | $5.87 \mathrm{E}-07$ | $1.35 \mathrm{E}-02$ | 12777 | - | - |

Table 2.1: Simulation results of the first example. We denote by $\widehat{\alpha}$ the estimated probabilities for both importance sampling and Monte Carlo sampling. Furthermore, we denote by $\theta^{*}$ the value of (2.7). This table also shows the number of samples needed to get a $95 \%$ confidence interval with $10 \%$ precision. The missing values took more than 100000 samples in order to give the desired precision. In this case $\theta_{1}^{*}=0, \theta_{2}^{*}=1.004$.
and $r^{B}$ be

$$
r^{A}=\left(\begin{array}{llll}
-8 & -6 & 8 & 2
\end{array}\right), \quad r^{B}=\left(\begin{array}{llll}
-5 & -9 & 3 & 9
\end{array}\right) .
$$

We let $Q$ contain only ones off the diagonal, so that all values on the diagonal are -3 . We want to focus on the quality of the importance sampling results, so we did not do Monte Carlo sampling. The results can be found in Table 2.3. It can be seen that the logarithmic result is very accurate as $u$ grows large, as the fraction of the logarithmic result and $\theta^{*}$ tends to unity. However, from the next column we can see that by using the logarithmic asymptotics we lose some information, as the values in that column do not tend to a constant.

In the fourth example, we let the two processes be negatively correlated. We let $r^{A}$ and $r^{B}$ be

$$
r^{A}=\left(\begin{array}{llll}
-8 & -6 & 8 & 2
\end{array}\right), \quad r^{B}=\left(\begin{array}{llll}
3 & 9 & -5 & -9
\end{array}\right) .
$$

|  | importance sampling |  |  | Monte Carlo sampling |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $u$ | $\widehat{\alpha}$ | $\widehat{\alpha} e^{\theta^{*} u}$ | \# samples | $\widehat{\alpha}$ | \# samples |
| 0.25 | $1.37 \mathrm{E}-01$ | $1.85 \mathrm{E}-01$ | 685 | $1.38 \mathrm{E}-01$ | 2407 |
| 0.50 | $9.91 \mathrm{E}-02$ | $1.81 \mathrm{E}-01$ | 794 | $1.03 \mathrm{E}-01$ | 3339 |
| 1.00 | $4.85 \mathrm{E}-02$ | $1.61 \mathrm{E}-01$ | 770 | $4.88 \mathrm{E}-02$ | 7507 |
| 1.50 | $2.49 \mathrm{E}-02$ | $1.51 \mathrm{E}-01$ | 825 | $2.69 \mathrm{E}-02$ | 13908 |
| 2.00 | $1.45 \mathrm{E}-02$ | $1.60 \mathrm{E}-01$ | 1001 | $1.14 \mathrm{E}-02$ | 33320 |
| 3.00 | $4.08 \mathrm{E}-03$ | $1.50 \mathrm{E}-01$ | 856 | $4.04 \mathrm{E}-03$ | 94731 |
| 4.00 | $1.21 \mathrm{E}-03$ | $1.47 \mathrm{E}-01$ | 855 | - | - |
| 5.00 | $3.51 \mathrm{E}-04$ | $1.42 \mathrm{E}-01$ | 723 | - | - |
| 6.00 | $1.04 \mathrm{E}-04$ | $1.40 \mathrm{E}-01$ | 992 | - | - |
| 7.00 | $3.30 \mathrm{E}-05$ | $1.47 \mathrm{E}-01$ | 1517 | - | - |
| 8.00 | $1.02 \mathrm{E}-05$ | $1.52 \mathrm{E}-01$ | 932 | - | - |
| 9.00 | $2.71 \mathrm{E}-06$ | $1.34 \mathrm{E}-01$ | 1035 | - | - |
| 10.00 | $7.68 \mathrm{E}-07$ | $1.26 \mathrm{E}-01$ | 1075 | - | - |

Table 2.2: Simulation results of the second example. We denote by $\widehat{\alpha}$ the estimated probabilities for both importance sampling and Monte Carlo sampling. Furthermore, we denote by $\theta^{*}$ the value of (2.7). This table also shows the number of samples needed to get a $95 \%$ confidence interval with $10 \%$ precision. The missing values took more than 100000 samples in order to give the desired precision. In this case $\theta_{1}^{*}=$ $0.128, \theta_{2}^{*}=1.072$.

Note that $r^{A}$ is the same as in the third example and that $r^{B}$ is a permutation of $r^{B}$ as in the third example. The results can be found in Table 2.4 It can be seen that the hitting probability decreases much faster than in the previous example. This can be explained by the fact that the Markov process in the previous example just needs to spend enough time in one of the two up-states for long enough, while in this example the process needs to visit two states long enough, and also has to do this in a correct ratio. Note that in this example it will happen frequently that the process will hit the set $(u, \infty) \times(u, \infty)$ in the way as depicted in Figure 2.2 .

### 2.4 Outlook

There are some natural extensions of the theory developed in Section 2.2 that can be investigated, of which we briefly comment on two. The first one is

|  | importance sampling |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $u$ | $\widehat{\alpha}$ | $\frac{-1}{u \theta^{*}} \ln (\widehat{\alpha})$ | $\widehat{\alpha} e^{\theta^{*} u}$ | \# samples |
| 1 | $6.37 \mathrm{E}-01$ | 4.748 | $7.00 \mathrm{E}-01$ | 73 |
| 2 | $6.14 \mathrm{E}-01$ | 2.572 | $7.42 \mathrm{E}-01$ | 40 |
| 3 | $5.23 \mathrm{E}-01$ | 2.273 | $6.96 \mathrm{E}-01$ | 67 |
| 4 | $4.46 \mathrm{E}-01$ | 2.125 | $6.52 \mathrm{E}-01$ | 84 |
| 5 | $4.72 \mathrm{E}-01$ | 1.580 | $7.59 \mathrm{E}-01$ | 54 |
| 6 | $3.62 \mathrm{E}-01$ | 1.784 | $6.40 \mathrm{E}-01$ | 96 |
| 7 | $3.28 \mathrm{E}-01$ | 1.677 | $6.37 \mathrm{E}-01$ | 100 |
| 8 | $2.98 \mathrm{E}-01$ | 1.592 | $6.38 \mathrm{E}-01$ | 89 |
| 9 | $3.11 \mathrm{E}-01$ | 1.366 | $7.31 \mathrm{E}-01$ | 70 |
| 10 | $2.58 \mathrm{E}-01$ | 1.428 | $6.66 \mathrm{E}-01$ | 80 |
| 20 | $8.60 \mathrm{E}-02$ | 1.291 | $5.75 \mathrm{E}-01$ | 129 |
| 50 | $4.80 \mathrm{E}-03$ | 1.124 | $5.54 \mathrm{E}-01$ | 181 |
| 100 | $3.39 \mathrm{E}-05$ | 1.084 | $4.52 \mathrm{E}-01$ | 260 |
| 250 | $2.00 \mathrm{E}-11$ | 1.038 | $4.09 \mathrm{E}-01$ | 344 |

Table 2.3: Simulation results of the third example. We denote by $\widehat{\alpha}$ the estimated probabilities. Furthermore, we denote by $\theta^{*}$ the value of (2.7). This table also shows the number of samples needed to get a $95 \%$ confidence interval with $10 \%$ precision. In this case $\theta_{1}^{*}=0.094, \theta_{2}^{*}=0.001$.
whether the two-dimensional theory can be extended to arbitrary higher dimensions. At the expense of introducing additional notation and loss of transparency, Theorem 2.2 .2 can indeed be extended to a multi-dimensional result. For proving (2.5), the proof of the lower bound holds true trivially in multiple dimensions. In proving the upper bound, instead of using a single weight $w \in[0,1]$, one has to consider non-negative weights $w_{1}, w_{2}, \ldots, w_{d}$ that add up to unity. The proof of 2.7 does not use any specific two-dimensional argument, so is also valid for multiple dimensions.

The second extension considers a bivariate process for which the two components have to be larger than $u$ but can do so at different times. Of course, this probability is greater than the probability of the event which is considered in this chapter. A significant difference also occurs in simulating, because the simulation can now be split in two parts. First, one simulates under a change-of-measure until one of the components has hit level $u$. After this has occurred, one can use a different change of measure until the other component hits level

|  | importance sampling |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| $u$ | $\widehat{\alpha}$ | $\frac{-1}{u \theta^{*}} \ln (\widehat{\alpha})$ | $\widehat{\alpha} e^{\theta^{*} u}$ | \# samples |
| 1 | $1.34 \mathrm{E}-01$ | 3.002 | $2.62 \mathrm{E}-01$ | 657 |
| 2 | $6.05 \mathrm{E}-02$ | 2.098 | $2.30 \mathrm{E}-01$ | 766 |
| 3 | $2.95 \mathrm{E}-02$ | 1.757 | $2.19 \mathrm{E}-01$ | 1179 |
| 4 | $1.32 \mathrm{E}-02$ | 1.619 | $1.91 \mathrm{E}-01$ | 1180 |
| 5 | $6.60 \mathrm{E}-03$ | 1.502 | $1.87 \mathrm{E}-01$ | 1531 |
| 6 | $3.26 \mathrm{E}-03$ | 1.428 | $1.80 \mathrm{E}-01$ | 1881 |
| 7 | $1.59 \mathrm{E}-03$ | 1.377 | $1.72 \mathrm{E}-01$ | 1858 |
| 8 | $7.60 \mathrm{E}-04$ | 1.343 | $1.60 \mathrm{E}-01$ | 5005 |
| 9 | $3.84 \mathrm{E}-04$ | 1.307 | $1.58 \mathrm{E}-01$ | 3319 |
| 10 | $1.79 \mathrm{E}-04$ | 1.291 | $1.43 \mathrm{E}-01$ | 4241 |
| 20 | $1.77 \mathrm{E}-07$ | 1.163 | $1.13 \mathrm{E}-01$ | 8366 |
| 50 | $2.16 \mathrm{E}-16$ | 1.079 | $7.10 \mathrm{E}-02$ | 6000 |
| 100 | $5.11 \mathrm{E}-31$ | 1.043 | $5.54 \mathrm{E}-02$ | 26001 |
| 250 | $8.85 \mathrm{E}-75$ | 1.020 | $3.43 \mathrm{E}-02$ | 22857 |

Table 2.4: Simulation results of the fourth example. We denote by $\widehat{\alpha}$ the estimated probabilities. Furthermore, we denote by $\theta^{*}$ the value of 2.7. This table also shows the number of samples needed to get a $95 \%$ confidence interval with $10 \%$ precision. In this case $\theta_{1}^{*}=0.344, \theta_{2}^{*}=0.325$.
$u$; under this different change of measure, the first component to have hit level $u$ may now also have a negative drift, since it has already hit level $u$. This extension is the topic of Chapter 3.

### 2.5 Proof of Theorem 2.3.1

Proof. This is shown by proving a number of implications.

- " $2 \Rightarrow 1$ ": Suppose there exist $i, j \in \mathcal{N}$ (possibly $i=j$ ) and $c, d \geq 0$ such that $c r_{i}^{A}+d r_{j}^{A}>0$ and $c r_{i}^{B}+d r_{j}^{B}>0$. Assume without loss of generality that a direct jump of the Markov process from state $i$ to state $j$ is possible. We may do this, because if this jump is not possible, we can jump from state $i$ to state $j$ in arbitrarily small time (because we assumed the Markov process is irreducible). Although this may have a very small probability, of importance is only that it
has a positive probability. Let

$$
T:=\frac{(c+d) u}{c r_{i}^{A}+d r_{j}^{A}} \vee \frac{(c+d) u}{c r_{i}^{B}+d r_{j}^{B}} .
$$

If $X_{t}=i$ for $0 \leq t<\frac{c}{c+d} T$ and $X_{t}=j$ for $\frac{c}{c+d} T \leq t \leq T$, then

$$
\begin{aligned}
A_{T} & =\frac{1}{c+d}\left(c r_{i}^{A}+d r_{j}^{A}\right) T \geq u \\
B_{T} & =\frac{1}{c+d}\left(c r_{i}^{B}+d r_{j}^{B}\right) T \geq u
\end{aligned}
$$

- "3 $3 \Rightarrow 2$ ": This follows from Carathéodory's theorem for convex cones, see [37] Theorem 2.4], but we give a direct proof below. Define the sets PP, PM, MP and MM (P stands for plus and m for minus) as follows: $\mathrm{PP}:=\left\{k \in \mathcal{N}: r_{k}^{A}>\right.$ $\left.0, r_{k}^{B}>0\right\}, \mathrm{PM}:=\left\{k \in \mathcal{N}: r_{k}^{A}>0, r_{k}^{B}<0\right\}$, etc. If there exists $k \in \mathrm{PP}$, then we are done (choose $i=j=k$ and $c=d=1$ ). Assume now without loss of generality that each $k \in \mathcal{N}$ is either in PM or MP. We can do this, because we can change the entries of $\vec{c}$ belonging to states in mM to zero, which makes both inner products even larger. Note now that neither PM nor MP are empty. We let

$$
i:=\underset{k \in \mathrm{PM}}{\arg \max } \frac{r_{k}^{A}}{-r_{k}^{B}}, \quad j:=\underset{k \in \mathrm{MP}}{\arg \max } \frac{r_{k}^{B}}{-r_{k}^{A}},
$$

i.e., $i$ and $j$ are the states which are the "closest" to the first quadrant in a geometrical sense. We now want to shift "mass" from the entries of $\vec{c}$ to $c_{i}$ and $c_{j}$ in such a way that both inner products do not decrease. A correct way of doing that is by constructing $c, d$ as follows:

$$
c:=c_{i}+\sum_{k \in \mathrm{PM}, k \neq i} c_{k} \frac{r_{k}^{B}}{r_{i}^{B}}, \quad d:=c_{j}+\sum_{k \in \mathrm{MP}, k \neq j} c_{k} \frac{r_{k}^{A}}{r_{j}^{A}} .
$$

In this way, the negative contributions stay the same, while the positive contributions do not decrease. We have thus found $i, j \in \mathcal{N}$ and $c, d \geq 0$ with the desired requirements.

- " $1 \Rightarrow 3$ ": Suppose we have a sample path such that $A_{t}>u, B_{t}>u$ for some
$t$. We can then write

$$
A_{t}=\int_{0}^{t} r_{X_{s}}^{A} \mathrm{~d} s=\sum_{i=1}^{|\mathcal{N}|} c_{i} r_{i}^{A}, \quad B_{t}=\int_{0}^{t} r_{X_{s}}^{B} \mathrm{~d} s=\sum_{i=1}^{|\mathcal{N}|} c_{i} r_{i}^{B}
$$

for some $c_{i} \geq 0$. Choose $\vec{c}=\left(c_{1}, c_{2}, \ldots, c_{|\mathcal{N}|}\right)$.

## Large delay probabilities in two correlated queues

Whereas in Chapter 2 we analyse the event of the components of a bivariate process exceeding a high threshold simultaneously, this chapter focuses on the variant where the high threshold can be exceeded at different times. This chapter is based on [22.

### 3.1 Introduction

Model Consider a two-dimensional random walk $\left(\left(A_{s}, B_{s}\right)\right)_{s \in \mathbb{N}}$ with i.i.d. increments and with the partial sum processes denoted by

$$
A_{s}:=\sum_{i=1}^{s} X_{i}, \quad B_{s}:=\sum_{i=1}^{s} Y_{i} .
$$

The focus is on the probability $\pi(u):=\mathbb{P}\left(\exists s \in \mathbb{N}: A_{s} \geq u, \exists t \in \mathbb{N}: B_{t} \geq u\right)$, i.e., the probability of the event that both components will ever exceed some large level $u$, but not necessarily at the same time. We allow that $X_{i}$ and $Y_{i}$ are dependent; note that if they were independent, the probability of interest would simply be the product of the marginal probabilities. An exact analysis of $\pi(u)$, however, seems possible only in special cases. In all of them, the model
is such that the components are ordered: $A_{s} \leq B_{s}$ for all $s$, which implies that the epochs that the two components achieve their respective maximum values are almost surely ordered. These special cases cover tandem systems of $M / D / 1$ queues [59] and a tandem Brownian queue [58]. In both models, let $D_{s}$ denote the amount of work that has arrived up to time $s$ and let $c_{1}$ and $c_{2}$ denote the constant service rate of the upstream and downstream queue respectively (assume that $c_{1}>c_{2}$ ). The stationary workloads of the upstream and the sum of the upstream and downstream queues are then respectively distributed as the supremum of $A_{s}=D_{s}-c_{1} s$ and the supremum of $B_{s}=D_{s}-c_{2} s$. In the abovementioned papers the analysis relies on the availability of the distribution of the maximum over a finite interval, given that we know the position at the end of the interval (in the Brownian case this is a Brownian bridge, in the $M / D / 1$ case it can be dealt with using ballot theorems); the fact that such results are not generally available complicates the extension to more general models.

In the transform domain, results for the joint distribution of $\sup _{s \in \mathbb{N}} A_{s}$ and $\sup _{s \in \mathbb{N}} B_{s}$ have been established under more general conditions, but still an 'ordering property' of the type mentioned above needs to be imposed; see for instance [50, 48, 29]. Having expressions for such multivariate transforms, one still needs to perform numerical inversion to obtain numerical output, which tends to be challenging in the tail of the multivariate distribution. Therefore, we resort in this chapter to large deviations and to rare-event simulation. We consider the rare-event regime in which both $\mathbb{E}\left(X_{i}\right)<0$ and $\mathbb{E}\left(Y_{i}\right)<0$.

This model has several applications. First, it can model two correlated queues. A queue is essentially a stochastic process reflected at zero. Consider now two queues fed by the (possibly correlated) input processes $A_{s}$ and $B_{s}$. Then their stationary versions obey the distributional equalities, see e.g. [39, Section 1.1],

$$
Q_{1} \stackrel{\mathrm{~d}}{=} \sup _{s} A_{-s}, \quad Q_{2} \stackrel{\mathrm{~d}}{=} \sup _{s} B_{-s}
$$

which follow as a direct application from Lindley's recursion. The steady-state probability of both queues having more than an amount $u$ of work is therefore equal to

$$
\mathbb{P}\left(Q_{1}>u, Q_{2}>u\right)=\mathbb{P}\left(\exists s: A_{-s}>u, \exists t: B_{-t}>u\right),
$$

which is, after reversing time, precisely the probability of our interest. Another application is in risk management, where we can use the model to study rare
events in the context of two correlated portfolios; see e.g. [6] and references therein.

Literature There is a substantial literature on efficient estimation of rareevent probabilities for queueing systems, see e.g. the surveys [45], [47], and [12]. We here provide an account of this literature (without aiming at being exhaustive), focusing on multivariate rare events. In addition, we briefly comment on how these results relate to ours.

Over the past decades, different techniques have been developed, the most prominent being importance sampling (based on a change of measure) and splitting; our present study falls in the former category. Building on the ideas of e.g. [69, 65] focuses on estimating overflow-related quantities in a stable GI/GI/m queue using importance sampling. Later attention shifted to more sophisticated queueing systems. In [28] it is assessed to what extent state-independent change of measures can lead to asymptotically efficient performance in two-node tandem Jackson networks. The probability of interest in that paper is of an overflow event in a two-node tandem Jackson network, whereas we focus on the two components of a two-dimensional random walk both ever reaching a high level. In [33], where the focus is on two-node tandem Jackson networks too, the authors consider, contrary to this chapter, state-dependent changes of measure. A generalisation to arbitrary Jackson networks is treated in [34]. In both papers, the so-called subsolution method is used, which is also briefly discussed in this chapter. Improved results are given in [9], where the author focuses on optimal simulation algorithms for overflow probabilities during a busy period. Instead of using exponential twisting forward in time, the author proposes a method that goes backwards in time.

This chapter is a logical continuation of our previous work, see the previous chapter or [21]. In that chapter, we study a similar model but there the event of interest corresponds to both components exceeding a large level at the same time (whereas in the current chapter these epochs can be different).

Decay rate The first result of this chapter is Theorem 3.3.1. which provides an expression for the decay rate

$$
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \pi(u) .
$$

The proof of this result uses two important theorems in large deviations theory, namely Cramér's theorem and Mogulskii's theorem. In the proof, the lower bound is attained by conditioning where the "slower" component (i.e. the component that hits level $u$ second) of the process is when the "fast" component hits level $u$ for the first time. For the upper bound, we first show that the decay rate can be bounded by the decay rate of the probability of the event of interest occurring on a bounded time-interval. We then use this bounded interval to apply Mogulskii's theorem. Then we apply a "linear geodesics" type of argument to show that the obtained rate function over general sample paths is the same as over some set of piecewise linear sample paths.

Importance sampling and challenges The second result of this chapter is the construction of an efficient simulation method in order to estimate $\pi(u)$. Since Monte Carlo simulation is slow due to the rarity of the event of interest when $u$ gets large, we resort to importance sampling (IS). Importance sampling is a method to simulate stochastic systems using a different underlying probability measure, such that the (rare) event of interest is not rare anymore; the simulation output is weighted by appropriate likelihood ratios to recover unbiasedness. Each probability measure leads to a particular variance performance, and it is therefore crucial to identify the one that is, according to some specific definition, optimal. There exist various performance metrics; the metric we use is called asymptotic optimality. We refer to Section 3.4 for the definition. For our IS procedure, we first propose a "naive" change of measure based on the decay rate given in Theorem 3.3.1. We will show, however, that this approach does not necessarily perform well. More specifically, we show that using this new measure for a "nearest-neighbour random walk" results in a procedure that is not asymptotically optimal. The underlying problem with this procedure is that at the moment when the "fast" component of the process hits level $u$, we don't have any control over the position of the "slow" component.

Partitioned IS In order to solve this problem, we introduce partitioned importance sampling. This approach is based on conditioning where the "slow" component of the process has to be when the "fast" component hits level $u$ for the first time. More specifically, we partition the event of interest into disjoint events and perform simulations to estimate the probabilities corresponding to
those events. For more details we refer to Section 3.5. We show that this approach is indeed asymptotically optimal. It is pointed out how the method's inherent bias, arising from the need to truncate the infinite sum obtained through this method, can be made arbitrarily small.

Numerical results The results above are illustrated through various numerical experiments. In order to carry out the simulations, we chose a specific instance of the model, namely a model in which the increments ( $X_{i}, Y_{i}$ ) have a bivariate normal distribution. We investigate how the performance of the three simulation methods described above (i.e., Monte Carlo, naive IS and partitioned IS) depend on various factors, e.g., the level $u$, the covariance of the two components and the number of partitions used in partitioned importance sampling.

Organisation of this chapter The rest of this chapter is organised as follows. Section 3.2 gives a detailed description of the model and a brief overview of large-deviations theory. In Section 3.3 we state the first main result of this chapter, namely an expression for the decay rate of the probability of the event of interest. In Section 3.4 we give a first naive importance sampling-based simulation scheme and we show that this method is not asymptotically optimal. This is remedied in Section 3.5, where we introduce partitioned importance sampling. Moreover, we show that this new approach is indeed asymptotically optimal. These findings are illustrated in Section 3.6. where we give numerical results of various simulation experiments. The proof of the result in Section 3.3 is given in Section 3.7 .

### 3.2 Model description and preliminaries

### 3.2.1 The model

Consider the bivariate random walk $\left(\left(A_{s}, B_{s}\right)\right)_{s \in \mathbb{N}}$ where the partial sum process is denoted by, for $s \in \mathbb{N}$,

$$
A_{s}:=\sum_{i=1}^{s} X_{i}, \quad B_{s}:=\sum_{i=1}^{s} Y_{i},
$$

with $\left(X_{i}, Y_{i}\right)$ i.i.d. bivariate random vectors (whose components are not necessarily independent). We also introduce the events

$$
\mathscr{A}_{s}(u) \equiv \mathscr{A}_{s}:=\left\{A_{s} \geq u\right\}, \quad \mathscr{B}_{s}(u) \equiv \mathscr{B}_{s}:=\left\{B_{s} \geq u\right\} .
$$

The main object of study of this chapter is the probability $\pi(u)$ that both $A$ and $B$ exceed some (large) threshold $u$, but not necessarily at the same time:

$$
\pi(u):=\mathbb{P}\left(\exists s \in \mathbb{N}: A_{s} \geq u, \exists t \in \mathbb{N}: B_{t} \geq u\right)=\mathbb{P}\left(\left(\bigcup_{s=1}^{\infty} \mathscr{A}_{s}\right) \cap\left(\bigcup_{t=1}^{\infty} \mathscr{B}_{t}\right)\right)
$$

It is assumed throughout that both $\mathbb{E}\left(X_{1}\right)$ and $\mathbb{E}\left(Y_{1}\right)$ are negative, such that $\pi(u)$ is a rare-event probability, for $u$ large.

Since an exact analysis of this probability seems not possible in general, we will look at the so-called decay rate of this probability:

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \pi(u) . \tag{3.1}
\end{equation*}
$$

Our main result, which is an expression for the decay rate and which is stated in the next section, depends on both Cramér's and Mogulskii's theorem. Before we state Cramér's theorem below, a quick recap of some large deviation theory is first given. We follow the setup of [39].

### 3.2.2 Preliminaries from large deviations

We define the limiting cumulant generating function of $\left(\left(A_{s}, B_{s}\right)\right)_{s \geq 0}$ as

$$
\begin{equation*}
\ln \Lambda(\theta, \eta):=\lim _{s \rightarrow \infty} \frac{1}{s} \ln \mathbb{E}\left(e^{\theta A_{s}+\eta B_{s}}\right)=\ln \mathbb{E}\left(e^{\theta X+\eta Y}\right) \tag{3.2}
\end{equation*}
$$

A function $I: \mathbb{R}^{2} \rightarrow \mathbb{R}^{*}\left(\right.$ where $\mathbb{R}^{*}:=\mathbb{R} \cup\{\infty\}$ ) is a rate function if it is nonnegative and if it is lower semi-continuous, i.e., all level sets are closed (level sets of some function $f$ are sets of the form $\{x: f(x) \leq \alpha\}, \alpha \in \mathbb{R})$. Furthermore, it is called a good rate function if in addition all level sets are compact. We say that $\left(\left(A_{s}, B_{s}\right)\right)_{s \geq 0}$ satisfies a large deviations principle in $\mathbb{R}^{2}$ with rate function $I: \mathbb{R}^{2} \rightarrow \mathbb{R}^{*}$ if for any measurable set $F \subseteq \mathbb{R}^{2}$

$$
\begin{aligned}
-\inf _{x \in F^{\circ}} I(x) \leq & \liminf _{s \rightarrow \infty} \frac{1}{s} \ln \mathbb{P}\left(\left(A_{s}, B_{s}\right) \in F\right) \leq \\
& \quad \limsup _{s \rightarrow \infty} \frac{1}{s} \ln \mathbb{P}\left(\left(A_{s}, B_{s}\right) \in F\right) \leq-\inf _{x \in F^{\mathrm{c}}} I(x)
\end{aligned}
$$

where $F^{\circ}$ and $F^{\mathrm{c}}$ denote the interior and closure of $F$ respectively. For any function $f: \mathbb{R}^{d} \rightarrow \mathbb{R}^{*}$, we denote its convex conjugate by $f^{\star}(x):=\sup _{\theta}\langle\theta, x\rangle-$ $f(\theta)$.

### 3.3 Large deviations result

This section presents the first main result of this chapter, namely Theorem 3.3.1, which provides an expression for the decay rate 3.1). This result is based on both Cramér's theorem and Mogulskii's theorem. It requires the definition of joint (bivariate, that is) moment generating functions and Legendre transforms. Recall that

$$
\Lambda(\theta, \eta)=\mathbb{E}\left(e^{\theta X+\eta Y}\right)
$$

we define its univariate counterparts through

$$
\Lambda_{1}(\zeta):=\Lambda(\zeta, 0), \quad \Lambda_{2}(\zeta):=\Lambda(0, \zeta)
$$

which we assume to satisfy the condition of Mogulskii's theorem, i.e., we assume (3.2) to be finite everywhere. In addition, the bivariate Legendre transform is given through

$$
I(x, y):=\sup _{\theta, \eta}(\theta x+\eta y-\ln \Lambda(\theta, \eta)),
$$

and its univariate counterparts through

$$
I_{1}(x):=\sup _{\zeta}\left(\zeta x-\ln \Lambda_{1}(\zeta)\right), \quad I_{2}(x):=\sup _{\zeta}\left(\zeta x-\ln \Lambda_{2}(\zeta)\right)
$$

Define, for $i=1,2$,

$$
\begin{equation*}
\alpha_{i}:=\inf _{z>0} \frac{I_{i}(z)}{z} \tag{3.3}
\end{equation*}
$$

The main result of this section gives an expression for the decay rate (3.1) in terms of a variational problem.

Theorem 3.3.1. If 3.2 exists and is finite everywhere, then

$$
\begin{align*}
& \lim _{u \rightarrow \infty} \frac{1}{u} \ln \pi(u) \\
&=-\min \left\{\inf _{x>0, y \leq x}\left(\frac{I(x, y)}{x}+\left(1-\frac{y}{x}\right) \alpha_{2}\right),\right.  \tag{3.4}\\
&\left.\inf _{y>0, x<y}\left(\frac{I(x, y)}{y}+\left(1-\frac{x}{y}\right) \alpha_{1}\right)\right\} .
\end{align*}
$$

Proof. Due to the complexity and length, the proof is postponed to Section 3.7. Instead, we will give a short summary of the main ideas here.

We will prove this as a lower and an upper bound. For the lower bound, we first look at specific times $s$ and $t$ such that $A_{s} \geq u$ and $B_{t} \geq u$. We condition on where the slower process is, call this position $y$, when the faster process hits level $u$. We then first use Cramér's theorem and subsequently optimise over the position $y$. Taking the supremum over $s$ and $t$ then gives us, after some rewriting, the correct decay rate. For the upper bound, we use the union bound to again condition where the slow process is when the fast process hits level $u$. We then argue that we only need to look at the probability of the event occurring in a bounded time interval. This allows us to use Mogulskii's theorem to arrive at the claimed expression.

In the next section, we will focus on estimating $\pi(u)$ numerically for $u$ large. In that section, we propose an implementation of importance sampling which is based on the ideas behind the decay rate presented in Theorem 3.3.1. We will show, however, that this method, although natural, is not necessarily asymptotically efficient.

### 3.4 Importance sampling and efficiency

In this and the next sections, we focus on estimating $\pi(u)$ numerically. We will show that a naive importance sampling procedure, based on the decay rate given by Theorem 3.3.1 is not asymptotically optimal in general; recall that a
simulation procedure is called asymptotically optimal if, in self-evident notation,

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \frac{\ln \mathbb{E}_{\mathbb{Q}, u}\left(L^{2} I\right)}{\ln \mathbb{E}_{\mathbb{Q}, u}(L I)}=2 \tag{3.5}
\end{equation*}
$$

where $\mathbb{Q}$ is the new measure and $L$ is the likelihood ratio, or Radon-Nikodym derivative, between $\mathbb{P}$ and $\mathbb{Q}$, i.e., $L=\frac{\delta \mathbb{P}}{\delta \mathbb{Q}}$. We refer to e.g. [12, Definition 1] for background information on this optimality concept, or [57] for an in-depth account of various performance metrics. Note that by Jensen's inequality, the limit in (3.5) is always smaller than or equal to 2 , so it is left to prove that it is larger than or equal to 2 . We say that we exponentially twist a random variable $X$, having density $f_{\mathbb{P}}(\cdot)$, with parameter $\theta$ if under $\mathbb{Q}$, the density of $X$ equals (in self-evident notation) $f_{\mathbb{Q}}(x)=f_{\mathbb{P}}(x) e^{\theta x} / \mathbb{E}_{\mathbb{P}}\left(e^{\theta X}\right)$.

As an instance of the model, we will consider a "nearest-neighbour random walk". More specifically, we let

$$
\left(X_{i}, Y_{i}\right)= \begin{cases}(1,0) & \text { w.p. } p_{1}  \tag{3.6}\\ (1,1) & \text { w.p. } p_{2} \\ (-1,-1) & \text { w.p. } p_{3} \\ (-1,1) & \text { w.p. } p_{4}\end{cases}
$$

We will assume that the probabilities add up to unity.
The naive importance sampling procedure, which will yield the change of measure $\mathbb{Q}$, is as follows. Each simulation run consists of (up to) two sequential exponential twists; the first twist is used to bring one of the components up to level $u$, whereas the second twist (if still necessary) is used to bring the other (slower) component up to level $u$. Denote by $\theta^{\star}$ and $\eta^{\star}$ the optimising parameters of $I(\cdot, \cdot)$ in (3.4). We first exponentially twist the joint process with parameter $\left(\theta^{\star}, \eta^{\star}\right)$ until one of the components hits level $u$. If process $A(B)$ hits level $u$ first, then we exponentially twist process $B(A)$ with parameter $\zeta^{\star}$, which is defined as the optimising parameter of $I_{2}(\cdot)\left(I_{1}(\cdot)\right)$, until this component hits level $u$. The following will be used in the proofs op Property 3.4.2 and Theorem 3.5.1 Let $S \equiv S(u)$ be the first passage time of level $u$ for process $A$, i.e., $S:=\inf \left\{s: A_{s} \geq u\right\}$. Furthermore, let $T$ be the analogous counterpart for process $B$.

This procedure follows naturally from Theorem 3.3.1 as it tries to mimic the most likely path given in the theorem: first twist both processes until the fastest reaches level $u$ and then twist the slower process.

Property 3.4.1. For any $x$ and $y$ in the infimum of Theorem 3.3.1 (even the non-optimal values), if we perform the exponential twist as described above using the optimal $\theta^{\star}, \eta^{\star}$ corresponding to these $x$ and $y$, then

$$
\mathbb{E}_{\mathbb{Q}}\left(X_{i}\right)=x, \quad \mathbb{E}_{\mathbb{Q}}\left(Y_{i}\right)=y
$$

Proof. We only prove this for $\mathbb{E}_{\mathbb{Q}}\left(X_{i}\right)$, since $\mathbb{E}_{\mathbb{Q}}\left(Y_{i}\right)$ can be dealt with analogously. In the supremum of $I$, the first-order conditions are

$$
x-\frac{\partial \ln \Lambda(\theta, \eta)}{\partial \theta}=x-\frac{\frac{\partial \Lambda(\theta, \eta)}{\partial \theta}}{\Lambda(\theta, \eta)}=0, \quad y-\frac{\partial \ln \Lambda(\theta, \eta)}{\partial \eta}=y-\frac{\frac{\partial \Lambda(\theta, \eta)}{\partial \eta}}{\Lambda(\theta, \eta)}=0 .
$$

Note now that by twisting, we have

$$
\mathbb{E}_{\mathbb{Q}}\left(X_{i}\right)=\frac{\int z e^{\theta^{\star} z} f(z) \mathrm{d} z}{\int e^{\theta^{\star} z} f(z) \mathrm{d} z}=\frac{\frac{\partial \Lambda(\theta, \eta)}{\partial \theta}}{\Lambda(\theta, \eta)}=x,
$$

where the first equality comes from the definition of an exponential twist, the second equality comes from the definition of the moment generating function and the final identity comes from the display above.

Under any exponential twist, the model will be as follows:

$$
\left(X_{i}, Y_{i}\right)= \begin{cases}(1,0) & \text { w.p. } \tilde{p}_{1}  \tag{3.7}\\ (1,1) & \text { w.p. } \tilde{p}_{2} \\ (-1,-1) & \text { w.p. } \tilde{p}_{3} \\ (-1,1) & \text { w.p. } \tilde{p}_{4}\end{cases}
$$

Property 3.4.2. The naive importance sampling procedure (using probability measure $\mathbb{Q}$ ) as described above is not asymptotically optimal.

Proof. Without loss of generality assume that $A$ hits level $u$ first. In the case that $B$ hits level $u$ first, the proof is analogous. The proof indicates that the
spread in the vertical direction, i.e., the position of $B_{S}$, at time $S$ causes the procedure to be not asymptotically optimal. Observe that we can write

$$
B_{S(u)}=\sum_{i=1}^{u} V_{i}
$$

where the $V_{i}$ are i.i.d. and $V_{i} \stackrel{\text { d }}{=} V$ corresponding to the vertical position at the moment the horizontal position (i.e., corresponding to $A$ ) attains the value 1 for the first time. Hence,

$$
\mathbb{E}\left(z^{B_{S(u)}}\right)=\left(\mathbb{E}\left(z^{V}\right)\right)^{u}=\phi(z)^{u},
$$

where the right-hand side can be seen as the $u$ 'th power of some probability generating function. From this it follows that, for all $\theta>0$,

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}\left(e^{\theta B_{S(u)}}\right)=\ln \mathbb{E}\left(e^{\theta V}\right)=\theta \mathbb{E}(V)+G(\theta) \tag{3.8}
\end{equation*}
$$

with $G(\theta):=\ln \mathbb{E}\left(e^{\theta(V-\mathbb{E}(V))}\right)$ such that $G(0)=G^{\prime}(0)=0$ and $G(\cdot)$ is strictly convex.

Note that the likelihood ratio can be written as

$$
L(u)=\Lambda\left(\theta^{\star}, \eta^{\star}\right) \exp \left(-\theta^{\star} A_{S}-\eta^{\star} B_{S}\right) \cdot \Lambda\left(0, \zeta^{\star}\right) \exp \left(-\zeta^{\star}\left(B_{T}-B_{S}\right)\right) .
$$

It is an elementary exercise to verify that $\Lambda\left(\theta^{\star}, \eta^{\star}\right)=\Lambda\left(0, \zeta^{\star}\right)=1$ (which can be checked e.g. by working out the first order conditions). Moreover, in this model we know that $A_{S}=B_{T}=u$. Hence, the likelihood ratio reads

$$
L(u)=\exp \left(-\theta^{\star} u-\eta^{\star} B_{S}\right) \cdot \exp \left(-\zeta^{\star}\left(u-B_{S}\right)\right)
$$

From this, we obtain,

$$
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}_{\mathbb{Q}, u}(L I)=-\left(\theta^{\star}+\zeta^{\star}\right)+\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}_{\mathbb{Q}, u}\left(\exp \left(-\left(\eta^{\star}-\zeta^{\star}\right) B_{S}\right)\right),
$$

and in the same way, we get for the second moment that

$$
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}_{\mathbb{Q}, u}\left(L^{2} I\right)=-2\left(\theta^{\star}+\zeta^{\star}\right)+\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}_{\mathbb{Q}, u}\left(\exp \left(-2\left(\eta^{\star}-\zeta^{\star}\right) B_{S}\right)\right)
$$

From the above properties of $G(\cdot)$, it follows that $G(2 \theta)>2 G(\theta)$ for all $\theta \neq 0$. From this, it follows that

$$
\ln \mathbb{E}_{\mathbb{Q}, u}\left(e^{-2\left(\eta^{\star}-\zeta^{\star}\right)(V-\mathbb{E}(V))}\right)>2 \ln \mathbb{E}_{\mathbb{Q}, u}\left(e^{-\left(\eta^{\star}-\zeta^{\star}\right)(V-\mathbb{E}(V))}\right),
$$

or equivalently

$$
\begin{aligned}
& -2\left(\theta^{\star}+\zeta^{\star}\right)+\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}_{\mathbb{Q}, u}\left(\exp \left(-2\left(\eta^{\star}-\zeta^{\star}\right) B_{S}\right)\right) \\
> & -2\left(\theta^{\star}+\zeta^{\star}\right)+2 \lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}_{\mathbb{Q}, u}\left(\exp \left(-\left(\eta^{\star}-\zeta^{\star}\right) B_{S}\right)\right) .
\end{aligned}
$$

This reduces to

$$
\lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}_{\mathbb{Q}, u}\left(L^{2} I\right)>2 \lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}_{\mathbb{Q}, u}(L I)
$$

which indeed proves that the procedure is not asymptotically optimal.
The proof above indicates that the naive importance sampling procedure cannot be guaranteed to be asymptotically efficient because of the spread in the position of the slower component when the faster component hits level $u$ for the first time. In particular, there is no lower bound for this position. In the next section, we try to overcome this complication by introducing a method called "partitioned importance sampling". This is a method that possesses the desired control over the position of the slower process.

### 3.5 Partitioned importance sampling

In the previous section we have seen that ordinary importance sampling does not yield an asymptotically optimal procedure in general. In this section, we give a procedure that is asymptotically optimal, namely partitioned importance sampling. The method's inherent bias can be made arbitrarily small.

The procedure consists of intersecting the set of interest by a partitioning in terms of the value of $B_{S}$. More concretely, we consider a decomposition into probabilities of disjoint events. First, let

$$
\pi_{1}(u):=\mathbb{P}\left(\exists s, t \in \mathbb{N}, s \leq t: \forall r<s: A_{s} \geq u, B_{r}<u, B_{t} \geq u\right)
$$

$$
\pi_{2}(u):=\mathbb{P}\left(\exists s, t \in \mathbb{N}, s>t: \forall r \leq t: B_{t} \geq u, A_{r}<u, A_{s} \geq u\right)
$$

i.e., $\pi_{1}(u)$ is the probability that $A$ hits level $u$ before $B$, and $\pi_{2}(u)$ is its analogous counterpart. Note that $\pi(u)=\pi_{1}(u)+\pi_{2}(u)$. It is sufficient to show how $\pi_{1}(u)$ can be estimated efficiently, since the method for estimating $\pi_{2}(u)$ can be set up analogously. The decomposition we consider is:

$$
\pi_{1}(u)=\sum_{k=-\infty}^{\infty} \pi_{1, k}(u)
$$

where the probabilities $\pi_{1, k}(u)$ are defined by

$$
\pi_{1, k}(u):=\mathbb{P}\left(\exists s, t \in \mathbb{N}, t \geq s: \forall r<s: A_{s} \geq u, B_{r}<u, B_{t} \geq u, B_{s} \in s_{k}\right)
$$

with $s_{k}:=[k f(u),(k+1) f(u))$, where $f(\cdot)$ is a positive function (on which we impose some conditions below). We let $m \equiv m(u), M \equiv M(u)$ be a suitably chosen truncation, possibly dependent on $u$, and hence we estimate

$$
\pi_{1}^{(\mathrm{app})}(u):=\sum_{k=m}^{M} \pi_{1, k}(u) ;
$$

clearly, by choosing $m$ sufficiently small and $M$ sufficiently large the error made is negligible. We furthermore, in order to guarantee asymptotic optimality, need to impose that $M(u)-m(u)$ grows subexponentially as a function of $u$, i.e., we require that $\lim _{u \rightarrow \infty} \frac{1}{u} \ln (M(u)-m(u))=0$. We also require that $k f(u) / u \leq 1$ for each $k \in\{m(u), \ldots, M(u)\}$, and impose the related property that $f(u)$ grows sublinearly in $u$, for reasons that will become clear soon. In our simulation procedure we perform a separate simulation run for each $k \in\{m(u), \ldots, M(u)\}$, as follows.

We start by solving, for each $k \in\{m, \ldots, M\}$, using definition 3.3),

$$
\begin{equation*}
J_{k}(u)=\inf _{x} \frac{I\left(x, x k \frac{f(u)}{u}\right)}{x}+\left(1-k \frac{f(u)}{u}\right)^{+} \alpha_{2} \tag{3.9}
\end{equation*}
$$

bear in mind that if $f(u)$ had been allowed to grow superlinearly, the second term would be identical 0 eventually (for positive $k$ ). Denote the optimisers by
$\theta_{k}^{\star}$ and $\eta_{k}^{\star}$ (from the definition of $I(\cdot, \cdot)$ ) and $\zeta \equiv \zeta_{k}^{\star}$ (from the definition of $I_{2}(\cdot)$; use (3.3), and conclude that this twist does not depend on $k$ ). Observe that the first element in the minimum of 3.4 can now be majorised as follows: 3.9, and in particular

$$
J^{(1)}:=\inf _{x>0, y \leq x}\left(\frac{I(x, y)}{x}+\left(1-\frac{y}{x}\right) \alpha_{2}\right) \leq \lim _{u \rightarrow \infty} \inf _{k} J_{k}(u) ;
$$

the reason for the inequality is that in the left hand side the minimum is taken over a larger set than in the right hand side. In our refined algorithm, when estimating $\pi_{1, k}(u)$, we first twist the $\left(X_{s}, Y_{s}\right)$ by $\left(\theta_{k}^{\star}, \eta_{k}^{\star}\right)$ until $A$ exceeds $u$, and from that point on twist the $\left(Y_{s}\right)$ by $\zeta^{\star}$ until $B$ exceeds $u$ (if needed). The simulation output of a single run is $L_{k} I_{k}$, with $L_{k} \equiv L_{k}(u)$ again the likelihood ratio, and the indicator function $I_{k} \equiv I_{k}(u)$ which equals 1 iff the path is such that both $A$ and $B$ exceed $u$, but now in addition that (i) $A$ is required to exceed $u$ before $B$ does (or simultaneously), and (ii) when $A$ exceeds $u, B$ is in the interval $s_{k}$; it is this latter requirement that gives us control on the variance of the estimator, as will turn out below.

Theorem 3.5.1. The simulation procedure described above is asymptotically optimal.

Proof. Observe that the likelihood reads
$L_{k}(u)=\left(\Lambda\left(\theta_{k}^{\star}, \eta_{k}^{\star}\right)\right)^{S} \exp \left(-\theta_{k}^{\star} A_{S}-\eta_{k}^{\star} B_{S}\right) \cdot\left(\Lambda\left(0, \zeta_{k}^{\star}\right)\right)^{T-S} \exp \left(-\zeta^{\star}\left(B_{T}-B_{S}\right)\right)$.
As in the proof of Property 3.4.2, we have $\Lambda\left(\theta_{k}^{\star}, \eta_{k}^{\star}\right)=\Lambda\left(0, \zeta^{\star}\right)=1$, so that we can simplify $L_{k}(u)$ to

$$
L_{k}(u)=\exp \left(-\theta_{k}^{\star} A_{S}-\eta_{k}^{\star} B_{S}\right) \cdot \exp \left(-\zeta^{\star}\left(B_{T}-B_{S}\right)\right) .
$$

Now note that, on the event that $I_{k}(u)=1$, it holds that (i) $A_{S} \geq u$, (ii) $B_{S} \in$ $s_{k}$, and (iii) $B_{T}-B_{S} \geq(1-(k+1) f(u) / u) \cdot u \geq 0$. Therefore, uniformly in $u$, using the definition of $J_{k}(u)$ and $\Lambda\left(\theta_{k}^{\star}, \eta_{k}^{\star}\right)=\Lambda\left(0, \zeta^{\star}\right)=1$,

$$
\frac{1}{u} \ln L_{k}(u) I_{k}(u) \leq-\theta_{k}^{\star}-\min \left\{\eta_{k}^{\star} k \frac{f(u)}{u}, \eta_{k}^{\star}(k+1) \frac{f(u)}{u}\right\}
$$

$$
\begin{aligned}
& -\zeta^{\star}\left(1-k \frac{f(u)}{u}\right)^{+}+\zeta^{\star} \frac{f(u)}{u} \\
\leq & -\theta_{k}^{\star}-\eta_{k}^{\star} k \frac{f(u)}{u}-\zeta^{\star}\left(1-k \frac{f(u)}{u}\right)^{+}+\zeta^{\star} \frac{f(u)}{u} \\
= & -J_{k}(u)+\zeta^{\star} \frac{f(u)}{u}
\end{aligned}
$$

the final equality in the above display can be seen by observing that

$$
\alpha_{2}=\inf _{z>0} \frac{I_{i}(z)}{z}=\inf _{z>0} \frac{\sup _{\zeta} \zeta z-\ln \Lambda_{2}(\zeta)}{z}=\frac{\zeta^{\star} z^{\star}-\ln \Lambda_{2}\left(\zeta^{\star}\right)}{z^{\star}}=\frac{\zeta^{\star} z^{\star}-0}{z^{\star}}=\zeta^{\star}
$$

and similarly for the first term.
We estimate our probability by evaluating sample averages of independent random variables that are distributed as

$$
Z_{m, M}(u):=\sum_{k=m}^{M} L_{k}(u) I_{k}(u),
$$

with $m, M$ a suitably chosen truncation. Note that $Z_{m, M}(u)$ is bounded from above by

$$
Z_{m, M}(u) \leq(M-m+1) \exp \left(-\min _{k \in\{m, \ldots, M\}} J_{k}(u) u+\zeta^{\star} f(u)\right)
$$

We thus see that, using that $M-m$ grows subexponentially and using that $f(u)$ is sublinear,

$$
\limsup _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{E}\left(\left(Z_{m, M}(u)\right)^{2}\right) \leq-2 J^{(1)}=2 \lim _{u \rightarrow \infty} \frac{1}{u} \ln \pi_{1}(u)
$$

so the procedure is asymptotically optimal.

### 3.6 Numerical results

In this section, we show and discuss several numerical experiments. Throughout this section, we use a specific instance of the general model as described in

Section 3.2. which, in particular, satisfies the conditions of Theorem 3.3.1.

### 3.6.1 The model

In the examples considered we assume that the $\left(X_{i}, Y_{i}\right)$ are i.i.d. vectors with a bivariate normal distribution with mean vector and covariance matrix given by

$$
\mu=\binom{\mu_{1}}{\mu_{2}}, \quad \Sigma=\left(\begin{array}{cc}
\left(\sigma_{1}\right)^{2} & \rho \\
\rho & \left(\sigma_{2}\right)^{2}
\end{array}\right)
$$

respectively. One of the reasons that we chose this model is the following nice property.

Property 3.6.1. If we exponentially twist $\left(X_{i}, Y_{i}\right)$ with parameter $\left(\theta_{1}, \theta_{2}\right)$, the twisted process again has a bivariate normal distribution with mean vector

$$
\tilde{\mu}=\binom{\mu_{1}+\theta_{1}\left(\sigma_{1}\right)^{2}+\theta_{2} \rho}{\mu_{2}+\theta_{1} \rho+\theta_{2}\left(\sigma_{2}\right)^{2}}
$$

and covariance matrix $\tilde{\Sigma}=\Sigma$.
Proof. This follows from elementary calculations.
Below we perform a number of different experiments, in which we test the influence of various parameters on the performance of the simulations. The simulations were carried out in R. Anytime in this section we refer to (nonpartitioned) importance sampling (IS), naive importance sampling is meant. Unless otherwise stated, in all numerical experiments, we ran simulations until a $95 \%$ confidence interval with $10 \%$ precision was obtained. We tested both the number of runs and the running time (CPU time) required to obtain the confidence interval. In most cases, the CPU time shows the same quantitative behaviour as the number of runs. Therefore, the CPU times are only shown in Section 3.6.4 where this is not the case.

Remark. As already stated before, the truncation used in partitioned importance sampling inherently produces a biased estimator. It is, however, possible to obtain an estimator with vanishing relative bias as $u \rightarrow \infty$. This can be accomplished by choosing the lower bound $m(u) f(u)$ and upper bound $M(u) f(u)$
such that the expected value of the slower process, at the moment the faster process hits level $u$, is in between these bounds. This expected value can be numerically determined by combining Theorem 3.3.1 and Property 3.4.1. We indeed chose $m, M$ and $f$ such that in the experiments in Figures 3.1, 3.2 and 3.3 we have vanishing relative bias.

Remark. There exist more methods of sampling than naive and partitioned importance sampling. One method makes use of a so-called subsolution method, see e.g. [34]. We implemented such a state-dependent importance sampling scheme, in the following way. In Example 3 of [10, pp. 47-48] it is explained how to set up a subsolution-based scheme for estimating the probability that at least one of the components reaches a rare set. The procedure is then:

- In each simulation run, we used this scheme until one of the components exceeds level $u$;
- subsequently, we use a single exponential twist for the remainder of the run (with the relevant $\alpha_{i}$, as given in (3.3)), until the other component has exceeded level $u$ as well.

We compared this method with the partitioned importance sampling method proposed in this chapter. We tested both procedures extensively, both in terms of the number of runs and the CPU time. In the simulations we performed, we observed that the partitioned IS method performs better. We suspect that this may be due to the same problem as in the naïve IS scheme, namely the random fluctuations of the 'second component' (for instance, the fluctuations of the vertical component at the epoch that the horizontal component first exceeds $u$ ) - the way we set up the subsolution-based scheme the fluctuations of the second component are apparently not sufficiently controlled (as in the first part of the run the focus is only on the event that one of the two components exceeds $u)$.

Clearly, the partitioned importance sampling will become less attractive when considering problems of higher dimensions. Considering the counterpart of our problem but then in dimensions higher than 2, one could again come up with a partitioning such that $Z_{k}(u)$ can be written as sum (over all $k$ ) of $L_{k}(u) I_{k}(u)$, but the number of $k$ to be included will increase (which will slow down the simulation). It is therefore anticipated that in higher dimensions subsolution-based schemes will become advantageous.

### 3.6.2 Variable level

In this section we look at how the level to reach $u$ influences both the probability $\pi(u)$ and the number of simulations needed. We ran two different experiments of which the results can be found in Figures 3.1 and 3.2 . The experiments differ in the sign of the covariance that was used; we refer to the respective caption for specific details. The results below clearly show that Monte Carlo sampling is much slower than both importance sampling and partitioned importance sampling. Furthermore, when comparing Figure 3.1 and 3.2 we see that a negative correlation between the two components negatively influences both the probability $\pi(u)$ and the number of samples needed to get the desired precision.


Figure 3.1: These plots show the probability $\pi(u)$ and the number of runs needed to get the desired accuracy respectively. The parameters that were used were $\mu=\binom{-1}{-0.5}$, $\Sigma=\left(\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right), m(u)=-40 u, M(u)=20 u-1$ and $f(u)=0.05$. The results show that importance sampling gives a significant efficiency improvement over Monte Carlo sampling.

It should be noted that the event of interest in the experiments as described shown in Figures 3.1 and 3.2 above can hardly be called "rare". The reason that we kept the level to reach ( $u$ ) relatively low is that Monte Carlo sampling quickly took over 10000 runs, which takes a long time in R. Therefore, in Figure 3.3 we performed some simulations for larger $u$, though only for importance sampling and partitioned importance sampling. The results clearly show that even for extremely small probabilities (around $10^{-52}$ ), both importance sampling and


Figure 3.2: These plots show the probability $\pi(u)$ and the number of runs needed to get the desired accuracy respectively. We stopped simulations when 50000 runs were needed, hence the missing values for Monte Carlo sampling. The parameters that were used were $\mu=\binom{-1}{-0.5}, \Sigma=\left(\begin{array}{cc}2 & -1 \\ -1 & 2\end{array}\right), m(u)=-40 u, M(u)=20 u-1$ and $f(u)=0.05$. The results show that importance sampling gives a significant efficiency improvement over Monte Carlo sampling.
partitioned importance sampling need a modest amount of runs.


Figure 3.3: These plots show the probability $\pi(u)$ and the number of runs needed to get the desired accuracy respectively. The parameters that were used were $\mu=\binom{-1}{-0.5}$, $\Sigma=\left(\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right), m(u)=-10, M(u)=u-1$ and $f(u)=1$. The results show that even for extremely small probabilities, the number of runs needed for IS and partitioned IS is modest.

### 3.6.3 Variable covariance

Having convinced ourselves that Monte Carlo sampling is prohibitively slow, we will restrict the experiments now to only importance sampling and partitioned importance sampling. In the previous experiments, both IS and partitioned IS performed roughly the same: the number of runs required to get the desired confidence interval did not show any significant differences. We will now identify cases where partitioned IS behaves much better than IS. In the next simulations we look at how the covariance influences both $\pi(u)$ and the number of trials needed. Figures 3.4 and 3.5 give the results of two experiments; the difference is the level $u$ that has to be reached ( 5 and 2 respectively). The results indicate that a negative covariance slows down both methods, but also show that partitioned importance sampling is faster. When the correlation becomes positive, the opposite seems to hold.


Figure 3.4: These plots show the probability $\pi(5)$ and the number of runs (with a maximum of 100000 ) needed to get the desired accuracy respectively. The parameters that were used were $\mu=\binom{-1}{-0.5}$ and $\Sigma=\left(\begin{array}{c}2 \rho \\ \rho \\ \rho\end{array}\right)$. We fixed the number of intervals to 10 , the lower bound of those intervals to -5 and the upper bound to 5 . The results show that, when the two components are strongly negatively correlated, partitioned importance sampling behaves much better than ordinary importance sampling. When the components are positively correlated, the opposite holds.


Figure 3.5: The precise same experiment as reported on in Figure 3.4, except that $u=2$ now and that the upper bound for the intervals also equals 2 .

### 3.6.4 Variable number of intervals

In this part we restrict ourselves to partitioned importance sampling only. The goal is to find how the number of intervals affects the performance. From Figure 3.6 we can conclude that the number of intervals does not seem to have an effect on the number of trials needed. The total running time, however, does seem to suffer from a high number of intervals, though only linearly.

### 3.7 Proof of Theorem 3.3.1

This section presents the proof of Theorem 3.3.1. The right-hand side of (3.4) will be proved first as a lower bound and then as an upper bound for the lefthand side of (3.4.

Lower bound First observe that $\pi(u) \geq \mathbb{P}\left(A_{s u}>u, B_{t u}>u\right)$ for all $s, t$ (where we allow ourselves, here and elsewhere, the imprecise notation $s u$ and $t u$ when we mean their respective rounded-off values). It thus follows, for all $s$ and $t$,

$$
\liminf _{u \rightarrow \infty} \frac{1}{u} \ln \pi(u) \geq \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\mathscr{A}_{s u}, \mathscr{B}_{t u}\right) .
$$



Figure 3.6: These plots show the probability $\pi(2)$, the number of runs (with a maximum of 100000 ) needed to get the desired accuracy, and the running time, respectively. The parameters that were used were $\mu=\binom{-1}{-0.5}$ and $\Sigma=\left(\begin{array}{ll}2 & 1 \\ 1 & 2\end{array}\right)$. The lower and upper bound for the intervals were -5 and 2 respectively. The results show that the number of intervals doesn't seem to have any impact on the number of runs needed. The running time, however, seems to increase linearly as a function of the number of intervals.

Since this holds for all $s$ and $t$, we take the supremum over all $s$ and $t$ :

$$
\liminf _{u \rightarrow \infty} \frac{1}{u} \ln \pi(u) \geq \sup _{s, t} \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\mathscr{A}_{s u}, \mathscr{B}_{t u}\right) .
$$

Suppose, without loss of generality, that $s<t$ and let $\Delta>0$. Then for all $y$, using the independence,

$$
\begin{aligned}
\mathbb{P}\left(\mathscr{A}_{s u}, \mathscr{B}_{t u}\right) & \geq \mathbb{P}\left(\frac{A_{s u}}{s u}>\frac{1}{s}, \frac{B_{s u}}{s u} \in[y, y+\Delta], \frac{B_{t u}}{t u}>\frac{1}{t}\right) \\
& \geq \mathbb{P}\left(\frac{A_{s u}}{s u}>\frac{1}{s}, \frac{B_{s u}}{s u} \in[y, y+\Delta], B_{t u}-B_{s u}>u-s u y\right) \\
& =\mathbb{P}\left(\frac{A_{s u}}{s u}>\frac{1}{s}, \frac{B_{s u}}{s u} \in[y, y+\Delta]\right) \cdot \mathbb{P}\left(B_{t u}-B_{s u}>u-s u y\right) \\
& =\mathbb{P}\left(\frac{A_{s u}}{s u}>\frac{1}{s}, \frac{B_{s u}}{s u} \in[y, y+\Delta]\right) \cdot \mathbb{P}\left(\frac{B_{(t-s) u}}{(t-s) u}>\frac{1-s y}{t-s}\right) .
\end{aligned}
$$

By Cramér's theorem, we have that the decay rate of this expression equals

$$
-s \inf _{p>\frac{1}{s}, q \in[y, y+\Delta]} I(p, q)-(t-s) \inf _{q>\frac{1-s y}{t-s}} I_{2}(q) .
$$

As this relation holds for any $\Delta$, using the continuity of $I$, we thus find that

$$
\liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\mathscr{A}_{s u}, \mathscr{B}_{t u}\right) \geq-s \inf _{p>\frac{1}{s}} I(p, y)-(t-s) \inf _{q>\frac{1-s y}{t-s}} I_{2}(q)
$$

This relation holds for any $y$, so in particular for all $y<1 / s$; as $I_{2}(q)$ increases in $q$ for $q$ positive, we obtain

$$
\inf _{q>\frac{1-s y}{t-s}} I_{2}(q)=I_{2}\left(\frac{1-s y}{t-s}\right),
$$

and as a consequence

$$
\begin{align*}
& \sup _{0<s<t} \liminf _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\mathscr{A}_{s u}, \mathscr{B}_{t u}\right) \geq \\
& -\inf _{0<s<t, y<1 / s}\left(s \inf _{p>\frac{1}{s}} I(p, y)+(t-s) I_{2}\left(\frac{1-s y}{t-s}\right)\right) . \tag{3.10}
\end{align*}
$$

Now we put $v:=t-s$, so as to obtain that the right-hand side of the previous display equals

$$
\begin{aligned}
&-\inf _{s>0, y<1 / s} s\left(\inf _{p>1 / s} I(p, y)+(1-s y) \inf _{v>0} \frac{v}{1-s y} I_{2}\left(\frac{1-s y}{v}\right)\right) \\
&=-\inf _{s>0, y<1 / s}\left(s \inf _{p>\frac{1}{s}} I(p, y)+(1-s y) \alpha_{2}\right) \\
&=-\inf _{x>0, y<x}\left(\inf _{p>x} \frac{I(p, y)}{x}+\left(1-\frac{y}{x}\right) \alpha_{2}\right) \\
& \geq-\inf _{x>0, y<x}\left(\frac{I(x, y)}{x}+\left(1-\frac{y}{x}\right) \alpha_{2}\right) .
\end{aligned}
$$

Upper bound Now turn to the upper bound. We split the event in multiple sub-events. Fix some $s^{\star}$ and $t^{\star}$. Then the union bound implies that, for any $a>0$,

$$
\begin{aligned}
\pi(u) \leq & \mathbb{P} \\
& \left(\exists s<(1+a) s^{\star} u: \mathscr{A}_{s}, \exists t<(1+a) t^{\star} u: \mathscr{B}_{t}\right) \\
& +\mathbb{P}\left(\exists s \geq(1+a) s^{\star} u: \mathscr{A}_{s}, \exists t \in \mathbb{N}: \mathscr{B}_{t}\right) \\
& +\mathbb{P}\left(\exists s \in \mathbb{N}: \mathscr{A}_{s}, \exists t \geq(1+a) t^{\star} u: \mathscr{B}_{t}\right) \\
\leq & \mathbb{P}\left(\exists s<(1+a) s^{\star} u: \mathscr{A}_{s}, \exists t<(1+a) t^{\star} u: \mathscr{B}_{t}\right) \\
& +\mathbb{P}\left(\exists s \geq(1+a) s^{\star} u: \mathscr{A}_{s}\right)+\mathbb{P}\left(\exists t \geq(1+a) t^{\star} u: \mathscr{B}_{t}\right) .
\end{aligned}
$$

We now show that the latter two terms have a higher decay rate (i.e., decay faster) than the first term. First we use the union bound to get

$$
\mathbb{P}\left(\exists s \geq(1+a) s^{\star} u: \mathscr{A}_{s}\right) \leq \sum_{s=(1+a) s^{\star} u}^{\infty} \mathbb{P}\left(A_{s}>u\right)
$$

We now focus on the individual terms of the right-hand side. Using Markov's inequality, we get for all $s$ :

$$
\mathbb{P}\left(A_{s}>u\right) \leq \mathbb{E}\left(e^{\theta A_{s}}\right) e^{-\theta u}
$$

Note that, since the process is a random walk,

$$
\mathbb{E}\left(e^{\theta A_{s}}\right)=\left(\mathbb{E}\left(e^{\theta X}\right)\right)^{s}=\Lambda_{1}(\theta)^{s}=e^{s \ln \Lambda_{1}(\theta)}
$$

Since this holds for all $\theta$, we take the infimum:

$$
\mathbb{P}\left(A_{s}>u\right) \leq \inf _{\theta} e^{s \ln \Lambda_{1}(\theta)} e^{-\theta u}=e^{-\sup _{\theta}\left(\theta u-s \ln \Lambda_{1}(\theta)\right)}=e^{-s I_{1}(u / s)} \leq e^{-s I_{1}(0)} ;
$$

in the second inequality we have used that $\mathbb{E}\left(X_{1}\right)<0$. Now we return to the sum again. Using the display above, we get

$$
\mathbb{P}\left(\exists s \geq(1+a) s^{\star} u: \mathscr{A}_{s}\right) \leq \sum_{s=(1+a) s^{\star} u}^{\infty} e^{-s I_{1}(0)}=\frac{e^{-I_{1}(0) \cdot(1+a) s^{\star} u}}{1-e^{-I_{1}(0)}}
$$

so that for the decay rate of the probability above we get

$$
\limsup _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists s \geq(1+a) s^{\star} u: \mathscr{A}_{s}\right) \leq-(1+a) s^{\star} I_{1}(0)
$$

We conclude that the decay rate can be made arbitrarily large by letting $a \rightarrow \infty$. Obviously, the same procedure can be followed for $\mathbb{P}\left(\exists t \geq(1+a) t^{\star} u: \mathscr{B}_{t}\right)$. It thus follows that the first term has the lowest decay rate, and therefore the Principle of the Largest Term (Lemma 1.3.4) gives

$$
\begin{equation*}
\limsup _{u \rightarrow \infty} \frac{1}{u} \ln \pi(u) \leq \lim _{u \rightarrow \infty} \frac{1}{u} \ln \mathbb{P}\left(\exists s<(1+a) s^{\star} u: \mathscr{A}_{s}, \exists t<(1+a) t^{\star} u: \mathscr{B}_{t}\right) \tag{3.11}
\end{equation*}
$$

Define $T:=\max \left\{s^{\star}, t^{\star}\right\}$ and $\alpha:=(1+a) T$. We introduce the scaled processes $\bar{A}_{u}(s):=\frac{1}{\alpha u} A_{\alpha u s}$ and $\bar{B}_{u}(t):=\frac{1}{\alpha u} B_{\alpha u t}$. The probability on the right-hand side above is then smaller than or equal to

$$
\mathbb{P}\left(\sup _{s \leq 1} \bar{A}_{u}(s) \geq 1 / \alpha, \sup _{t \leq 1} \bar{B}_{u}(t) \geq 1 / \alpha\right)
$$

Let $f$ be the sample path of a 2 dimensional function. Also, let $\phi_{1}(f):=$ $\sup _{s \leq 1} f_{1}(s)$ and likewise let $\phi_{2}(f):=\sup _{t \leq 1} f_{2}(t)$. We now invoke Mogulskii's theorem (Theorem 1.3.3). This gives us

$$
\begin{aligned}
& -\inf _{\left\{f: \phi_{1}(f) \geq 1 / \alpha, \phi_{2}(f) \geq 1 / \alpha\right\}^{\circ}} J(f) \\
& \leq \liminf _{u \rightarrow \infty} \frac{1}{\alpha u} \ln \mathbb{P}\left(\sup _{s \leq 1} \bar{A}_{u}(s) \geq 1 / \alpha, \sup _{t \leq 1} \bar{B}_{u}(t) \geq 1 / \alpha\right) \\
& \leq \limsup _{u \rightarrow \infty} \frac{1}{\alpha u} \ln \mathbb{P}\left(\sup _{s \leq 1} \bar{A}_{u}(s) \geq 1 / \alpha, \sup _{t \leq 1} \bar{B}_{u}(t) \geq 1 / \alpha\right) \\
& \leq-{ }_{\left\{f: \phi_{1}(f) \geq 1 / \alpha, \phi_{2}(f) \geq 1 / \alpha\right\}^{\mathrm{c}}} J(f),
\end{aligned}
$$

with

$$
J(f)=\int_{0}^{1} I\left(f^{\prime}(t)\right) \mathrm{d} t
$$

note that the conditions imposed allow that Mogulskii's theorem can be applied. Note that the set over which the infimum is taken is closed, hence we will drop the closure operator. So an upper bound for the right-hand side of (3.11) is

$$
\begin{equation*}
-\alpha_{\left\{f: \phi_{1}(f) \geq 1 / \alpha, \phi_{2}(f) \geq 1 / \alpha\right\}} \inf J(f) . \tag{3.12}
\end{equation*}
$$

In the calculations below, we will drop the factor $\alpha$ in front of the infimum; we will later see that it cancels.

Assume that $\bar{A}_{u}(\cdot)$ hits $u$ for the first time at time $\bar{s}$ and $\bar{B}_{u}(\cdot)$ hits $u$ for the first time at time $\bar{t}$, i.e., $\bar{s} \equiv \bar{s}(f)=\inf _{s \in[0,1]}\left\{s: f_{1}(s) \geq 1 / \alpha\right\}$ and likewise for $\bar{t}$. We can then rewrite the upper bound in two cases:

$$
\begin{aligned}
& \left\{f: \phi_{1}(f) \geq 1 / \alpha, \phi_{2}(f) \geq 1 / \alpha\right\} \\
& =\inf _{\{f: \bar{s}(f) \leq 1, \bar{t}(f) \leq 1\}} J(f) \\
& =\min \left\{\inf _{\{f: \bar{s}(f) \leq 1, \bar{t}(f) \leq 1, \bar{s} \leq \bar{t}\}} J(f), \inf _{\{f: \bar{s}(f) \leq 1, \bar{t}(f) \leq 1, \bar{s}>\overline{\bar{t}}\}} J(f)\right\} .
\end{aligned}
$$

We will now focus on the first entry of the minimum above; the second entry
can be treated analogously. It can be rewritten as

$$
\inf _{v \leq 1 / \alpha} \inf _{\left\{f: \bar{s}(f) \leq 1, \bar{t}(f) \leq 1, \bar{s} \leq \bar{t}, f_{2}(\bar{s})=v\right\}} J(f) .
$$

Pick a fixed but arbitrary $f$ which confines to the restrictions in the infima above. We will now rewrite $J(f)$ as a sum of three integrals:

$$
\begin{aligned}
& J(f)=\int_{0}^{1} I\left(f^{\prime}(t)\right)\left(f^{\prime}(t)\right) \mathrm{d} t= \\
& \qquad \int_{0}^{\bar{s}} I\left(f^{\prime}(t)\right) \mathrm{d} t+\int_{\bar{s}}^{\bar{t}} I\left(f^{\prime}(t)\right) \mathrm{d} t+\int_{\bar{t}}^{1} I\left(f^{\prime}(t)\right)\left(f^{\prime}(t)\right) \mathrm{d} t .
\end{aligned}
$$

In the spirit of [39, we will construct a straightened path $\tilde{f}$ and then show that the upper bound in the LDP is the same as $-J(\tilde{f})$. Let

$$
\left(\tilde{f}_{1}^{\prime}(\tau), \tilde{f}_{2}^{\prime}(\tau)\right)= \begin{cases}\left(\frac{1}{\alpha \bar{s}}, \frac{v}{\bar{s}}\right) & \text { if } 0 \leq \tau \leq \bar{s} \\ \left(\frac{c^{\star}}{t-\bar{s}}, \frac{1 / \alpha-v}{t-\bar{s}}\right) & \text { if } \bar{s}<\tau \leq \bar{t} \\ (\mu, \nu) & \text { if } \bar{t}<\tau \leq 1\end{cases}
$$

where $c^{\star}:=\arg \min _{c} I\left(\frac{c}{t-\bar{s}}, \frac{1 / \alpha-v}{t-\bar{s}}\right), \mu:=\mathbb{E}\left(X_{1}\right)$ and $\nu:=\mathbb{E}\left(Y_{1}\right)$. Now note that

1. using Jensen's inequality,

$$
\int_{0}^{\bar{s}} I\left(\tilde{f}^{\prime}(t)\right) \mathrm{d} t=\bar{s} I\left(\frac{1}{\alpha \bar{s}}, \frac{v}{\bar{s}}\right)=\bar{s} I\left(\frac{1}{\bar{s}} \int_{0}^{\bar{s}} f^{\prime}(t) \mathrm{d} t\right) \leq \int_{0}^{\bar{s}} I\left(f^{\prime}(t)\right) \mathrm{d} t ;
$$

2. using the minimisation gives us

$$
\begin{aligned}
\int_{\bar{s}}^{\bar{t}} I\left(\tilde{f}^{\prime}(t)\right) \mathrm{d} t & =(\bar{t}-\bar{s}) I\left(\frac{c^{\star}}{\bar{t}-\bar{s}}, \frac{1 / \alpha-v}{\bar{t}-\bar{s}}\right) \\
& \leq(\bar{t}-\bar{s}) I\left(\frac{1}{\bar{t}-\bar{s}} \int_{\bar{s}}^{\bar{t}} f^{\prime}(t) \mathrm{d} t\right) \\
& \leq \int_{\bar{s}}^{\bar{t}} I\left(f^{\prime}(t)\right) \mathrm{d} t
\end{aligned}
$$

3. using [39, Lemma 2.6.iv] gives us

$$
\int_{\bar{t}}^{1} I\left(\tilde{f}^{\prime}(t)\right) \mathrm{d} t=0 \leq \int_{\bar{t}}^{1} I\left(f^{\prime}(t)\right) \mathrm{d} t
$$

hence, $J(f) \geq J(\tilde{f})$. Furthermore,

$$
\inf _{v \leq 1 / \alpha} \inf _{\left\{f: \bar{s}(f) \leq 1, \bar{t}(f) \leq 1, \bar{s} \leq \bar{t}, f_{2}(\bar{s})=v\right\}} J(f) \leq \inf _{v \leq 1 / \alpha} \inf _{\left\{\tilde{f}: \bar{s}(\tilde{f}) \leq 1, \bar{t}(\tilde{f}) \leq 1, \bar{s} \leq \bar{t}, \tilde{f}_{2}(\bar{s})=v\right\}} J(\tilde{f}),
$$

where on the right-hand side we restrict the infimum to straightened paths as described above. Hence, this inequality is in fact an equality.

We will now focus on $J(\tilde{f})$. Note that it is equal to

$$
\bar{s} I\left(\frac{1}{\alpha \bar{s}}, \frac{v}{\bar{s}}\right)+(\bar{t}-\bar{s}) I\left(\frac{c^{\star}}{\bar{t}-\bar{s}}, \frac{1 / \alpha-v}{\bar{t}-\bar{s}}\right)
$$

When we now bring back the infimum we get

$$
\inf _{v \leq 1 / \alpha, 0 \leq \bar{s} \leq \bar{t} \leq 1} \bar{s} I\left(\frac{1}{\alpha \bar{s}}, \frac{v}{\bar{s}}\right)+(\bar{t}-\bar{s}) I\left(\frac{c^{\star}}{\bar{t}-\bar{s}}, \frac{1 / \alpha-v}{\bar{t}-\bar{s}}\right),
$$

or, using the definition of $c^{\star}$

$$
\inf _{v \leq 1 / \alpha, 0 \leq \bar{s} \leq \bar{t} \leq 1} \bar{s} I\left(\frac{1}{\alpha \bar{s}}, \frac{v}{\bar{s}}\right)+(\bar{t}-\bar{s}) \inf _{c} I\left(\frac{c}{\bar{t}-\bar{s}}, \frac{1 / \alpha-v}{\bar{t}-\bar{s}}\right) .
$$

This is larger than or equal to

$$
\inf _{v \leq 1 / \alpha, 0 \leq \bar{s} \leq \bar{t} \leq 1} \bar{s} I\left(\frac{1}{\alpha \bar{s}}, \frac{v}{\bar{s}}\right)+(\bar{t}-\bar{s}) \inf _{c \in \mathbb{R}, z>0} \frac{I\left(\frac{c}{t-\bar{s}}, z\right)}{z \frac{\bar{t}-\bar{s}}{1 / \alpha-v}},
$$

and cancelling the factors gives us

$$
\inf _{v \leq 1 / \alpha, 0 \leq \bar{s} \leq \bar{t} \leq 1} \bar{s} I\left(\frac{1}{\alpha \bar{s}}, \frac{v}{\bar{s}}\right)+\left(\frac{1}{\alpha}-v\right) \inf _{c \in \mathbb{R}, z>0} \frac{I\left(\frac{c}{\bar{t}-\bar{s}}, z\right)}{z} .
$$

This is again larger than or equal to

$$
\inf _{v \leq 1 / \alpha, 0 \leq \bar{s} \leq \bar{t} \leq 1} \bar{s} I\left(\frac{1}{\alpha \bar{s}}, \frac{v}{\bar{s}}\right)+\left(\frac{1}{\alpha}-v\right) \inf _{z>0} \frac{I_{2}(z)}{z} .
$$

Now define $x:=1 / \alpha \bar{s}$ and $y:=\alpha v x$. Then the expression above is equal to

$$
\inf _{v \leq 1 / \alpha, 0 \leq \bar{s} \leq \bar{t} \leq 1, x=1 / \alpha \bar{s}, y=\alpha v x} \frac{1}{\alpha x} I(x, y)+\left(\frac{1}{\alpha}-\frac{y}{\alpha x}\right) \inf _{z>0} \frac{I_{2}(z)}{z},
$$

which equals

$$
\frac{1}{\alpha}\left(\inf _{x \geq 1 / \alpha, y \leq x} \frac{1}{x} I(x, y)+\left(1-\frac{y}{x}\right) \inf _{z>0} \frac{I_{2}(z)}{z}\right)
$$

which majorises

$$
\frac{1}{\alpha}\left(\inf _{x>0, y \leq x} \frac{1}{x} I(x, y)+\left(1-\frac{y}{x}\right) \inf _{z>0} \frac{I_{2}(z)}{z}\right) .
$$

Recall that the factor $\frac{1}{\alpha}$ cancels against the factor $\alpha$ of 3.12), hence we have proven the upper bound.

### 3.8 Concluding remarks

In this chapter, we studied both logarithmic asymptotics and several numerical methods to study large delay probabilities of two correlated queues. In the first part of the chapter, the first main result, Theorem 3.3.1, was given, which provided an expression for the decay rate of the probability of both components ever reaching some high level. The second part consisted of analysing two numerical procedures, namely a naive importance sampling procedure and partitioned importance sampling. It was shown that the former method is not necessarily asymptotically optimal. This is caused by the undershoot of the slowest component. This problem is overcome by the second method, partitioned importance sampling. It was indeed shown that this procedure is asymptotically optimal. Subsequently, numerical results of simulation experiments were shown, confirming the theory.

## 4

## Linear stochastic fluid networks with Markov modulation

In the previous chapters, the focus was on the probability of ever hitting a rare set. The current chapter, in contrast, treats the event of a multidimensional stochastic process attaining a value in a rare set at a fixed time. This chapter is based on [18].

### 4.1 Introduction

Linear stochastic fluid networks, as introduced in [51], can be informally described as follows. Consider a network consisting of $L$ stations. Jobs, whose sizes are i.i.d. samples from some general $L$-dimensional distribution, arrive at the stations according to a Poisson process. At each of the nodes, in between arrivals the storage level decreases exponentially. Processed traffic is either transferred to the other nodes or leaves the network (according to a given routing matrix). In addition to this basic version of the linear stochastic fluid network, there is also its Markov modulated counterpart [49, in which the arrival rate, the distribution of the job sizes, and the routing matrix depend on the state of an external, autonomously evolving finite-state continuous-time Markov chain (usually referred to as the background process).

Linear stochastic fluid networks can be seen as natural fluid counterparts of
corresponding infinite-server queues. As such, they inherit several nice properties of those infinite-server queues. In particular, separate infinitesimally small fluid particles, moving through the network, do not interfere, and are therefore mutually independent. Essentially due to this property, linear stochastic fluid networks allow explicit analysis; in particular, the joint Laplace transform of the storage levels at a given point in time can be expressed in closed form as a function of the arrival rate, the Laplace transform of the job sizes and the routing matrix [51, Thm. 5.1].

When Markov modulation is imposed, the analysis becomes substantially harder. Conditional on the path of the background process, again explicit expressions can be derived, cf. 49, Thm. 1]. Unconditioning, however, cannot be done in a straightforward manner. As a consequence the results found are substantially less explicit than for the non-modulated linear stochastic fluid network. In [49] also a system of ordinary differential equations has been set up that provides the transform of the stationary storage level; in addition, conditions are identified that guarantee the existence of such a stationary distribution.

In this chapter we focus on rare events for Markov-modulated linear stochastic fluid networks. More specifically, in a particular scaling regime (parameterised by $n$ ) we analyse the probability $p_{n}$ that at a given point in time the network storage vector is in a given rare set. By scaling the arrival rate as well as the rare set (which amounts to multiplying them by a scaling parameter $n$ ), the event of interest becomes increasingly rare. More specifically, under a Cramér-type assumption on the job-size distribution, application of large-deviations theory yields that $p_{n}$ decays (roughly) exponentially. As $p_{n}$ can be characterised only asymptotically, one could consider the option of using simulation to obtain precise estimates. The effectiveness, however, of such an approach is limited due to the rarity of the event under consideration: in order to get a reliable estimate, one needs sufficiently many runs in which the event occurs. This is the reason why one often resorts to simulation using importance sampling (or: change of measure). This is a variance reduction technique in which one replaces the actual probability measure by an alternative measure under which the event under consideration is not rare; correcting the simulation output with appropriate likelihood ratios yields an unbiased estimate.

The crucial issue when setting up an importance sampling procedure con-
cerns the choice of the alternative measure: one would like to select one that provides a substantial variance reduction, or is even (in some sense) optimal. The objective of this chapter is to develop a change of measure which performs provably optimally.

Our ultimate goal is to obtain an efficient simulation procedure for Markovmodulated linear stochastic fluid networks. We do so by (i) first considering a single node without modulation, (ii) then multi-node systems, still without modulation, and (iii) finally modulated multi-node systems. There are two reasons for this step-by-step setup:

- For the non-modulated models we have more refined results than for the modulated models. More specifically, for the non-modulated models we have developed estimates for the number of runs $\Sigma_{n}$ required to obtain an estimate with predefined precision (showing that $\Sigma_{n}$ grows polynomially in the rarity parameter $n$ ), whereas for modulated models we can just prove that $\Sigma_{n}$ grows subexponentially.
- In addition, this approach allows the reader to get gradually familiar with the concepts used in this chapter.

The construction and analysis of our importance sampling methodology is based on the ideas developed in [15]; there the focus was on addressing similar issues for a single-node Markov modulated infinite-server system. In line with [15], we consider the regime in which the background process is 'slow': while we (linearly) speed up the driving Poisson process, we leave the rates of the Markovian background process unaltered.

A traditional, thoroughly examined, importance sampling problem concerns the sample mean $S_{n}$ of $n$ i.i.d. light-tailed random variables $X_{1}, \ldots, X_{n}$; the objective there is to estimate $\mathbb{P}\left(S_{n} \geqslant a\right)$ for $a>\mathbb{E} X_{1}$ and $n$ large. As described in [3, Section VI.2], in this situation importance sampling (i.e., sampling under an alternative measure, and translating the simulation output back by applying appropriate likelihood ratios) works extremely well. To this end, the distribution of the $X_{i}$ s should be exponentially twisted. As it turns out, in our setup, the probability of our interest can be cast in terms of this problem. Compared to the standard setup of sample means of one-dimensional random variables, however, there are a few complications: (i) in our case it is not a priori clear
how to sample from the exponentially twisted distributions, (ii) we consider multi-dimensional distributions (i.e., rare-event probabilities that concern the storage levels of all individual buffers in the network), (iii) we impose Markov modulation. We refer to e.g. [40, 56] for earlier work on similar problems.

We refer to [18, Section 4.1] for additional results on how to set up a recursion to evaluate the (transient and stationary) moments of the joint storage level in Markov-modulated linear stochastic fluid networks (where the results in [49] are restricted to just the first two stationary moments at epochs that the background process jumps).

The single-node model without modulation falls in the class of (one-dimensional) shot-noise models, for which efficient rare-event simulation techniques have been developed over the past, say, two decades. Asmussen and Nielsen [5] and Ganesh et al. [38] consider the probability that a shot-noise process decreased by a linear drift ever exceeds some given level. Relying on samplepath large deviations results, an asymptotically efficient importance sampling algorithm is developed, under the same scaling as the one we consider in our paper. The major difference with our model (apart from the fact that we deal with considerably more general models, as we focus on networks and allow modulation) is that we focus on a rare-event probability that relates to the position of the process at a fixed point in time; in this setting we succeed in finding accurate estimates of the number of runs needed to get an estimate of given precision.

There is a vast body of literature related to the broader area of rare-event simulation for queueing systems. We refer to the literature overviews [12, 47]; interesting recent papers include [4, 21, 68].

This chapter is organised as follows. In Section 4.2 the focus is on a singlenode network, without Markov modulation (addressing complication (i) above), Section 4.3 addresses the extension to multi-node systems (addressing complication (ii)), and in Section 4.4 the feature of modulation is added (addressing complication (iii)). In each of these three sections, we propose a change of measure, quantify its performance, and demonstrate its efficiency through simulation experiments. A discussion and concluding remarks are found in Section 4.5.

### 4.2 Single resource, no modulation

To introduce the concepts we work with in this chapter, we analyse in this section a linear stochastic fluid network consisting of a single node, in which the input is just compound Poisson (so no Markov modulation is imposed). More precisely, in the model considered, jobs arrive according to a Poisson process with rate $\lambda$, bring along i.i.d. amounts of work (represented by the sequence of i.i.d. random variables $\left(B_{1}, B_{2}, \ldots\right)$ ), and the workload level decays exponentially at a rate $r>0$. This model belongs to the class of shot-noise processes. As mentioned in the introduction, we gradually extend the model in the next sections.

### 4.2.1 Preliminaries

We first present a compact representation for the amount of work in the system at time $t$, which we denote by $X(t)$, through its moment generating function. To this end, let $N(t)$ denote a Poisson random variable with mean $\lambda t$, and $\left(U_{1}, U_{2}, \ldots\right)$ i.i.d. uniformly distributed random variables (on the interval $[0, t]$ ). Assume in addition that the random objects $\left(B_{1}, B_{2}, \ldots\right), N(t)$, and $\left(U_{1}, U_{2}, \ldots\right)$ are independent. Then it is well-known that the value of our shot-noise process at time $t$ can be expressed as

$$
\begin{equation*}
X(t)=\sum_{j=1}^{N(t)} B_{j} \mathrm{e}^{-r\left(t-U_{j}\right)} \stackrel{\mathrm{d}}{=} \sum_{j=1}^{N(t)} B_{j} \mathrm{e}^{-r U_{j}}, \tag{4.1}
\end{equation*}
$$

where the distributional equality is a consequence of the fact that the distribution of $U$ is symmetric on the interval $[0, t]$. It is easy to compute the moment generating function (MGF) of $X(t)$, by conditioning on the value of $N(t)$ :

$$
\begin{align*}
M(\vartheta):=\mathbb{E} \mathrm{e}^{\vartheta X(t)} & =\sum_{k=0}^{\infty} \mathrm{e}^{-\lambda t} \frac{(\lambda t)^{k}}{k!}\left(\mathbb{E} \exp \left(\vartheta B \mathrm{e}^{-r U}\right)\right)^{k} \\
& =\exp \left(\lambda \int_{0}^{t}\left(\beta\left(\mathrm{e}^{-r u} \vartheta\right)-1\right) \mathrm{d} u\right) \tag{4.2}
\end{align*}
$$

where $\beta(\cdot)$ is the MGF corresponding to $B$ (throughout assumed to exist). By differentiating and inserting $\vartheta=0$, it follows immediately that

$$
m(t):=\mathbb{E} X(t)=\frac{\lambda}{r}\left(1-\mathrm{e}^{-r t}\right) \mathbb{E} B .
$$

Higher moments can be found by repeated differentiation. We note that, as $t$ is held fixed throughout the current chapter, we often write $N$ rather than $N(t)$.

### 4.2.2 Tail probabilities, change of measure

The next objective is to consider the asymptotics of the random variable $X(t)$ under a particular scaling. In this scaling we let the arrival rate be $n \lambda$ rather than just $\lambda$, for $n \in \mathbb{N}$. The value of the shot-noise process is now given by

$$
Y_{n}(t):=\sum_{i=1}^{n} X_{i}(t)
$$

with the vector $\left(X_{1}(t), \ldots, X_{n}(t)\right)$ consisting of i.i.d. copies of the random variable $X(t)$ introduced above; here the infinite divisibility of a Compound Poisson distribution is used.

Our goal is to devise techniques to analyse the tail distribution of $Y_{n}(t)$. Standard theory now provides us with the asymptotics of

$$
p_{n}(a)=\mathbb{P}\left(Y_{n}(t) \geqslant n a\right)
$$

for some $a>m(t)$; we are in the classical 'Cramér setting' [30, Section 2.2] if it is assumed that $M(\vartheta)$ is finite in a neighbourhood around the origin (which requires that the same property is satisfied by $\beta(\cdot))$. Let $I(a)$ and $\vartheta^{\star} \equiv \vartheta^{\star}(a)$, respectively, be defined as

$$
I(a):=\sup _{\vartheta}(\vartheta a-\log M(\vartheta)), \quad \vartheta^{\star}:=\arg \sup _{\vartheta}(\vartheta a-\log M(\vartheta)),
$$

with $M(\cdot)$ as above. Using 'Cramér', we obtain that, under mild conditions,

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log p_{n}(a)=-I(a)=-\vartheta^{\star} a+\log M\left(\vartheta^{\star}\right) .
$$

More refined asymptotics are available as well; we get back to this issue in Section 4.2.3.

As these results apply in the regime that $n$ is large, a relevant issue concerns the development of efficient techniques to estimate $p_{n}(a)$ through simulation. An important rare-event simulation technique is importance sampling, relying on the commonly used exponential twisting technique. We now investigate how to construct the exponentially twisted version $\mathbb{Q}$ (with twist $\vartheta^{\star}$ ) of the original probability measure $\mathbb{P}$. The main idea is that under $\mathbb{Q}$ the $X_{i}(t)$ have mean $a$, such that under the new measure the event under study is not rare anymore.

More concretely, exponential twisting with parameter $\vartheta^{\star}$ means that under the new measure $\mathbb{Q}$, the $X_{i}(t)$ should have the MGF

$$
\begin{equation*}
\mathbb{E}_{\mathbb{Q}} \mathrm{e}^{\vartheta X(t)}=\frac{\mathbb{E} \mathrm{e}^{\left(\vartheta+\vartheta^{\star}\right) X(t)}}{\mathbb{E} \mathrm{e}^{\vartheta \star X(t)}}=\frac{M\left(\vartheta+\vartheta^{\star}\right)}{M\left(\vartheta^{\star}\right)} ; \tag{4.3}
\end{equation*}
$$

under this choice the random variable has the desired mean:

$$
\mathbb{E}_{\mathbb{Q}} X(t)=\frac{M^{\prime}\left(\vartheta^{\star}\right)}{M\left(\vartheta^{\star}\right)}=a .
$$

The question is now: how to sample a random variable that has this MGF? To this end, notice that $M(\vartheta)=\exp \left(-\lambda t+\lambda t \mathbb{E} \exp \left(\vartheta B \mathrm{e}^{-r U}\right)\right)$ and

$$
M\left(\vartheta+\vartheta^{\star}\right)=\sum_{k=0}^{\infty} \mathrm{e}^{-\lambda t} \frac{\left(\lambda t \mathbb{E} \exp \left(\vartheta^{\star} B \mathrm{e}^{-r U}\right)\right)^{k}}{k!}\left(\frac{\mathbb{E} \exp \left(\left(\vartheta+\vartheta^{\star}\right) B \mathrm{e}^{-r U}\right)}{\mathbb{E} \exp \left(\vartheta^{\star} B \mathrm{e}^{-r U}\right)}\right)^{k},
$$

such that the expression in (4.3) equals

$$
\begin{align*}
& \sum_{k=0}^{\infty} \exp \left(-\lambda t \mathbb{E} \exp \left(\vartheta^{\star} B \mathrm{e}^{-r U}\right)\right) \frac{\left(\lambda t \mathbb{E} \exp \left(\vartheta^{\star} B \mathrm{e}^{-r U}\right)\right)^{k}}{k!} \times \\
&\left(\frac{\mathbb{E} \exp \left(\left(\vartheta+\vartheta^{\star}\right) B \mathrm{e}^{-r U}\right)}{\mathbb{E} \exp \left(\vartheta^{\star} B \mathrm{e}^{-r U}\right)}\right)^{k} \tag{4.4}
\end{align*}
$$

From this expression we can see how to sample the $X_{i}(t)$ under $\mathbb{Q}$, as follows. In the first place we conclude that under $\mathbb{Q}$ the number of arrivals becomes Poisson
with mean

$$
\begin{equation*}
\lambda t \mathbb{E} \exp \left(\vartheta^{\star} B \mathrm{e}^{-r U}\right)=\lambda \int_{0}^{t} \beta\left(\mathrm{e}^{-r u} \vartheta^{\star}\right) \mathrm{d} u \tag{4.5}
\end{equation*}
$$

rather than $\lambda t$ (which is an increase). Likewise, it entails that under $\mathbb{Q}$ the distribution of the $B_{j} \mathrm{e}^{-r U_{j}}$ should be twisted by $\vartheta^{\star}$, in the sense that these random variables should have under $\mathbb{Q}$ the MGF

$$
\mathbb{E}_{\mathbb{Q}} \exp \left(\left(\vartheta+\vartheta^{\star}\right) B \mathrm{e}^{-r U}\right)=\frac{\mathbb{E} \exp \left(\left(\vartheta+\vartheta^{\star}\right) B \mathrm{e}^{-r U}\right)}{\mathbb{E} \exp \left(\vartheta^{\star} B \mathrm{e}^{-r U}\right)}
$$

We now point out how such a random variable should be sampled. To this end, observe that

$$
\mathbb{E} \exp \left(\left(\vartheta+\vartheta^{\star}\right) B \mathrm{e}^{-r U}\right)=\int_{0}^{t} \frac{\beta\left(\mathrm{e}^{-r u}\left(\vartheta+\vartheta^{\star}\right)\right)}{\beta\left(\mathrm{e}^{-r u} \vartheta^{\star}\right)} \frac{1}{t} \beta\left(\mathrm{e}^{-r u} \vartheta^{\star}\right) \mathrm{d} u
$$

so that

$$
\mathbb{E}_{\mathbb{Q}} \exp \left(\left(\vartheta+\vartheta^{\star}\right) B \mathrm{e}^{-r U}\right)=\int_{0}^{t} \frac{\beta\left(\mathrm{e}^{-r u}\left(\vartheta+\vartheta^{\star}\right)\right)}{\beta\left(\mathrm{e}^{-r u} \vartheta^{\star}\right)} \frac{\beta\left(\mathrm{e}^{-r u} \vartheta^{\star}\right)}{\int_{0}^{t} \beta\left(\mathrm{e}^{-r v} \vartheta^{\star}\right) \mathrm{d} v} \mathrm{~d} u .
$$

From this representation two conclusions can be drawn. In the first place, supposing there are $k$ arrivals, then the arrival epochs $U_{1}, \ldots, U_{k}$ are i.i.d. under $\mathbb{Q}$, with the density given by

$$
f_{U}^{\mathbb{U}}(u)=\frac{\beta\left(\mathrm{e}^{-r u} \vartheta^{\star}\right)}{\int_{0}^{t} \beta\left(\mathrm{e}^{-r v} \vartheta^{\star}\right) \mathrm{d} v}
$$

In the second place, given that the $k$-th arrival occurs at time $u$, the density of the corresponding job size $B_{k}$ should be exponentially twisted by $\mathrm{e}^{-r u} \vartheta^{\star}$ (where each of the job sizes is sampled independently of everything else).

Now that we know how to sample from $\mathbb{Q}$ it is straightforward to implement the importance sampling. Before we describe its complexity (in terms of the number of runs required to obtain an estimate with given precision), we first provide an example in which we demonstrate how the change of measure can be performed.

Example 4.2.1. In this example we consider the case that the $B_{i}$ are exponentially distributed with mean $\mu^{-1}$. Applying the transformation $w:=\mathrm{e}^{-r u} \vartheta / \mu$, it is first seen that

$$
\begin{aligned}
\int_{0}^{s} \beta\left(\mathrm{e}^{-r u} \vartheta\right) \mathrm{d} u & =\int_{0}^{s} \frac{\mu}{\mu-\mathrm{e}^{-r u} \vartheta} \mathrm{~d} u=\frac{1}{r} \int_{\mathrm{e}^{-r s} \vartheta / \mu}^{\vartheta / \mu} \frac{1}{1-w} \frac{1}{w} \mathrm{~d} w \\
& =\frac{1}{r}\left[\log \frac{w}{1-w}\right]_{\mathrm{e}^{-r s} \vartheta / \mu}^{\vartheta / \mu}=\frac{1}{r} \log \left(\frac{\mu \mathrm{e}^{r s}-\vartheta}{\mu-\vartheta}\right)
\end{aligned}
$$

As $\vartheta^{\star}$ solves the equation $M^{\prime}\left(\vartheta^{\star}\right) / M\left(\vartheta^{\star}\right)=a$, we obtain the quadratic equation

$$
m(t)=a\left(1-\frac{\vartheta}{\mu}\right)\left(1-\frac{\vartheta}{\mu} \mathrm{e}^{-r t}\right),
$$

leading to

$$
\vartheta^{\star}=\frac{\mu \mathrm{e}^{r t}}{2}\left(\left(1+\mathrm{e}^{-r t}\right)-\sqrt{\left(1-\mathrm{e}^{-r t}\right)^{2}+4 \mathrm{e}^{-r t} \frac{m(t)}{a}}\right)
$$

(where it is readily checked that $\vartheta^{\star} \in(0, \mu)$ ).
Now we compute what the alternative measure $\mathbb{Q}$ amounts to. In the first place, the number of arrivals should become Poisson with parameter

$$
\frac{\lambda}{r} \log \left(\frac{\mu \mathrm{e}^{r t}-\vartheta^{\star}}{\mu-\vartheta^{\star}}\right)
$$

(which is larger than $\lambda t$ ). In addition, we can check that

$$
F_{U}^{\mathbb{Q}}(u):=\mathbb{Q}(U \leqslant u)=\log \left(\frac{\mu \mathrm{e}^{r u}-\vartheta^{\star}}{\mu-\vartheta^{\star}}\right) / \log \left(\frac{\mu \mathrm{e}^{r t}-\vartheta^{\star}}{\mu-\vartheta^{\star}}\right)
$$

(rather than $u / t$ ). The function $F_{U}^{\mathbb{Q}}(u)$ has the value 0 for $u=0$ and the value 1 for $u=t$, and is concave. This concavity reflects that the arrival epochs of the shots tend to be closer to 0 under $\mathbb{Q}$ than under $\mathbb{P}$. This is because we identified each of the $U_{i}$ with $t$ minus the actual corresponding arrival epoch in (4.1); along the most likely path of $Y_{n}(t)$ itself the shots will be typically closer to $t$ under $\mathbb{Q}$. Observe that one can sample $U$ under $\mathbb{Q}$ using the classical inverse distribution
function method [3, Section II.2a]: with $H$ denoting a uniform number on $[0,1)$, we obtain such a sample by

$$
\frac{1}{r} \log \left(\left(\mathrm{e}^{r t}-\frac{\vartheta^{\star}}{\mu}\right)^{H}\left(1-\frac{\vartheta^{\star}}{\mu}\right)^{1-H}+\frac{\vartheta^{\star}}{\mu}\right)
$$

Also, conditional on a $U_{i}$ having attained the value $u$, the jobs $B_{i}$ should be sampled from an exponential distribution with mean $\left(\mu-\mathrm{e}^{-r u} \vartheta^{\star}\right)^{-1}$.
Remark. In the model we study in this section, the input of the linear stochastic fluid network is a compound Poisson process. As pointed out in [51] the class of inputs can be extended to the more general class of increasing Lévy processes in a straightforward manner.

### 4.2.3 Efficiency properties of the IS procedure

In this subsection we analyse the performance of the procedure introduced in the previous section. The focus is on a characterisation of the number of runs needed to obtain an estimate with a given precision (at a given confidence level).

In every run $Y_{n}(t)$ is sampled under $\mathbb{Q}$, as pointed out above. As $\mathbb{Q}$ is an implementation of an exponential twist (with twist $\vartheta^{\star}$ ), the likelihood ratio (of sampling $Y_{n}(t)$ under $\mathbb{P}$ relative to $\left.\mathbb{Q}\right)$ is given by

$$
L=\frac{\mathrm{d} \mathbb{P}}{\mathrm{~d} \mathbb{Q}}=\mathrm{e}^{-\vartheta^{\star} Y_{n}(t)} \mathrm{e}^{n \log M\left(\vartheta^{\star}\right)}
$$

In addition, define $I$ as the indicator function of the event $\left\{Y_{n}(t) \geqslant n a\right\}$. Clearly, $\mathbb{E}_{\mathbb{Q}}(L I)=p_{n}(a)$. We keep generating samples $L I($ under $\mathbb{Q})$, and estimate $p_{n}(a)$ by the corresponding sample mean, until the ratio of the half-width of the confidence interval (with critical value $T$ ) and the estimator drops below some predefined $\varepsilon$ (say, $10 \%$ ). Under $\mathbb{P}$ the number of runs needed is effectively inversely proportional to $p_{n}(a)$, hence exponentially increasing in $n$. We now focus on quantifying the reduction of the number of runs when using the importance sampling procedure we described above, i.e., the one based on the measure $\mathbb{Q}$.

Using a Normal approximation, it is a standard reasoning that when performing $N$ runs the ratio of the half-width of the confidence interval and the
estimator is approximately

$$
\frac{1}{p_{n}(a)} \cdot \frac{T}{\sqrt{N}} \sqrt{\operatorname{Var}_{\mathbb{Q}}\left(L^{2} I\right)}
$$

and hence the number of runs needed is roughly

$$
\Sigma_{n}:=\frac{T^{2}}{\varepsilon^{2}} \frac{\operatorname{Var}_{\mathbb{Q}}\left(L^{2} I\right)}{\left(p_{n}(a)\right)^{2}} .
$$

We now analyse how $\Sigma_{n}$ behaves as a function of the 'rarity parameter' $n$. Due to the Bahadur-Rao result [7], with $f_{n} \sim g_{n}$ denoting $f_{n} / g_{n} \rightarrow 1$ as $n \rightarrow \infty$,

$$
\begin{equation*}
p_{n}(a)=\mathbb{E}_{\mathbb{Q}}(L I) \sim \frac{1}{\sqrt{n}} \frac{1}{\vartheta^{\star} \sqrt{2 \pi \tau}} \mathrm{e}^{-n I(a)}, \quad \tau:=\left.\frac{\mathrm{d}^{2}}{\mathrm{~d} \vartheta^{2}} \log M(\vartheta)\right|_{\vartheta=\vartheta^{\star}} \tag{4.6}
\end{equation*}
$$

Using the same proof technique as in [7], it can be shown that

$$
\begin{equation*}
\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) \sim \frac{1}{\sqrt{n}} \frac{1}{2 \vartheta^{\star} \sqrt{2 \pi \tau}} \mathrm{e}^{-2 n I(a)} ; \tag{4.7}
\end{equation*}
$$

see Appendix A for the underlying computation. It also follows that $\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) \sim$ $\operatorname{Var}_{\mathbb{Q}}\left(L^{2} I\right)$.

We can use these asymptotics, to conclude that under $\mathbb{Q}$ the number of runs required grows slowly in $n$. More specifically, $\Sigma_{n}$ is essentially proportional to $\sqrt{n}$ for $n$ large. This leads to the following result; cf. [11, Section 2] for related findings in a more general context.

Proposition 4.2.2. As $n \rightarrow \infty$,

$$
\begin{equation*}
\Sigma_{n} \sim \alpha \sqrt{n}, \quad \alpha=\frac{T^{2}}{\varepsilon^{2}} \vartheta^{\star} \cdot \frac{1}{2} \sqrt{2 \pi \tau} . \tag{4.8}
\end{equation*}
$$

### 4.2.4 Simulation experiments

In this subsection we present numerical results for the single-node model without Markov modulation. We focus on the case of exponential jobs, as in Example 4.2.1. We simulate until the estimate has reached the precision $\varepsilon=0.1$, with confidence level 0.95 (such that the critical value is $T=1.96$ ). The parameters chosen are: $t=1, r=1, \lambda=1$, and $\mu=1$. We set $a=1$ (which is
larger than $\left.m(1)=1-e^{-1}\right)$. As it turns out, $\vartheta^{\star}=0.2918$ and

$$
\tau=\frac{\lambda}{r}\left(\frac{1}{\left(\mu-\vartheta^{\star}\right)^{2}}-\frac{1}{\left(\mu \mathrm{e}^{r t}-\vartheta^{\star}\right)^{2}}\right)=1.8240
$$

The top-left panel of Fig. 4.1 confirms the exponential decay of the probability of interest, as a function of $n$. In the top-right panel we verify that the number of runs indeed grows proportionally to $\sqrt{n}$; the value of $\alpha$, as defined in 4.8, is 198.7, which is depicted by the horizontal line. The bottom-left panel shows the density of the arrival epochs, which confirms that the arrival epochs tend to be closer to 0 under $\mathbb{Q}$ than under $\mathbb{P}$; recall that under $\mathbb{P}$ these epochs are uniformly distributed on $[0, t]$. Recall that we reversed time in 4.1): for the actual shot-noise system that we are considering, it means that in order to reach the desired level at time $t$, the arrival epochs tend to be closer to $t$ under $\mathbb{Q}$ than under $\mathbb{P}$. The bottom-right panel presents the rate of the exponential job sizes as a function of $u$. Using (4.5), the arrival rate under $\mathbb{Q}$ turns out to be 1.2315 .

### 4.3 Multi-node systems, no modulation

In this section we consider multi-node linear stochastic fluid networks, of the type analysed in the work by Kella and Whitt [51]. It is instructive to first consider the simplest multi-node system: a tandem network without external input in the downstream node and no traffic leaving after having been served by the upstream node (and rate $r_{\ell}$ for node $\ell, \ell=1,2$ ); later we extend the ideas developed to general linear stochastic fluid networks.

### 4.3.1 Preliminaries

As mentioned above, we first consider the two-node tandem. The content of the first node is, as before,

$$
X^{(1)}(t)=\sum_{j=1}^{N} B_{j} \mathrm{e}^{-r_{1}\left(t-U_{j}\right)}
$$



Figure 4.1: Numerical results for Section 4.2.4.
(with $N$ having a Poisson distribution with mean $\lambda t$ ), but it can be argued that the content of the second node satisfies a similar representation. More specifically, using the machinery developed in 51, it turns out that

$$
\begin{align*}
X^{(2)}(t) & =\sum_{j=1}^{N} B_{j} \frac{r_{1}}{r_{1}-r_{2}}\left(\mathrm{e}^{-r_{2}\left(t-U_{j}\right)}-\mathrm{e}^{-r_{1}\left(t-U_{j}\right)}\right)  \tag{4.9}\\
& \stackrel{\mathrm{d}}{=} \sum_{j=1}^{N} B_{j} \frac{r_{1}}{r_{1}-r_{2}}\left(\mathrm{e}^{-r_{2} U_{j}}-\mathrm{e}^{-r_{1} U_{j}}\right)
\end{align*}
$$

As before, perform the scaling by $n$, meaning that the arrival rate $\lambda$ is inflated by a factor $n$. It leads to the random vectors $\left(X_{1}^{(1)}(t), \ldots, X_{n}^{(1)}(t)\right)$ and $\left(X_{1}^{(2)}(t), \ldots, X_{n}^{(2)}(t)\right)$. With these vectors we can define $Y_{n}^{(1)}(t)$ and $Y_{n}^{(2)}(t)$, analogously to how this was done in the single-node case; these two random quantities represent the contents of the upstream resource and the downstream resource, respectively.

The state of this tandem system can be uniquely characterised in terms of its (bivariate) moment generating function. The technique to derive an explicit expression is by relying on the above distributional equality 4.9. Again, the key step is to condition on the number of shots that have arrived in the interval $[0, t]:$ with $\boldsymbol{\vartheta}=\left(\vartheta_{1}, \vartheta_{2}\right)$,

$$
\begin{aligned}
M(\boldsymbol{\vartheta}):= & \mathbb{E} \mathrm{e}^{\vartheta_{1} X^{(1)}(t)+\vartheta_{2} X^{(2)}(t)} \\
= & \sum_{k=0}^{\infty} \mathrm{e}^{-\lambda t} \frac{(\lambda t)^{k}}{k!} \\
& \times\left(\mathbb{E} \exp \left(\vartheta_{1} B \mathrm{e}^{-r_{1} U}+\vartheta_{2} B \frac{r_{1}}{r_{1}-r_{2}}\left(\mathrm{e}^{-r_{2} U}-\mathrm{e}^{-r_{1} U}\right)\right)\right)^{k} \\
= & \sum_{k=0}^{\infty} \mathrm{e}^{-\lambda t} \frac{(\lambda t)^{k}}{k!} \\
& \times\left(\int_{0}^{t} \frac{1}{t} \mathbb{E} \exp \left(\vartheta_{1} B \mathrm{e}^{-r_{1} u}+\vartheta_{2} B \frac{r_{1}}{r_{1}-r_{2}}\left(\mathrm{e}^{-r_{2} u}-\mathrm{e}^{-r_{1} u}\right)\right) \mathrm{d} u\right)^{k} \\
= & \sum_{k=0}^{\infty} \mathrm{e}^{-\lambda t} \frac{(\lambda t)^{k}}{k!}
\end{aligned}
$$

$$
\begin{align*}
& \times\left(\int_{0}^{t} \frac{1}{t} \beta\left(\mathrm{e}^{-r_{1} u} \vartheta_{1}+\frac{r_{1}}{r_{1}-r_{2}}\left(\mathrm{e}^{-r_{2} u}-\mathrm{e}^{-r_{1} u}\right) \vartheta_{2}\right) \mathrm{d} u\right)^{k} \\
= & \exp \left(\lambda \int_{0}^{t}\left(\beta\left(\mathrm{e}^{-r_{1} u} \vartheta_{1}+\frac{r_{1}}{r_{1}-r_{2}}\left(\mathrm{e}^{-r_{2} u}-\mathrm{e}^{-r_{1} u}\right) \vartheta_{2}\right)-1\right) \mathrm{d} u\right) . \tag{4.10}
\end{align*}
$$

The above computation is for the two-node tandem system, but the underlying procedure can be extended to the case of networks with more than 2 nodes, and external input in each of the nodes. To this end, we consider the following network consisting of $L$ nodes. Jobs are generated according to a Poisson process. At an arrival epoch, an amount is added to the content of each of the resources $\ell \in\{1, \ldots, L\}$, where the amount added to resource $\ell$ is distributed as the (non-negative) random variable $B^{(\ell)} ; \beta(\boldsymbol{\vartheta})$, with $\boldsymbol{\vartheta} \in \mathbb{R}^{L}$, is the joint MGF of $B^{(1)}$ up to $B^{(L)}$ (note that the components are not assumed independent). In addition, let the traffic level at node $\ell$ decay exponentially with rate $r_{\ell}$ (i.e., the value of the output rate is linear in the current level, with proportionality constant $\left.r_{\ell}\right)$. A deterministic fraction $p_{\ell \ell^{\prime}} \geqslant 0\left(\ell \neq \ell^{\prime}\right)$ is then fed into node $\ell^{\prime}$, whereas a fraction $p_{\ell \ell} \geqslant 0$ leaves the network (with $\sum_{\ell^{\prime}=1}^{L} p_{\ell \ell^{\prime}}=1$ ). We denote $r_{\ell \ell^{\prime}}:=r_{\ell} p_{\ell \ell^{\prime}}$. As an aside we mention that this general model covers models in which some arrivals (of the Poisson process with parameter $\lambda$ ) actually lead to arrivals at only a subset of the $L$ queues (since the job sizes $B^{(1)}, \ldots, B^{(L)}$ are allowed to equal 0 ).

We now point out how the joint buffer content process can be analysed. Again our objective is to evaluate the moment generating function. Define the matrix $R$ as follows: its $(\ell, \ell)$-th entry is $r_{\ell \ell}+\sum_{\ell^{\prime} \neq \ell} r_{\ell \ell^{\prime}}$, whereas its $\left(\ell, \ell^{\prime}\right)$-th entry (with $\ell \neq \ell^{\prime}$ ) is $-r_{\ell \ell^{\prime}}$. We have, according to Kella and Whitt [51], with $N$ again Poisson with mean $\lambda t$, the following distributional equality: for any $\ell \in\{1, \ldots, L\}$,

$$
X^{(\ell)}(t)=\sum_{\ell^{\prime}=1}^{L} \sum_{j=1}^{N} B_{j}^{\left(\ell^{\prime}\right)}\left(\mathrm{e}^{-R\left(t-U_{j}\right)}\right)_{\ell^{\prime} \ell .} .
$$

It means we can compute the joint MGF of $X^{(1)}(t)$ up to $X^{(L)}(t)$ as follows, cf.
[51) Thm. 5.1]:

$$
\begin{aligned}
M(\boldsymbol{\vartheta}): & =\mathbb{E} \exp \left(\sum_{\ell=1}^{L} \vartheta_{\ell} X^{(\ell)}(t)\right) \\
= & \sum_{k=0}^{\infty} \mathrm{e}^{-\lambda t} \frac{(\lambda t)^{k}}{k!}\left(\mathbb{E} \exp \left(\sum_{\ell=1}^{L} \vartheta_{\ell} \sum_{\ell^{\prime}=1}^{L} B^{\left(\ell^{\prime}\right)}\left(\mathrm{e}^{-R(t-U)}\right)_{\ell^{\prime} \ell}\right)\right)^{k} \\
= & \sum_{k=0}^{\infty} \mathrm{e}^{-\lambda t} \frac{(\lambda t)^{k}}{k!}\left(\int_{0}^{t} \frac{1}{t} \mathbb{E} \exp \left(\sum_{\ell=1}^{L} \vartheta_{\ell} \sum_{\ell^{\prime}=1}^{L} B^{\left(\ell^{\prime}\right)}\left(\mathrm{e}^{-R u}\right)_{\ell^{\prime} \ell}\right) \mathrm{d} u\right)^{k} \\
= & \sum_{k=0}^{\infty} \mathrm{e}^{-\lambda t} \frac{(\lambda t)^{k}}{k!} \\
& \times\left(\int_{0}^{t} \frac{1}{t} \beta\left(\sum_{\ell=1}^{L}\left(\mathrm{e}^{-R u}\right)_{1 \ell} \vartheta_{\ell}, \ldots, \sum_{\ell=1}^{L}\left(\mathrm{e}^{-R u}\right)_{L \ell} \vartheta_{\ell}\right) \mathrm{d} u\right)^{k} \\
= & \exp \left(-\lambda t+\lambda \int_{0}^{t} \beta\left(\sum_{\ell=1}^{L}\left(\mathrm{e}^{-R u}\right)_{1 \ell} \vartheta_{\ell}, \ldots, \sum_{\ell=1}^{L}\left(\mathrm{e}^{-R u}\right)_{L \ell} \vartheta_{\ell}\right) \mathrm{d} u\right) \\
= & \exp \left(\lambda \int_{0}^{t}\left(\beta\left(\mathrm{e}^{-R u} \boldsymbol{\vartheta}\right)-1\right) \mathrm{d} u\right),
\end{aligned}
$$

which is the matrix/vector-counterpart of the expression 4.2 that we found in the single-node case; for the two-node case the special form (4.10) applies.

### 4.3.2 Tail probabilities, change of measure

In this subsection we introduce the change of measure that we use in our importance sampling approach. Many of the concepts are analogous to concepts used for the single-node case in Section 2.

Define (in self-evident notation)

$$
p_{n}(\boldsymbol{a}):=\mathbb{P}\left(Y_{n}^{(1)}(t) \geqslant n a_{1}, \ldots, Y_{n}^{(L)}(t) \geqslant n a_{L}\right) .
$$

Due to the multivariate version of Cramér's theorem, with $A:=\left[a_{1}, \infty\right) \times \cdots \times$

$$
\begin{align*}
& {\left[a_{L}, \infty\right),} \\
& \lim _{n \rightarrow \infty} \frac{1}{n} \log p_{n}(\boldsymbol{a})=-\inf _{\boldsymbol{b} \in A} I(\boldsymbol{b}), \text { where } I(\boldsymbol{b}):=\sup _{\boldsymbol{\vartheta}}(\langle\boldsymbol{\vartheta}, \boldsymbol{b}\rangle-\log M(\boldsymbol{\vartheta})) . \tag{4.11}
\end{align*}
$$

More refined asymptotics than the logarithmic asymptotics of 4.11) are available as well, but these are not yet relevant in the context of the present subsection; we return to these 'exact asymptotics' in Section 4.3.3.

We assume that the set $A$ is 'rare', in the sense that

$$
\boldsymbol{m}(t) \notin A, \quad \text { with } \quad m_{i}(t):=\left.\frac{\partial M(\boldsymbol{\vartheta})}{\partial \vartheta_{i}}\right|_{\vartheta=\mathbf{0}}
$$

Let us now construct the importance sampling measure. Let $\boldsymbol{\vartheta}^{\star}$ be the optimising $\boldsymbol{\vartheta}$ in the decay rate of $p_{n}(\boldsymbol{a})$. Mimicking the reasoning we used in the single-node case, the number of arrivals becomes Poisson with mean

$$
\lambda \int_{0}^{t} \beta\left(\mathrm{e}^{-R u} \boldsymbol{\vartheta}^{\star}\right) \mathrm{d} u
$$

The arrival epochs should be drawn using the density

$$
f_{U}^{\mathbb{Q}}(u)=\frac{\beta\left(\mathrm{e}^{-R u} \boldsymbol{\vartheta}^{\star}\right)}{\int_{0}^{t} \beta\left(\mathrm{e}^{-R v} \boldsymbol{\vartheta}^{\star}\right) \mathrm{d} v}
$$

Given an arrival at time $u,\left(B^{(1)}, \ldots, B^{(L)}\right)$ should be exponentially twisted by

$$
\left(\left(\mathrm{e}^{-R u} \boldsymbol{\vartheta}^{\star}\right)_{1}, \ldots,\left(\mathrm{e}^{-R u} \boldsymbol{\vartheta}^{\star}\right)_{L}\right)
$$

### 4.3.3 Efficiency properties of the IS procedure

We now consider the efficiency properties of the change of measure proposed in the previous subsection. To this end, we first argue that the vector $\boldsymbol{\vartheta}$ generally has some (at least one) strictly positive entries, whereas the other entries equal 0 ; i.e., there are no negative entries. To this end, we first denote by $\boldsymbol{b}^{\star}$ the 'most likely point' in $A$ :

$$
\boldsymbol{b}^{\star}:=\arg \inf _{\boldsymbol{b} \in A} I(\boldsymbol{b}),
$$

so that $\boldsymbol{\vartheta}^{\star}=\boldsymbol{\vartheta}\left(\boldsymbol{b}^{\star}\right)$. It is a standard result from convex optimisation that

$$
\begin{equation*}
\frac{\partial I(\boldsymbol{b})}{\partial b_{i}}=\vartheta_{i}(\boldsymbol{b}) \tag{4.12}
\end{equation*}
$$

Suppose now that $\vartheta_{i}\left(\boldsymbol{b}^{\star}\right)<0$. Increasing the $i$-th component of the $\boldsymbol{b}^{\star}$ (while leaving all other components unchanged) would lead to a vector that is still in $A$, but that by virtue of 4.12 corresponds to a lower value of the objective function $I(\cdot)$, thus yielding that $\boldsymbol{b}^{\star}$ was not the optimiser; we have thus found a contradiction. Similarly, when $\vartheta_{i}\left(\boldsymbol{b}^{\star}\right)=0$ we have that $b_{i}^{\star}>a_{i}$ (as otherwise a reduction of the objective function value would be possible, which contradicts $\boldsymbol{b}^{\star}$ being minimiser).

Now define $\Theta$ as the subset of $i \in\{1, \ldots, L\}$ such that $\vartheta_{i}>0$, and let $D \in\{1, \ldots, L\}$ the number of elements of $\Theta$. We now argue that the number of runs needed to obtain an estimate of predefined precision scales as $n^{D / 2}$. Relying on the results from [23] (in particular their Thm. 3.4), it follows that $p_{n}(\boldsymbol{a})$ behaves (for $n$ large) proportionally to $n^{-D / 2} \exp \left(-n I\left(\boldsymbol{b}^{\star}\right)\right)$; using the same machinery, $\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right)$ behaves proportionally to $n^{-D / 2} \exp \left(-2 n I\left(\boldsymbol{b}^{\star}\right)\right)$. Mimicking the line of reasoning of Section 4.2.3. we conclude that the number of runs needed is essentially proportional to $n^{D / 2}$. The formal statement is as follows; in Appendix A we comment on the underlying computations.

Proposition 4.3.1. As $n \rightarrow \infty$,

$$
\begin{equation*}
\Sigma_{n} \sim \alpha n^{D / 2}, \quad \alpha=\frac{T^{2}}{\varepsilon^{2}}\left(\prod_{i \in D} \vartheta_{i}^{\star}\right) \cdot \frac{1}{2^{D}}(\sqrt{2 \pi})^{D} \sqrt{\tau} \tag{4.13}
\end{equation*}
$$

where $\tau$ is the determinant of the Hessian of $\log M(\boldsymbol{\vartheta})$ in $\boldsymbol{\vartheta}^{\star}$.
We further illustrate the ideas and intuition behind the qualitative result described in the above proposition by considering the case $L=2$. It is noted that three cases may arise: (i) $\Theta=\{1,2\}$, (ii) $\Theta=\{1\}$, (iii) $\Theta=\{2\}$; as case (iii) can be dealt with in the same way as case (ii), we concentrate on the cases (i) and (ii) only. In case (i), where $D=2$, the necessary condition [23, Eqn. (3.4)] is fulfilled as $\boldsymbol{\vartheta}>0$ componentwise. As in addition the conditions A-C of [23] are in place, it is concluded that [23, Thm. 3.4] can be applied, leading to
$\boldsymbol{b}^{\star}=\boldsymbol{a}$, and

$$
p_{n}(\boldsymbol{a}) \sim \frac{1}{n} \frac{1}{\vartheta_{1}^{\star} \vartheta_{2}^{\star} \cdot 2 \pi \sqrt{\tau}} \mathrm{e}^{-n I(\boldsymbol{a})}
$$

where $\tau$ is the determinant of the Hessian of $\log M(\boldsymbol{\vartheta})$ in $\boldsymbol{\vartheta}^{\star}$. Along the same lines, it can be shown that

$$
\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) \sim \frac{1}{n} \frac{1}{4 \vartheta_{1}^{\star} \vartheta_{2}^{\star} \cdot 2 \pi \sqrt{\tau}} \mathrm{e}^{-2 n I(\boldsymbol{a})}
$$

It now follows that $\Sigma_{n}$ is roughly linear in $n$ : with $\varepsilon$ and $T$ as introduced in Section 4.2.3.

$$
\begin{equation*}
\Sigma_{n}=\alpha n, \quad \alpha:=\frac{T^{2}}{\varepsilon^{2}} \vartheta_{1}^{\star} \vartheta_{2}^{\star} \cdot \frac{\pi \sqrt{\tau}}{2} \tag{4.14}
\end{equation*}
$$

In case (ii), we do not have that $\boldsymbol{\vartheta}>0$ componentwise, and hence [23, Thm. 3.4] does not apply; in the above terminology, $D=1<2=L$. Observe that in this case the exponential decay rate of the event $\left\{Y_{n}^{(1)}(t) \geqslant n a_{1}, Y_{n}^{(2)}(t)<\right.$ $\left.n a_{2}\right\}$ strictly majorises that of $\left\{Y_{n}^{(1)}(t) \geqslant n a_{1}\right\}$ (informally: the former event is substantially less likely than the latter). It thus follows that $b_{1}^{\star}=a_{1}$ and $b_{2}^{\star}>a_{2}$, and

$$
\begin{aligned}
p_{n}(\boldsymbol{a}) & =\mathbb{P}\left(Y_{n}^{(1)}(t) \geqslant n a_{1}\right)-\mathbb{P}\left(Y_{n}^{(1)}(t) \geqslant n a_{1}, Y_{n}^{(2)}(t)<n a_{2}\right) \\
& \sim \mathbb{P}\left(Y_{n}^{(1)}(t) \geqslant n a_{1}\right) \\
& \sim \frac{1}{\sqrt{n}} \frac{1}{\vartheta_{1}^{\star} \sqrt{2 \pi \tau}} \mathrm{e}^{-2 n I\left(\boldsymbol{b}^{\star}\right)}, \quad \tau:=\left.\frac{\mathrm{d}}{\mathrm{~d} \vartheta^{2}} \log M(\vartheta, 0)\right|_{\vartheta=\vartheta_{1}^{\star}}
\end{aligned}
$$

and in addition

$$
\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) \sim \frac{1}{\sqrt{n}} \frac{1}{2 \vartheta_{1}^{\star} \sqrt{2 \pi \tau}} \mathrm{e}^{-2 n I\left(\boldsymbol{b}^{\star}\right)}
$$

As a consequence in this regime $\Sigma_{n}$ grows essentially proportional to $\sqrt{n}$ for $n$ large:

$$
\Sigma_{n} \sim \alpha \sqrt{n}, \quad \alpha:=\frac{T^{2}}{\varepsilon^{2}} \vartheta_{1}^{\star} \cdot \frac{1}{2} \sqrt{2 \pi \tau} .
$$

In case (iii) $\Sigma_{n}$ behaves proportionally to $\sqrt{n}$ as well.

### 4.3.4 Simulation experiments

We conclude this section by providing a few numerical illustrations. In the first set we focus on the downstream queue only (i.e., we analyse $\left.p_{n}\left(0, a_{2}\right)\right)$, whereas in the second set we consider the joint exceedance probability $p_{n}(\boldsymbol{a})$. The precision and confidence have been chosen as in Example 4.2.1. Throughout we take $t=1, r_{1}=2, r_{2}=1, \lambda=1$, and $\mu=1$.

In the first set of experiments we take $a_{1}=0$ and $a_{2}=1$. Elementary numerical analysis yields that $\vartheta^{\star}=0.8104$ and $\tau=1.4774$, leading to $\alpha$, as defined in (4.14), equalling 474.3. For graphs on the behaviour of $p_{n}(1)$ as a function of $n$ and the number of runs needed, we refer to [17, Fig. 2]. The two panels of Fig. 4.2 should be interpreted as the bottom panels of Fig. 4.1. Interestingly, the left panel indicates that in the tandem system it does not pay off to let jobs arrive right before $t$ (as they first have to go through the first resource to end up in the second resource), as reflected by the shape of the density of the arrival epochs under $\mathbb{Q}$; to this end, recall that we reversed time in 4.9), so that a low density at $u=0$ in the graph corresponds to a high density at $u=t$ in the actual system. The arrival rate under $\mathbb{Q}$ is 1.5103 .

In the second set of experiments we take $a_{1}=1.2$ and $a_{2}=1.1$; all other parameters are the same as in the first set. As mentioned above, we now consider the joint exceedance probability. As it turns out, $\vartheta_{1}^{\star}=0.1367$ and $\vartheta_{2}^{\star}=0.2225$. For graphs describing the behaviour of $p_{n}(1.2,1.1)$ as a function of $n$ and the number of runs needed, we refer to [17] Fig. 3]; the latter graph reveals that for this specific parameter setting $\Sigma_{n} / n$ converges to the limiting constant rather slowly. Concerning the left panel of Fig. 4.3, note that in Section 4.2 we saw that to make sure the first queue gets large it helps to have arrivals at the end of the interval, whereas above we observed that to make the second queue large arrivals should occur relatively early. We now focus on the event that both queues are large, and consequently the arrival distribution becomes relatively uniform again, as shown in the left panel of Fig. 4.3. The arrival rate under $\mathbb{Q}$ is 2.3478 .


Figure 4.2: Numerical results for Section 4.3.4. downstream queue only.


Figure 4.3: Numerical results for Section 4.3.4; both queues.

### 4.4 Multi-node systems under Markov modulation

In this section consider the networks analysed in the previous section, but now in a random environment. More specifically, the type of random environment we focus on here is known as Markov modulation: the system dynamics are affected by the state of an external finite-state irreducible Markov process $J(\cdot)$ with generator matrix $Q=\left(q_{j j^{\prime}}\right)_{j, j^{\prime}=1}^{d}$. When this Markov process (usually referred to as the background process) is in state $j$, arrivals occur according to a Poisson process with rate $\lambda_{j}$, the MGF of the job size is $\beta_{j}(\boldsymbol{\vartheta})$, and the routing matrix is $R_{j}$. Analogously to the definitions used in the case without Markov modulation, this routing matrix' $(i, i)$-th entry is

$$
\left(R_{j}\right)_{i i}:=r_{i i}^{(j)}+\sum_{i^{\prime} \neq i} r_{i i^{\prime}}^{(j)},
$$

which can be interpreted as the rate at which fluid leaves server $i$ when the background process is in $j$. Likewise, for $i \neq i^{\prime}$,

$$
\left(R_{j}\right)_{i i^{\prime}}:=-r_{i i^{\prime}}^{(j)}
$$

which is the rate at which fluid flows from server $i$ to $i^{\prime}$ when the background process is in $j$.

Below we assume that $J(0)=j_{0}$ for a fixed state $j_{0} \in\{1, \ldots, d\}$; it is seen that all results generalise to an arbitrary initial distribution in a straightforward manner.

The structure of the section is as follows: we propose an importance sampling measure, establish efficiency properties of the corresponding estimator, and present a number of numerical experiments.

For the models covered in Sections 4.2 and 4.3, already detailed explicit analysis is available; see e.g. the results in terms of transforms and moments in [51. Such a complete analysis is lacking for the model featuring in the present section; we refer to [18, Section 4.1] for results on exact expressions for moments.

### 4.4.1 Tail probabilities, change of measure

We now characterise the decay rate of the rare-event probability under study, and we propose a change of measure to efficiently estimate it. In the notation we have been using so far, we again focus on

$$
p_{n}(\boldsymbol{a}):=\mathbb{P}\left(Y_{n}^{(1)}(t) \geqslant n a_{1}, \ldots, Y_{n}^{(L)}(t) \geqslant n a_{L}\right)=\mathbb{P}\left(\boldsymbol{Y}_{n}(t) \in A\right),
$$

where $\boldsymbol{Y}_{n}(t)=\left(Y_{n}^{(1)}(t), \ldots, Y_{n}^{(L)}(t)\right)$. It is stressed that, following [15], we consider the regime in which the background process is 'slow'. In concrete terms, this means that we linearly speed up the driving Poisson process (i.e., we replace the arrival rates $\lambda_{j}$ by $n \lambda_{j}$ ), but leave the rates of the Markovian background process unaltered.

First we find an alternative characterisation of the state of the system at time $t$. Let $\mathscr{F}_{t}$ denote the set of all functions from $[0, t]$ onto the states $\{1, \ldots, d\}$. Consider a path $f \in \mathscr{F}_{t}$. Let $f$ have $K(f)$ jumps between 0 and $t$, whose epochs we denote by $t_{1}(f)$ up to $t_{K(f)}(f)$ (and in addition $t_{0}(f):=0$ and $\left.t_{K(f)+1}(f):=t\right)$. Let

$$
j_{i}(f):=\lim _{t \downarrow t_{i}(f)} f(t)
$$

(i.e., the state of $f$ immediately after the $i$-th jump). We also introduce

$$
\begin{aligned}
D_{i}(u, f) & :=\exp \left(-\left(t_{i+1}(f)-u\right) R_{j_{i}(f)}\right), \\
D_{i}(f) & :=\exp \left(-\left(t_{i+1}(f)-t_{i}(f)\right) R_{j_{i}(f)}\right) .
\end{aligned}
$$

Suppose now that the Markov process $J(\cdot)$ follows the path $f \in \mathscr{F}_{t}$. Then the contribution to the MGF of $\boldsymbol{X}(t)$ due to shots that arrived between $t_{i}(f)$ and $t_{i+1}(f)$ is, mimicking the arguments that we used in Section 4.3.2 for nonmodulated networks,

$$
\begin{aligned}
& \psi_{i}(f, \boldsymbol{\vartheta}):= \\
& \quad \exp \left(\lambda_{j_{i}(f)} \int_{t_{i}(f)}^{t_{i+1}(f)}\left(\beta_{j_{i}(f)}\left(D_{i}(u, f) D_{i+1}(f) \cdots D_{K(f)}(f) \vartheta\right)-1\right) \mathrm{d} u\right) .
\end{aligned}
$$

As a consequence, the MGF of $X(t)$ given the path $f$ is

$$
M_{f}(\boldsymbol{\vartheta}):=\prod_{i=0}^{K(f)} \psi_{i}(f, \boldsymbol{\vartheta})
$$

First conditioning on the path of $J(\cdot) \in \mathscr{F}_{t}$ between 0 and $t$ and then unconditioning, it then immediately follows that the MGF of $\boldsymbol{X}(t)$ is given by

$$
M(\boldsymbol{\vartheta})=\mathbb{E} M_{J}(\boldsymbol{\vartheta}) .
$$

Then, precisely as is shown in [15] for a related stochastic system, the decay rate can be characterised as follows:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log p_{n}(\boldsymbol{a})=-\inf _{f \in \mathscr{F}_{t}} \mathbb{I}_{f}(\boldsymbol{a}), \quad \mathbb{I}_{f}(\boldsymbol{a}):=\inf _{\boldsymbol{b} \in A} \sup _{\boldsymbol{\vartheta}}\left(\langle\boldsymbol{\vartheta}, \boldsymbol{b}\rangle-\log M_{f}(\boldsymbol{\vartheta})\right) . \tag{4.15}
\end{equation*}
$$

The argumentation to show this is analogous to the one in [15, Thm. 1], and can be summarised as follows. In the first place, let $f^{\star}$ be the optimising path in 4.15. Then, as $J(\cdot)$ does not depend on $n$, we can choose a 'ball' $\mathscr{B}_{t}\left(f^{\star}\right)$ around $f^{\star}$ such that the decay rate of the probability of $J(\cdot)$ being in that ball is 0 . The lower bound follows by only taking into account the contribution due to paths in $\mathscr{B}_{t}\left(f^{\star}\right)$. The upper bound follows by showing that the contribution of all $f \in \mathscr{F}_{t} \backslash \mathscr{B}_{t}\left(f^{\star}\right)$ is negligible.

Informally, the path $f^{\star}$ has the interpretation of the most likely path of $J(\cdot)$ given that the rare event under consideration happens. To make sure that the event under consideration is rare, we assume that for all $f \in \mathscr{F}_{t}$

$$
\left(\left.\frac{\partial}{\partial \vartheta_{1}} M_{f}(\boldsymbol{\vartheta})\right|_{\vartheta=\mathbf{0}}, \ldots,\left.\frac{\partial}{\partial \vartheta_{L}} M_{f}(\boldsymbol{\vartheta})\right|_{\vartheta=\mathbf{0}}\right) \notin A
$$

The change of measure we propose is the following. In every run we first sample the path $J(s)$ for $s \in[0, t]$ under the original measure $\mathbb{P}$ (i.e., with $J(0)=j_{0}$, and then using the generator matrix $Q$ ). We call the resulting path $f \in \mathscr{F}_{t}$. For this path, define $\boldsymbol{\vartheta}_{f}^{\star} \geqslant \mathbf{0}$ as the optimising $\boldsymbol{\vartheta}$ in the definition of $\mathbb{I}(f)$ in 4.15; $\boldsymbol{b}_{f}^{\star} \in A$ is the optimising $\boldsymbol{b}$.

Conditional on the path $f$ of the background process, under the new measure
$\mathbb{Q}$ the number of external arrivals between $t_{i}(f)$ and $t_{i+1}(f)$ is Poisson with parameter

$$
\int_{t_{i}(f)}^{t_{i+1}(f)} \lambda_{j_{i}(f)} \beta_{j_{i}(f)}\left(P_{i}(u, f) \vartheta_{f}^{\star}\right) \mathrm{d} u
$$

where $P_{i}(u, f):=D_{i}(u, f) D_{i+1}(f) \cdots D_{K(f)}(f)$. The arrival epochs between $t_{i}(f)$ and $t_{i+1}(f)$ should be drawn using the density

$$
f_{U}^{\mathbb{Q}}(u)=\frac{\beta_{j_{i}(f)}\left(P_{i}(u, f) \boldsymbol{\vartheta}_{f}^{\star}\right)}{\int_{t_{i}(f)}^{t_{i+1}(f)} \beta_{j_{i}(f)}\left(P_{i}(v, f) \boldsymbol{\vartheta}_{f}^{\star}\right) \mathrm{d} v} .
$$

Given an arrival at time $u$ between $t_{i}(f)$ and $t_{i+1}(f)$, the job sizes $\left(B^{(1)}, \ldots\right.$, $\left.B^{(L)}\right)$ should be sampled from a distribution with MGF $\beta_{j_{i}(f)}(\boldsymbol{\vartheta})$, but then exponentially twisted by

$$
\left(\left(P_{i}(u, f) \boldsymbol{\vartheta}_{f}^{\star}\right)_{1}, \ldots,\left(P_{i}(u, f) \boldsymbol{\vartheta}_{f}^{\star}\right)_{L}\right) .
$$

Remark. As mentioned above, the background process is sampled under the original measure, whereas an alternative measure is used for the number of arrivals, the arrival epochs, and the job sizes. The intuition behind this, is that the rare event under consideration is caused by two effects:

- In the first place, samples of the background process $J$ should be close to $f^{\star}$. Under $\mathbb{P}$ a reasonable fraction ends up close to $f^{\star}$ - more precisely, the event of $J$ being close to $f^{\star}$ does not become increasingly rare when $n$ grows. As a consequence, no change of measure is needed here.
- In the second place, given the path of the background process, the $Y_{n}^{(\ell)}(t)$ should exceed the values $n a_{\ell}$, for $\ell=1, \ldots, L$. This event does become exponentially rare as $n$ grows, so importance sampling is to be applied here.


### 4.4.2 Efficiency properties of the IS procedure

We now analyse the speed up realised by the change of measure introduced in the previous subsection. Unlike our results for the non-modulated systems, now we cannot find the precise rate of growth of $\Sigma_{n}$. What is possible though, is proving asymptotic efficiency (also sometimes referred to as logarithmic efficiency), in the sense that we can show that

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right)=\lim _{n \rightarrow \infty} \frac{2}{n} \log p_{n}(\boldsymbol{a})=-2 \inf _{f \in \mathscr{F}_{t}} \inf _{\boldsymbol{b} \in A} \sup _{\vartheta}\left(\langle\boldsymbol{\vartheta}, \boldsymbol{b}\rangle-\log M_{f}(\boldsymbol{\vartheta})\right)
$$

(where the second equality is a consequence of 4.15). This equality is proven as follows. As by Jensen's inequality $\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) \geqslant\left(\mathbb{E}_{\mathbb{Q}}(L I)\right)^{2}=\left(p_{n}(\boldsymbol{a})\right)^{2}$, we are left to prove the upper bound:

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) \leqslant \lim _{n \rightarrow \infty} \frac{2}{n} \log p_{n}(\boldsymbol{a}) .
$$

If the path of $J(\cdot)$ equals $f \in \mathscr{F}_{t}$, it follows by an elementary computation that we have constructed the measure $\mathbb{Q}$ such that

$$
L=\frac{\mathrm{d} \mathbb{P}}{\mathrm{~d} \mathbb{Q}}=\prod_{\ell=1}^{L} \exp \left(-\left\langle\boldsymbol{\vartheta}_{f}^{\star}, \boldsymbol{Y}_{n}(t)\right\rangle+n \log M_{f}\left(\boldsymbol{\vartheta}_{f}^{\star}\right)\right) .
$$

The fact that $\boldsymbol{\vartheta}_{f}^{\star}$ is componentwise non-negative, in combination with the fact that $\boldsymbol{Y}_{n}(t) \geqslant \boldsymbol{a}$ when $I=1$, entails that

$$
\begin{aligned}
& L I \leqslant \exp \left(-n\left\langle\boldsymbol{\vartheta}_{f}^{\star}, \boldsymbol{a}\right\rangle+n \log M_{f}\left(\boldsymbol{\vartheta}_{f}^{\star}\right)\right)= \\
& \quad \exp \left(-n\left\langle\boldsymbol{\vartheta}_{f}^{\star}, \boldsymbol{b}_{f}^{\star}\right\rangle+n \log M_{f}\left(\boldsymbol{\vartheta}_{f}^{\star}\right)\right)=\mathrm{e}^{-n \mathbb{I}_{f}(\boldsymbol{a})},
\end{aligned}
$$

noting that $\boldsymbol{a}$ and $\boldsymbol{b}_{f}^{\star}$ may only differ if the corresponding entry of $\boldsymbol{\vartheta}_{f}^{\star}$ equals 0 (that is, $\left\langle\boldsymbol{a}-\boldsymbol{b}_{f}^{\star}, \boldsymbol{\vartheta}_{f}^{\star}\right\rangle=0$ ). The upper bound thus follows: with $f^{\star}$ the minimising path in 4.15), recalling that $J(\cdot)$ is sampled under $\mathbb{P}$,

$$
\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) \leqslant \mathbb{E} \mathrm{e}^{-2 n \mathbb{I}_{J}(\boldsymbol{a})} \leqslant \mathrm{e}^{-2 n \mathbb{I}_{f \star}(\boldsymbol{a})} .
$$

We have established the following result.

Proposition 4.4.1. As $n \rightarrow \infty$, the proposed importance sampling procedure is asymptotically efficient. This means that the number of runs needed grows subexponentially:

$$
\lim _{n \rightarrow \infty} \frac{1}{n} \log \Sigma_{n}=0
$$

Remark. In the scaling considered, for both the logarithmic asymptotics of $p_{n}(\boldsymbol{a})$ and our importance sampling algorithm, the precise transition rates $q_{i j}$ do not matter; the only crucial element is that the background process is irreducible. Observe that, even though the logarithmic asymptotics of $p_{n}(a)$ do not depend on the actual values of the transition rates $q_{i j}$, the probability $p_{n}(a)$ itself and its exact asymptotics do depend on those rates. We refer to 14 for the exact asymptotics of a related infinite-server model; it is noted that the derivation of such precise asymptotics is typically highly involved.

The above reasoning indicates that the proposed procedure remains valid under more general conditions: the ideas carry over to any situation in which the rates are piecewise constant along the most likely path.

### 4.4.3 Simulation experiments

We performed experiments featuring a single-node system under Markov modulation. In our example the job sizes stem from an exponential distribution. When the background process is in state $i$, the arrival rate is $\lambda_{i}$, the job-size distribution is exponential with parameter $\mu_{i}$, and the rate at which the storage level decays is $r_{i}$, for $i \in\{1, \ldots, d\}$.

The change of measure is then implemented as follows. As pointed out in Section 4.4.1 per run a path $f$ of the background process is sampled under the original measure $\mathbb{P}$. Suppose along this path there are $K$ transitions (remarking that, for compactness, we leave out the argument $f$ here), say at times $t_{1}$ up to $t_{K}$; with $t_{0}=0$ and $t_{K+1}=t$, the state between $t_{i}$ and $t_{i+1}$ is denoted by $j_{i}$, for $i=0, \ldots, K$. Per run a specific change of measure is to be computed, parametrised by the $t_{i}$ and $j_{i}$, as follows.

We define

$$
P_{i}(u):=\bar{P}_{i} e^{r_{j_{i}} u}, \quad \bar{P}_{i}:=e^{-r_{j_{i}} t_{i+1}} \prod_{i^{\prime}=i+1}^{K} e^{-r_{j_{i^{\prime}}}\left(t_{i^{\prime}+1}-t_{i^{\prime}}\right)} ;
$$



Figure 4.4: Numerical results for Section 4.4.3: first example.


Figure 4.5: Numerical results for Section 4.4.3: second example.
the product in this expression should be interpreted as 1 if $i+1>K$. It is readily checked that

$$
M(\vartheta)=\prod_{i=0}^{K} \exp \left(\lambda_{j_{i}} \int_{t_{i}}^{t_{i+1}} \frac{P_{i}(u) \vartheta}{\mu_{j_{i}}-P_{i}(u) \vartheta} \mathrm{d} u\right)
$$

Let $\vartheta^{\star}$ be the maximising argument of $\vartheta a-\log M(\vartheta)$.
We can now provide the alternative measure $\mathbb{Q}$ for this path of the background process. The number of arrivals between $t_{i}$ and $t_{i+1}($ for $i=0, \ldots, K$ ) becomes Poisson with parameter

$$
\left.\begin{array}{rl}
\int_{t_{i}}^{t_{i+1}} \lambda_{j_{i}} \frac{\mu_{j_{i}}}{\mu_{j_{i}}-P_{i}(u) \vartheta^{\star}} \mathrm{d} u & =\frac{\lambda_{j_{i}}}{r_{j_{i}}} \log \left(\frac{\mu_{j_{i}}-\bar{P}_{i} e^{r_{j_{i}} t_{i}} \vartheta^{\star}}{\left.\mu_{j_{i}} e^{-r_{j_{i}}} t_{i+1}-t_{i}\right)}-\bar{P}_{i} e^{r_{j_{i}} t_{i}} \vartheta^{\star}\right.
\end{array}\right) .
$$

(where it is noted that this expression is larger than $\lambda_{j_{i}}\left(t_{i+1}-t_{i}\right)$, which was the parameter under $\mathbb{P}$ ). The density of each of the arrivals between $t_{i}$ and $t_{i+1}$ becomes

$$
\begin{aligned}
& \left(\frac{1}{\mu_{j_{i}}-P_{i}(u) \vartheta^{\star}}\right) / \int_{t_{i}}^{t_{i+1}}\left(\frac{1}{\mu_{j_{i}}-P_{i}(v) \vartheta^{\star}}\right) \mathrm{d} v \\
& \quad=\left(\frac{\mu_{j_{i}}}{\mu_{j_{i}}-P_{i}(u) \vartheta^{\star}}\right) / \frac{1}{r_{j_{i}}} \log \left(\frac{\mu_{j_{i}}-\bar{P}_{i} e^{r_{j_{i}} t_{i}} \vartheta^{\star}}{\mu_{j_{i}} e^{-r_{j_{i}}\left(t_{i+1}-t_{i}\right)}-\bar{P}_{i} e^{r_{j_{i}} t_{i} \vartheta^{\star}}}\right)
\end{aligned}
$$

(rather than a uniform distribution, as was the case under $\mathbb{P}$ ); sampling from this distribution is easy, since the inverse distribution function can be determined in closed form. Given an arrival that takes place at time $u$ between $t_{i}$ and $t_{i+1}$, the job size is exponential with parameter $\mu_{j_{i}}-P_{i}(u) \vartheta^{\star}$ (rather than exponential with parameter $\mu_{j_{i}}$ ).

We now describe two examples in which the dimension of the background process is $d=2, q_{12}=q_{21}=2$, and $t=1$. In the first example we fix $a=3, \boldsymbol{\lambda}=(2,1), \boldsymbol{\mu}=\left(\frac{1}{2}, 1\right)$, and $\boldsymbol{r}=(5,1)$, in the second example $a=0.8$, $\boldsymbol{\lambda}=(0.9,1), \boldsymbol{\mu}=\left(0.9^{-1}, 1\right)$, and $\boldsymbol{r}=(0.3,0.6)$. As before, we simulate until the precision of the estimate has reached $\varepsilon=0.1$. The top two panels in Figs. 4.44.5 should be read as those in Figs. 4.14 .3 , the bottom two panels correspond
to the density of the arrival epochs and the rate of the exponential job sizes, respectively, for $f$ the 'empirical maximiser' of $\mathbb{I}_{f}(a)$ (i.e., the maximiser of $\mathbb{I}_{f}(a)$ over all paths $f$ of the background process that were sampled in the simulation experiment).

In the first example the thus obtained 'optimal path' successively visits states 1,2 , and 1 , where the corresponding jump times are $t_{1}^{\star}=0.654$ and $t_{2}^{\star}=0.739$, and the decay rate is 0.573 . The mean numbers of arrivals in the three parts of the optimal path are $1.392,0.090$ and 0.963 respectively, whereas for Monte Carlo sampling these are $1.308,0.085$ and 0.522 respectively.

In the second example the optimal path successively visits states 2 and 1 , where the corresponding jump time is $t_{1}^{\star}=0.790$. In this case the decay rate has the value 0.000806 . The mean numbers of arrivals in the two parts of the optimal path are 0.812 and 0.195 respectively, which are slightly higher than the corresponding values under Monte Carlo sampling ( 0.790 and 0.189 respectively). Observe that in this example the difference between the two measures is relatively small, also reflected by the small value of the decay rate; the event under consideration technically qualifies as 'rare' in that $p_{n}(0.8) \rightarrow 0$ as $n \rightarrow \infty$, but has a relatively high likelihood (e.g. as compared to the first example). As a consequence of the fact that both measures almost coincide, the two densities in the bottom-left panel can hardly be distinguished.

We observe that the top panels confirm that in both examples (i) $p_{n}(a)$ decays roughly exponentially in $n$, (ii) the number of runs needed grows roughly linearly in $n$ (in the first example slightly sublinearly).

### 4.5 Discussion and concluding remarks

In this chapter we have considered the probability of attaining a value in a rare set $A$ at a fixed point in time $t$ : with $A=\left[a_{1}, \infty\right) \times \cdots \times\left[a_{L}, \infty\right)$,

$$
p_{n}(a)=\mathbb{P}\left(Y_{n}^{(1)}(t) \geqslant n a_{1}, \ldots, Y_{n}^{(L)}(t) \geqslant n a_{L}\right) .
$$

A relevant related quantity is the probability of having reached the set $A$ before $t$ :

$$
\begin{equation*}
\mathbb{P}\left(\exists s \leqslant t: Y_{n}^{(1)}(s) \geqslant n a_{1}, \ldots, Y_{n}^{(L)}(s) \geqslant n a_{L}\right) \tag{4.16}
\end{equation*}
$$

observe that this probability increases to 1 as $t \rightarrow \infty$. Alternatively, one could study the probability that all $a_{\ell}$ (for $\ell=1, \ldots, L$ ) are exceeded before $t$, but not necessarily at the same time:

$$
\begin{equation*}
\mathbb{P}\left(\exists s_{1} \leqslant t: Y_{n}^{(1)}\left(s_{1}\right) \geqslant n a_{1}, \ldots, \exists s_{L} \leqslant t: Y_{n}^{(L)}\left(s_{L}\right) \geqslant n a_{L}\right) . \tag{4.17}
\end{equation*}
$$

Powerful novel sample-path large deviations results by Budhiraja and Nyquist [19, which deal with a general class of multi-dimensional shot-noise processes, may facilitate the development of efficient importance sampling algorithms for non-modulated linear stochastic fluid networks. The results in [19] do not cover Markov modulation, though.

In the current setup of Section 4.4 the speed of the background process is kept fixed, i.e., not scaled by $n$. For modulated diffusions a sample-path large deviation principle has been recently established in [46] for the case that the background process is sped up by a factor $n$ (which amounts to multiplying the generator matrix $Q$ by $n$ ); the rate function decouples into (i) a part concerning the rare-event behaviour of the background process and (ii) a part concerning the rare-event behaviour of the diffusion (conditional on the path of the background process). With a similar result for the Markov-modulated linear stochastic fluid networks that we have studied in this chapter, one could potentially set up an efficient importance sampling procedure for the probabilities 4.16 and 4.17) under this scaling.

### 4.6 Appendix A

We here point out how 4.7) can be established; the line of reasoning is precisely the same as in the derivation of (4.6) in [30, Thm. 3.7.4]. First write

$$
\begin{aligned}
\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right)=\mathbb{E}_{\mathbb{Q}}\left(\mathrm{e}^{-2 \vartheta^{\star} Y_{n}(t)} \mathrm{e}^{2 n \log M\left(\vartheta^{\star}\right)} 1_{\left\{Y_{n}(t) \geqslant n a\right\}}\right)= \\
\quad \mathrm{e}^{-2 n I(a)} \mathbb{E}_{\mathbb{Q}}\left(\mathrm{e}^{-2 \vartheta^{\star}\left(Y_{n}(t)-n a\right)} 1_{\left\{Y_{n}(t) \geqslant n a\right\}}\right),
\end{aligned}
$$

which, with $Z_{n}:=\left(Y_{n}(t)-n a\right) / \sqrt{n}$, equals

$$
\mathrm{e}^{-2 n I(a)} \mathbb{E}_{\mathbb{Q}}\left(\mathrm{e}^{-2 \vartheta^{\star} Z_{n} \sqrt{n}} 1_{\left\{Z_{n} \geqslant 0\right\}}\right) .
$$

Observe that $\mathbb{E}_{\mathbb{Q}} Y_{n}=n a$, due to the very choice of $\mathbb{Q}$. This entails that $Z_{n}$ converges in distribution to a centred Normal random variable; as can be verified, the corresponding variance is $\tau$ (where $\tau$ is defined in 4.6). Using the Berry-Esseen-based justification presented in [30, page 111], we conclude that, as $n \rightarrow \infty$,

$$
\mathbb{E}_{\mathbb{Q}}\left(\mathrm{e}^{-2 \vartheta^{\star} Z_{n} \sqrt{n}} 1_{\left\{Z_{n} \geqslant 0\right\}}\right) \sim \int_{0}^{\infty} \mathrm{e}^{-2 \vartheta^{\star} \sqrt{n} x} \frac{1}{\sqrt{2 \pi \tau}} \mathrm{e}^{-x^{2} /(2 \tau)} \mathrm{d} x .
$$

Completing the square, the right-hand side of the previous display equals, with $\mathscr{N}(\mathrm{M}, \mathrm{v})$ a normal random variable with mean m and variance v ,

$$
\mathrm{e}^{2\left(\vartheta^{\star}\right)^{2} n \tau} \mathbb{P}\left(\mathscr{N}\left(-2 \vartheta^{\star} \sqrt{n} \tau, \tau\right)>0\right)=\mathrm{e}^{2\left(\vartheta^{\star}\right)^{2} n \tau} \mathbb{P}\left(\mathscr{N}(0,1)>2 \vartheta^{\star} \sqrt{n \tau}\right)
$$

Now we use the standard equivalence (as $x \rightarrow \infty$ )

$$
\mathbb{P}(\mathscr{N}(0,1)>x) \sim \frac{1}{x} \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-x^{2} / 2}
$$

to obtain

$$
\int_{0}^{\infty} \mathrm{e}^{-2 \vartheta^{\star} \sqrt{n} x} \frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-x^{2} /(2 \tau)} \mathrm{d} x \sim \frac{1}{\sqrt{n}} \frac{1}{2 \vartheta^{\star} \sqrt{2 \pi \tau}} .
$$

Combining the above, we derive the claim:

$$
\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) \sim \frac{1}{\sqrt{n}} \frac{1}{2 \vartheta^{\star} \sqrt{2 \pi \tau}} \mathrm{e}^{-2 n I(a)}
$$

We now proceed with the computations underlying 4.13). To this end, first observe that

$$
L=\frac{\mathrm{d} \mathbb{P}}{\mathrm{~d} \mathbb{Q}}=\mathrm{e}^{-\left\langle\boldsymbol{\vartheta}^{\star}, \boldsymbol{Y}_{n}(t)\right\rangle} \mathrm{e}^{n \log M\left(\boldsymbol{\vartheta}^{\star}\right)}
$$

As a consequence, in line with the above computation for the one-dimensional case,

$$
\begin{aligned}
\mathbb{E}_{\mathbb{Q}}(L I) & =\mathrm{e}^{-n I\left(\boldsymbol{b}^{\star}\right)} \mathbb{E}_{\mathbb{Q}}\left(\mathrm{e}^{-\left\langle\boldsymbol{\vartheta}^{\star}, \boldsymbol{Y}_{n}(t)-n \boldsymbol{a}\right\rangle} 1_{\left\{\boldsymbol{Y}_{n}(t) \in A\right\}}\right), \\
\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) & =\mathrm{e}^{-2 n I\left(\boldsymbol{b}^{\star}\right)} \mathbb{E}_{\mathbb{Q}}\left(\mathrm{e}^{-2\left\langle\boldsymbol{\vartheta}^{\star}, \boldsymbol{Y}_{n}(t)-n \boldsymbol{a}\right\rangle} 1_{\left\{\boldsymbol{Y}_{n}(t) \in A\right\}}\right) .
\end{aligned}
$$

It was proven in [23, Thm. 3.4] that

$$
p_{n}(\boldsymbol{a})=\mathbb{E}_{\mathbb{Q}}(L I) \sim \frac{1}{\sqrt{\tau}}\left(\prod_{i \in D} \vartheta_{i}^{\star}\right)^{-1}(2 \pi n)^{-D / 2} \mathrm{e}^{-n I\left(\boldsymbol{b}^{\star}\right)},
$$

while at the same time

$$
\mathbb{E}_{\mathbb{Q}}\left(L^{2} I\right) \sim \frac{1}{\sqrt{\tau}}\left(\prod_{i \in D}\left(2 \vartheta_{i}^{\star}\right)\right)^{-1}(2 \pi n)^{-D / 2} \mathrm{e}^{-2 n I\left(\boldsymbol{b}^{\star}\right)}
$$

This immediately leads to 4.13.

## The stationary limit of a multidimensional stochastic recursion

In the previous chapters we have analysed both the probability of ever hitting a multidimensional rare set as well as the probability of hitting a multidimensional rare set at a fixed time. In this chapter, however, we analyse the stationary behaviour of a multidimensional stochastic process.

### 5.1 Introduction

Consider the stochastic recursion in dimension $d$ given by

$$
\begin{equation*}
X_{n+1}=A X_{n}+B_{n}, \tag{5.1}
\end{equation*}
$$

where $X_{n}$ and $B_{n}$ are stochastic column vectors of length $d$ and $A$ is a deterministic $d$-by- $d$ matrix. Its stationary limit satisfies

$$
\begin{equation*}
X \stackrel{\mathrm{~d}}{=} A X+B \tag{5.2}
\end{equation*}
$$

when it exists. Of interest is the rare event that (a weighted sum of the components of) $X$ exceeds some high level $x$. More specifically, we consider the case where the components of $B$ have a light tail. One would expect, since $A$ is
deterministic, that the components of $X$ have a light tail as well.
A large amount of research has been dedicated to Equation (5.2), see e.g. [20. In [13], various simulation problems in one dimension are considered, where the focus is on importance sampling. An older article is [42, where the asymptotic tail behaviour of $X$ is analysed when $B$ has a light tail, again in one dimension. A more recent paper is [2], where the stability of Equation (5.1) is investigated when $\left(A_{n}, B_{n}\right)$ is modulated by a Markov chain.

It seems that in the multidimensional case, most of the work focuses on heavy tails, whereas work on the light-tailed settings seems to mostly be done in the one-dimensional case. The goal of this chapter is to provide results, for a certain class of cases, for the light-tailed case in higher dimensions.

In Section 5.2, we analyse the relatively simple case of dimension $d=1$, in which $A$ is a constant between zero and one in order to obtain stability. Furthermore, in an attempt to make the calculations easy to follow, we assume that $B_{n}$ has an exponential distribution with rate parameter $\mu$ (independently of $n$ ). When we analyse the multidimensional model, we will weaken this assumption to that of the components of $B$ having an exponentially decaying tail. As an exact analysis of the probability of interest seems prohibitive, it is natural to try to estimate this quantity through simulations. A first approach might be to apply crude Monte Carlo sampling. However, this is not feasible due to two reasons: First since the event of interest is rare, a high number of samples is needed before a good estimation is obtained, see e.g. [3, Chapter VI]. And second, it is not clear if and how a sample from the distribution of $X$ can be generated. Therefore, we propose to use a conditional Monte Carlo procedure. We will show that this procedure solves the efficiency problem. However, the second problem of not being able to generate from the distribution of $X$, still persists. Therefore, we combine the conditional Monte Carlo procedure with the method from 63. The key in using this method is that $X$ can be written as an infinite stochastic sum.

The chapter continues in Section 5.3 with analysing the multidimensional counterpart of this model. The event of interest is now that of a weighted sum of the components of $X$ exceeding a large threshold. As in the one-dimensional case, the goal is to construct an efficient simulation procedure that produces unbiased samples of the probability at hand. In order to use the method of [63] to obtain unbiased samples, it is needed that all components of $X$ can, independ-
ently from each other, be written as an infinite sum, so that each component of $X$ can be seen as the limit of an approximating sequence. However, in higher dimensions, the components of $X$ might be dependent on each other through the matrix $A$. Therefore, to ensure that the desired infinite-sum representation still exists, a restriction on the matrix $A$ is needed.

This chapter is organised as follows. Section 5.2 contains the analysis for the one-dimensional case. First, the model is presented. Furthermore, difficulties in analysing and simulating the tail probability of $X$ are described. Section 5.2.1 and 5.2.2 provide solutions for efficient and unbiased simulation respectively. The section ends by presenting numerical results of an implementation of the simulation procedure as developed in the section. Section 5.3 follows the same set-up, but then for the multidimensional counterpart of the model in Section 5.2

### 5.2 One dimension

Consider the one-dimensional stochastic recursion defined by $X_{0}=0$ and

$$
\begin{equation*}
X_{n+1}=a X_{n}+E_{n}, \quad n \in \mathbb{Z}_{+}, \tag{5.3}
\end{equation*}
$$

with $0<a<1$ and the $E_{n}$ being i.i.d. copies of a random variable $E$, having an exponential distribution with rate parameter $\mu$. The stationary distribution of the sequence $\left(X_{n}\right)_{n \in \mathbb{Z}_{+}}$is given by letting $n \rightarrow \infty$ in Equation (5.3), which yields

$$
\begin{equation*}
X \stackrel{\mathrm{~d}}{=} a X+E \tag{5.4}
\end{equation*}
$$

We want to analyse $p_{x}:=\mathbb{P}(X>x)$ for large $x$. However, there seems to be no closed-form expression to calculate this probability exactly. For the exponential case, though, a lot is known for transforms, see e.g. [43] for a result on the so-called Mellin transform. This does not scale to higher dimensions, though. Therefore, other methods are needed to analyse this event. One method is to estimate $p_{x}$ using crude Monte Carlo simulations. This method, however, has two problems:

1. For large $x$, the probability $p_{x}$ is very small, hence a large number of simulation runs is required to get a good estimate.
2. It is not clear if and how samples can be taken from the distribution of $X$.

Below, we will first provide solutions to these problems separately. These solutions can then be easily combined into a simulation algorithm that can estimate $p_{x}$ efficiently and unbiasedly.

### 5.2.1 Fast estimation

In order to solve the problem of crude Monte Carlo simulations requiring a large amount of runs, we will use a method called conditional Monte Carlo sampling. For now, we assume that we can sample from $X$. As the name suggests, this method involves conditioning on $X$. Note that

$$
\begin{aligned}
& \mathbb{P}(X>x)=\mathbb{P}(a X+E>x)=\mathbb{P}(E>x-a X) \\
& \quad=\mathbb{E}(\mathbb{1}(E>x-a X))=\mathbb{E}(\mathbb{E}(\mathbb{1}(E>x-a X) \mid X)) .
\end{aligned}
$$

Hence, an unbiased estimator for $p_{x}$ is

$$
\begin{equation*}
\mathbb{E}(\mathbb{1}(E>x-a X) \mid X) . \tag{5.5}
\end{equation*}
$$

This can be rewritten as

$$
\mathbb{E}(\mathbb{1}(E>x-a X) \mid X)=\bar{F}(x-a X)=e^{-\mu(x-a X)} \wedge 1,
$$

where we used that the complementary distribution function of $E$ has a closedform expression. Hence, in order to estimate $p_{x}$, we first take a sample from $X$ and then substitute the value in the formula above.

We now proceed to show that this procedure is indeed "fast" in the sense that bounded relative error is achieved. However, we can only prove this for $a<\frac{1}{2}$. We will later show how this method can be adapted so that bounded relative error is obtained for all $a<1$.

Theorem 5.2.1. The simulation procedure described above has bounded relative error only for $a<\frac{1}{2}$.

Proof. We first look at the first moment of the estimator. We can apply [31, Proposition 4.1], since $\mathbb{E}\left(e^{a \mu E}\right)<\infty$. We write $f(x) \sim g(x)$ if $\lim _{x \rightarrow \infty} f(x) / g(x)=$
$C$ for some $C>0$.

$$
\begin{aligned}
\mathbb{P}(X>x)=\mathbb{E}(\bar{F}(x-a X)) & =\int_{0}^{\infty} \mathbb{P}(\bar{F}(x-a X)>z) \mathrm{d} z \\
& =\int_{0}^{1} \mathbb{P}\left(e^{-\mu(x-a X)}>z\right) \mathrm{d} z \\
& =\int_{0}^{1} \mathbb{P}\left(X>\frac{\ln (z)+\mu x}{\mu a}\right) \mathrm{d} z \\
& \sim \int_{0}^{1} \mathbb{P}\left(E>\frac{\ln (z)+\mu x}{\mu a}\right) \mathrm{d} z \\
& =e^{-\mu x}+\int_{e^{-\mu x}}^{1} e^{-\frac{\ln (z)+\mu x}{a}} \mathrm{~d} z \\
& =e^{-\mu x}+e^{-\mu x / a} \int_{e^{-\mu x}}^{1} z^{-1 / a} \mathrm{~d} z \\
& =e^{-\mu x}+e^{-\mu x / a} \frac{a}{-1+a}\left(1-e^{-\mu x \frac{-1+a}{a}}\right)
\end{aligned}
$$

Note that for all $0<a<1$, this decays like $e^{-\mu x}$. Assume now that $a \neq \frac{1}{2}$. Then, similarly, we get for the second moment

$$
\begin{aligned}
\mathbb{E}\left(\bar{F}^{2}(x-a X)\right) & =\int_{0}^{1} \mathbb{P}\left(e^{-2 \mu(x-a X)}>z\right) \mathrm{d} z \\
& \sim \int_{0}^{1} \mathbb{P}\left(E>\frac{\ln (z)+2 \mu x}{2 \mu a}\right) \mathrm{d} z \\
& =e^{-2 \mu x}+\int_{e^{-2 \mu x}}^{1} e^{-\frac{\ln (z)+2 \mu x}{2 a}} \mathrm{~d} z \\
& =e^{-2 \mu x}+e^{-\mu x / a} \frac{2 a}{-1+2 a}\left(1-e^{-\mu x \frac{-1+2 a}{2 a}}\right) .
\end{aligned}
$$

Note first that $\frac{1}{a}+\frac{-1+2 a}{2 a}=\frac{1+2 a}{2 a}$. When $a<\frac{1}{2}$, this is larger than or equal to 2 . Therefore, in this case, the second moment decays like $e^{-2 \mu x}$. Comparing this to the first moment, as calculated above, we can conclude that in this case, bounded relative error is achieved. When $a>\frac{1}{2}$, the second moment decays like $e^{-\mu x / a}$. Hence, bounded relative error is not achieved.

Let's finally consider the case $a=\frac{1}{2}$. Then

$$
\begin{aligned}
\mathbb{E}\left(\bar{F}^{2}(x-a X)\right) & =\int_{0}^{1} \mathbb{P}\left(e^{-2 \mu(x-a X)}>z\right) \mathrm{d} z \\
& \sim \int_{0}^{1} \mathbb{P}\left(E>\frac{\ln (z)+2 \mu x}{2 \mu a}\right) \mathrm{d} z \\
& =e^{-2 \mu x}+\int_{e^{-2 \mu x}}^{1} e^{-\frac{\ln (z)+2 \mu x}{2 a}} \mathrm{~d} z \\
& =e^{-2 \mu x}+e^{-\mu x / a} 2 \mu x=e^{-2 \mu x}(1+2 \mu x)
\end{aligned}
$$

The factor $(1+2 \mu x)$ makes that bounded relative error is not achieved. Note, however, that the weaker optimality notion of asymptotic optimality is achieved.

We will now show that a similar result holds for all $a<1$ if we change the procedure in the following way. Note that we can iterate Equation (5.3) so that we obtain

$$
\begin{aligned}
X_{n+2} & =a X_{n+1}+E_{n+1} \\
& =a\left(a X_{n}+E_{n}\right)+E_{n+1} \\
& =a^{2} X_{n}+a E_{n}+E_{n+1} \\
& =a^{2} X_{n}+E_{n+1}^{(2)}
\end{aligned}
$$

Since a $E_{n+1}^{(2)}$ has an exponentially decaying tail, this seems to suggest that we can find a conditional Monte Carlo procedure that attains bounded relative error when $a^{2} \leq \frac{1}{2}$. If this is indeed the case, then by iterating Equation (5.3) further, it can be expected that an efficient Monte Carlo procedure can be constructed when $a^{n} \leq \frac{1}{2}$ for some $n \in \mathbb{N}$. This effectively gives us an efficient procedure for all $a<1$. Before describing this procedure and proving its efficiency, we first give a lemma that will be used multiple times in this chapter.

Lemma 5.2.2. Let $E_{1}, \ldots, E_{n}$ be independent non-negative random variables with an exponentially decaying tail, i.e., we have

$$
\mathbb{P}\left(E_{i}>x\right)=c_{i} e^{-\mu_{i} x}(1+o(1))
$$

for some $\mu_{i}, c_{i}>0$. Define $\mu:=\min _{i=1, \ldots, n} \mu_{i}$. Then

$$
\mathbb{P}\left(\sum_{i=1}^{n} E_{i}>x\right)=c e^{-\mu x}(1+o(1))
$$

for some $c>0$.
Proof. In order to simplify the proof, we assume that all $\mu_{i}$ are unique. Assume further without loss of generality that the $E_{i}$ are ordered by their decay parameter. We thus have $\mu=\mu_{1}<\mu_{2} \cdots<\mu_{n}$.

We will use an iterative argument. Assume first that we have two terms, i.e., $n=2$. Define

$$
X:=e^{E_{1}}, \quad Y:=e^{\sum_{i=2}^{n} E_{i}} .
$$

This allows us to write

$$
\mathbb{P}\left(\sum_{i=1}^{n} E_{i}>x\right)=\mathbb{P}\left(X Y>e^{x}\right)
$$

Note that

$$
\mathbb{E}\left(Y^{\mu}\right)<\infty,
$$

by uniqueness of the $\mu_{i}$, and that

$$
\begin{aligned}
& \mathbb{P}(X>x)=\mathbb{P}\left(E_{1}>\ln (x)\right)=c_{1} x^{-\mu_{1}}(1+o(1)), \\
& \mathbb{P}(Y>x)=\mathbb{P}\left(\sum_{i=2}^{n} E_{i}>\ln (x)\right)=c_{2} x^{-\mu_{2}}(1+o(1)) .
\end{aligned}
$$

Note that $c_{1}(1+o(1))$ is slowly varying and converges to $c_{1}$. And lastly, we have

$$
\lim _{x \rightarrow \infty} \frac{\mathbb{P}(Y>x)}{\mathbb{P}(X>x)}=\lim _{x \rightarrow \infty} \frac{\mathbb{P}\left(\sum_{i=2}^{n} E_{i}>\ln (x)\right)}{\mathbb{P}\left(E_{1}>\ln (x)\right)}=0
$$

Therefore, we can apply Proposition 2.1 of [31] to conclude that

$$
\begin{aligned}
\mathbb{P}\left(X Y>e^{x}\right) & \sim \mathbb{E}\left(Y^{\mu}\right) \mathbb{P}\left(X>e^{x}\right)= \\
& \mathbb{E}\left(e^{\mu \sum_{i=2}^{n} E_{i}}\right) \mathbb{P}\left(E_{1}>x\right)=c_{1} \mathbb{E}\left(e^{\mu \sum_{i=2}^{n} E_{i}}\right) e^{-\mu x}(1+o(1)) .
\end{aligned}
$$

These steps can be repeated iteratively for $n=3,4, \ldots$ so that the conclusion of the lemma follows.

Let $E^{(k)} \stackrel{\mathrm{d}}{=} \sum_{i=1}^{k} a^{i-1} E_{i}$. Note that

$$
\begin{equation*}
X_{(n+1) k}=a^{k} X_{n k}+E_{n}^{(k)}, \quad n \in \mathbb{Z}_{+}, k \in \mathbb{N} . \tag{5.6}
\end{equation*}
$$

The limit is given by

$$
\begin{equation*}
X \stackrel{\mathrm{~d}}{=} a^{k} X+E^{(k)}, \quad k \in \mathbb{N} . \tag{5.7}
\end{equation*}
$$

Before we give the estimator, note that from Lemma 5.2.2 we can conclude that $\mathbb{P}\left(E^{(k)}>x\right)=e^{-\mu x}(C+o(1))$ for some $C>0$. In fact, the exact expression can be calculated. The density of $E^{(k)}$, see e.g. [1, Theorem 2.1], is

$$
\sum_{i=1}^{k} \frac{\mu_{1} \cdots \mu_{k}}{\prod_{j=1, j \neq i}^{d}\left(\mu_{j}-\mu_{i}\right)} e^{-x \mu_{i}}
$$

where $\mu_{i}:=\mu / a^{i-1}$ (we use that $\mu_{i} \neq \mu_{j}$ for $i \neq j$ ). In line with the previous case, we use as estimator

$$
\begin{aligned}
& \mathbb{E}(\mathbb{P}(X>x) \mid X)=\mathbb{E}\left(\mathbb{P}\left(a^{k} X+E^{(k)}>x\right) \mid X\right)= \\
& \mathbb{E}\left(\mathbb{P}\left(E^{(k)}>x-a^{k} X\right) \mid X\right)=\bar{F}^{(k)}\left(x-a^{k} X\right),
\end{aligned}
$$

where $\bar{F}^{(k)}$ is the complementary distribution function of $E^{(k)}$.
Theorem 5.2.3. Let $k$ be such that $a^{k}<\frac{1}{2}$. The simulation procedure described above has bounded relative error.

Proof. Note that, for $x$ large enough, it follows from Lemma 5.2.2 that there exist $0<m \leq M<\infty$ such that $m e^{-\mu x} \leq \mathbb{P}\left(E^{(k)}>x\right) \leq M e^{-\mu x}$. As we don't want to show anymore that bounded relative error is not achieved when $a \geq \frac{1}{2}$, we present a proof that is more crude than the proof of Theorem 5.2.1 Note that

$$
\mathbb{E}\left(\bar{F}^{(k)}\left(x-a^{k} X\right)\right) \geq m e^{-\mu x} \mathbb{E}\left(e^{a^{k} \mu X}\right)
$$

Similarly, for the second moment we have

$$
\mathbb{E}\left(\left[\bar{F}^{(k)}\left(x-a^{k} X\right)\right]^{2}\right) \leq M^{2} e^{-2 \mu x} \mathbb{E}\left(e^{2 a^{k} \mu X}\right)
$$

where we need that $a^{k}<\frac{1}{2}$ to ensure that $\mathbb{E}\left(e^{2 a^{k} \mu X}\right)<\infty$.

It should be noted that, when implementing the described procedure, it is desirable to choose $k$ as the smallest integer such that $a^{k}<\frac{1}{2}$, as each run requires sampling $k$ exponentially distributed random variables. Likewise, for values of $a$ close to $1, k$ will be high, so that the computational effort will be relatively high as well.

### 5.2.2 Unbiased sampling

In the previous part, we have seen that, if we can sample from the distribution of $X$, an efficient simulation algorithm exists. However, it is not clear if and how a sample from $X$ can be obtained. We will remedy this by applying the algorithm from [63], which does not give us a sample from the distribution of $X$ itself, but it will provide us with an unbiased estimator of $p_{x}$. Below, we will first briefly explain how the algorithm works in a general setting. Afterwards, we describe how the algorithm can be applied to our setting.

The method of [63] is used for estimating $\alpha:=\mathbb{E}(Y)$ for some random variable $Y$, when samples from $Y$ can not be generated in finite time. This can be resolved if one has access to a sequence $\left(Y_{n}\right)_{n \in \mathbb{Z}_{+}}$of $L^{2}$-approximations, from which samples can be generated in finite time. We will then use one of the three estimators from 63], called the single-term estimator. Let $Y_{-1}:=0$ and let $N$ be a non-negative discrete random variable for which $p_{n}:=\mathbb{P}(N=n)>0$ for all $n \in \mathbb{Z}_{+}$. The single-term estimator then is defined as

$$
Z=\frac{Y_{N}-Y_{N-1}}{p_{N}}
$$

The result from [63] that we will use is Theorem 1, which states that if

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\mathbb{E}\left(\left(Y_{n-1}-Y\right)^{2}\right)}{\mathbb{P}(N \geq n)}<\infty \tag{5.8}
\end{equation*}
$$

then $Z$ is an unbiased estimator for $\alpha$ and

$$
\begin{equation*}
\mathbb{E}\left(Z^{2}\right)=\sum_{n=0}^{\infty} \frac{\mathbb{E}\left(\left(Y_{n}-Y_{n-1}\right)^{2}\right)}{p_{n}}<\infty \tag{5.9}
\end{equation*}
$$

where this second moment is given on page 1030 of [63].
We will now apply the algorithm to our setting. At the heart of applying the algorithm is iterating (5.3). Using that $X_{0}=0$, we can write

$$
\begin{equation*}
X_{n}=\sum_{k=0}^{n-1} a^{n-1-k} E_{k} \stackrel{\mathrm{~d}}{=} \sum_{k=0}^{n-1} a^{k} E_{k}, \quad n \in \mathbb{N} . \tag{5.10}
\end{equation*}
$$

For the stationary distribution we then get

$$
\begin{equation*}
X \stackrel{\mathrm{~d}}{=} \sum_{k=0}^{\infty} a^{k} E_{k} . \tag{5.11}
\end{equation*}
$$

Using the estimator we used above, we can write

$$
\begin{aligned}
\mathbb{P}(X>x) & =\mathbb{E}\left(e^{-\mu(x-a X)} \wedge 1\right) \\
& =\mathbb{E}\left(e^{-\mu\left(x-a \sum_{k=0}^{\infty} a^{k} E_{k}\right)} \wedge 1\right) .
\end{aligned}
$$

In the setting of 63], we have

$$
Y=e^{-\mu\left(x-a \sum_{k=0}^{\infty} a^{k} E_{k}\right)} \wedge 1
$$

and we set

$$
Y_{n}:=e^{-\mu\left(x-a \sum_{k=0}^{n} a^{k} E_{k}\right)} \wedge 1, \quad n \in \mathbb{Z}_{+} .
$$

By first using the upper bound on $Y$ and by checking the three cases that can occur for the values of $Y_{n}$ and $Y$ (that is, $Y_{n}=Y=1$ or $Y_{n}<1, Y=1$ or
$Y_{n}<1, Y<1$ ), it can be verified that

$$
\begin{aligned}
\mathbb{E}\left(\left(Y-Y_{n}\right)^{2}\right) & =\mathbb{E}\left(Y^{2}\left(1-\frac{Y_{n}}{Y}\right)^{2}\right) \\
& \leq \mathbb{E}\left(1 \times\left(1-\frac{Y_{n}}{Y}\right)^{2}\right) \\
& \leq \mathbb{E}\left(\left(1-\frac{e^{-\mu\left(x-a \sum_{k=0}^{n} a^{k} E_{k}\right)}}{e^{-\mu\left(x-a \sum_{k=0}^{\infty} a^{k} E_{k}\right)}}\right)^{2}\right) \\
& =\mathbb{E}\left(\left(1-e^{-a \mu \sum_{k=n+1}^{\infty} a^{k} E_{k}}\right)^{2}\right) .
\end{aligned}
$$

We now use that $\left(1-e^{-x}\right)^{2} \leq x^{2}$ for $x \geq 0$ so that an upper bound for $\mathbb{E}\left(\left(Y-Y_{n}\right)^{2}\right)$ is

$$
\mathbb{E}\left(\left(a \mu \sum_{k=n+1}^{\infty} a^{k} E_{k}\right)^{2}\right)=\mathbb{E}\left(\left(a^{n+2} \mu^{2} \sum_{k=0}^{\infty} a^{k} E_{k}\right)^{2}\right)=a^{2 n+4} \mu^{2} \mathbb{E}\left(X^{2}\right)
$$

From [36, Proposition 8.4.3] we know that the second moment of $X$ is finite. Hence, $\mathbb{E}\left(\left(Y-Y_{n}\right)^{2}\right)$ converges to zero not slower than $C a^{2 n}$ for some $C>0$.

This result allows us to choose a suitable distribution for $N$. Let $b$ such that $a^{2}<b<1$. We define $N$ such that

$$
\mathbb{P}(N \geq n)=b^{n}, \quad n \in \mathbb{Z}_{+},
$$

i.e., $N$ has a geometric distribution with success parameter $1-b$ and support $\mathbb{Z}_{+}$. Then (5.8) is satisfied.

In order to analyse the efficiency of the estimator $Z$, we need to calculate its first two moments. Since the estimator is unbiased, its first moment equals $p_{x}$. We will show that the second moment (given in 5.9) behaves like the second moment of the estimator used in the previous subsection. The steps used are
similar to showing how $\mathbb{E}\left(\left(Y-Y_{n}\right)^{2}\right)$ behaves.

$$
\begin{aligned}
& \mathbb{E}\left(Z^{2}\right)=\sum_{n=0}^{\infty} \frac{\mathbb{E}\left(\left(Y_{n}-Y_{n-1}\right)^{2}\right)}{p_{n}} \\
&=\sum_{n=0}^{\infty} \frac{\mathbb{E}\left(Y_{n-1}^{2}\left(\frac{Y_{n}}{Y_{n-1}}-1\right)^{2}\right)}{p_{n}} \\
& \leq \sum_{n=0}^{\infty} \frac{\mathbb{E}\left(Y_{n-1}^{2}\left(\frac{e^{-\mu\left(x-a \sum_{k=0}^{n} a^{k} E_{k}\right)}}{e^{-\mu\left(x-a \sum_{k=0}^{n-1} a^{k} E_{k}\right)}}-1\right)^{2}\right)}{p_{n}} \\
& \stackrel{*}{=} \sum_{n=0}^{\infty} \frac{\mathbb{E}\left(Y_{n-1}^{2}\left(e^{a \mu a^{n} E_{n}}-1\right)^{2}\right)}{p_{n}} \\
&=\sum_{n=0}^{\infty} \mathbb{E}\left(Y_{n-1}^{2}\right) \frac{\frac{1}{1-2 a^{n+1}}-\frac{2}{1-a^{n+1}}+1}{b^{n}(1-b)} \\
& \leq \sum_{n=0}^{\infty} \mathbb{E}\left(Y^{2}\right) \frac{1}{\frac{1}{1-2 a^{n+1}}-\frac{2}{1-a^{n+1}}+1} \\
& b^{n}(1-b)
\end{aligned} .
$$

Note that we need that $a<\frac{1}{2}$ to ensure that at the step with the asterisk, all terms are finite. We are done if we can show that the series above converges. The numerator of the fraction is equal to

$$
\begin{aligned}
& \frac{1-a^{n+1}-2\left(1-2 a^{n+1}\right)+\left(1-2 a^{n+1}\right)\left(1-a^{n+1}\right)}{\left(1-2 a^{n+1}\right)\left(1-a^{n+1}\right)} \\
& =\frac{1-a^{n+1}-2\left(1-2 a^{n+1}\right)+\left(1-2 a^{n+1}\right)\left(1-a^{n+1}\right)}{1-3 a^{n+1}+2 a^{2 n+2}} \\
& =\frac{2 a^{2 n+2}}{1-3 a^{n+1}+2 a^{2 n+2}} .
\end{aligned}
$$

Since $a^{2} / b<1$, we can conclude that

$$
\mathbb{E}\left(Z^{2}\right) \leq C \mathbb{E}\left(Y^{2}\right)
$$

for some $C$ that is constant in $x$. Hence, from Theorem 5.2.1 we can conclude
that bounded relative error is achieved for $a<\frac{1}{2}$.
The next step would be to try to adapt this method in order to obtain bounded relative error for all $a<1$. This can be done by combining the current method with the method as described in Section 5.2.1. The arguments used in the current section, although more tedious, carry over to this case.

### 5.2.3 Numerical results

In Figures 5.1,5.2 and 5.3, we present the results of some numerical experiments. For the results of "unbiased" we used the combination of the methods described above, so that we get unbiased estimators that have bounded relative error for all $a<1$. For "biased", we still used the conditional Monte Carlo method. However, we didn't use the method of [63] to obtain unbiased samples. Instead, we took the first hundred terms of the infinite-sum representation (5.11). More importantly, we didn't use the iterative method in order to obtain bounded relative error for all $a<1$, which is the cause of the method requiring many runs. We stopped a simulation run when the $95 \%$ confidence interval had a precision of $10 \%$ or less, or when a certain number of runs were used (2000, 2000 and 10000 respectively). Refer to the captions for the numerical values of the parameters.

It can be seen that in the case that $a<\frac{1}{2}$ (i.e., Figure 5.1, our algorithm ("unbiased") performs worse (in number of runs) than the standard algorithm ("biased"). This can be explained by the extra variance that the algorithm of [63] induces. When $a>\frac{1}{2}$ (i.e., Figures 5.2 and 5.3), our algorithm outperforms the standard algorithm (where the iterative method is not used) as $x$ grows, since $a<\frac{1}{2}$ is required to obtain bounded relative error. The variance induced by the method of [63] probably explains why our algorithm performs worse for small values of $x$.

### 5.3 Multiple dimensions

In this section, we will analyse the multidimensional counterpart of the onedimensional model as described in the previous section. Let $X_{0}$ be the $d$ -


Figure 5.1: We set $a=0.45$ and $\mu=1$.


Figure 5.2: We set $a=0.75$ and $\mu=1$.


Figure 5.3: We set $a=0.95$ and $\mu=1$.
dimensional zero-vector and define recursively

$$
\begin{equation*}
X_{n+1}=A X_{n}+B_{n}, \quad n \in \mathbb{Z}_{+}, \tag{5.12}
\end{equation*}
$$

where $A$ is a $d$-by- $d$ (constant) matrix and $B_{n}$ is a $d$-dimensional stochastic vector. Its stationary limit satisfies

$$
\begin{equation*}
X \stackrel{\mathrm{~d}}{=} A X+B, \tag{5.13}
\end{equation*}
$$

if it exists. From here on, we will assume that the stationary limit indeed exists, see e.g. [20, Section 4.1.1] for a discussion on necessary and sufficient conditions for existence of the limit. We will assume that the components of $B$, denoted by $B(1), \ldots, B(d)$, have an exponentially decaying tail, i.e., $\mathbb{P}(B(j)>x)=$ $c_{j} e^{-\mu_{j} x}(1+o(1))$ for $j=1, \ldots, d$.

Let $u \geq 0$ be a $d$-dimensional row vector such that $\sum_{j=1}^{d} u(j)=1$. The probability of interest is $\mathbb{P}(u X>x)$.

As in the one-dimensional case, we will make use of the following representation for $X$ :

$$
\begin{equation*}
X \stackrel{\mathrm{~d}}{=} \sum_{k=0}^{\infty} A^{k} B_{k} . \tag{5.14}
\end{equation*}
$$

However, this representation has two problems that don't exist in the onedimensional counterpart. First, this representation involves powers of $A$, which are hard to calculate in general. And second, we can not explicitly write the individual components of $X$ in an infinite-sum representation, since they might depend on each other through $A$. We will see how this is a problem when trying to construct a method to get an unbiased estimator. To solve both of these problems, we will assume that $A$ is diagonalisable, i.e., we can write $A=S \Lambda S^{-1}$, where $\Lambda$ is a diagonal matrix containing the eigenvalues of $A$. This clearly solves the problem that powers of $A$ are hard to calculate. We will see below how this solves the second problem as well. We will have to make one more assumption, namely that all eigenvalues of $A$ are in absolute value smaller than one.

### 5.3.1 Fast estimation

As in the one-dimensional case, we will first show how bounded relative error can be achieved using a conditional Monte Carlo algorithm, assuming that we
can sample from the distribution of $X$.
Similarly to the one-dimensional case, the estimator that will be used is

$$
\begin{equation*}
\bar{F}(x-u A X), \tag{5.15}
\end{equation*}
$$

where $\bar{F}(x):=\mathbb{P}(u B>x)$. Let $\mu^{\star}:=\min _{1 \leq j \leq d}\left\{\frac{\mu_{j}}{u(j)}\right\}$. From Lemma 5.2.2 we can conclude that there exists some $M>0$ such that

$$
\bar{F}(x) \leq M e^{-\mu^{\star} x} .
$$

Hence, for the second moment of the estimator we get

$$
\mathbb{E}\left(\bar{F}^{2}(x-u A X)\right) \leq M^{2} e^{-2 \mu^{\star} x} \mathbb{E}\left(e^{2 \mu^{\star} u A X}\right)
$$

If the moment generating function above exists, bounded relative error is indeed achieved. This is the case when the largest element of $u A$ is smaller than $\frac{1}{2}$.

If this is not the case, however, we need to adapt the procedure. We will use the multidimensional counterpart of (5.6). Let $B^{(k)} \stackrel{\mathrm{d}}{=} \sum_{i=1}^{k} A^{i-1} B_{k}$. This allows us to write

$$
\begin{equation*}
X \stackrel{\mathrm{~d}}{=} A^{k} X+B^{(k)} . \tag{5.16}
\end{equation*}
$$

Let furthermore

$$
\begin{equation*}
\gamma:=\min _{k \in \mathbb{Z}_{+}} \min _{j=1, \ldots, d} \frac{\mu_{j}}{\left(u A^{k}\right)(j)} . \tag{5.17}
\end{equation*}
$$

Note that $\gamma$ can be interpreted as the slowest decay rate of the tail probability of a (weighted) component of $B^{(k)}$ for all $k$.

Define $\bar{F}^{(k)}(x):=\mathbb{P}\left(u B^{(k)}>x\right)$.
Theorem 5.3.1. Let $k^{\star}$ be larger than the optimiser in Equation (5.17) such that $\left(u A^{k^{\star}}\right)(j)<\frac{1}{2}$ for $j=1, \ldots, d$. Then the estimator

$$
\bar{F}^{\left(k^{\star}\right)}\left(x-u A^{k^{\star}} X\right)
$$

has bounded relative error as $x \rightarrow \infty$.
Proof. Note that $\gamma$ is defined such that there are $m, M>0$ (see Lemma 5.2.2) such that

$$
m e^{-\gamma x} \leq \bar{F}^{\left(k^{\star}\right)}(x) \leq M e^{-\gamma x} .
$$

Hence, for the first moment of the estimator we get

$$
\mathbb{E}\left(\bar{F}^{\left(k^{\star}\right)}\left(x-u A^{k^{\star}} X\right)\right) \geq m e^{-\gamma x} \mathbb{E}\left(e^{\gamma u A^{k^{\star}} X}\right)
$$

and likewise we get for the second moment

$$
\mathbb{E}\left(\left(\bar{F}^{\left(k^{\star}\right)}\right)^{2}\left(x-u A^{k^{\star}} X\right)\right) \leq M^{2} e^{-2 \gamma x} \mathbb{E}\left(e^{2 \gamma u A^{k^{\star}} X}\right)
$$

### 5.3.2 Unbiased sampling

As in the one-dimensional case, we have shown that a fast simulation algorithm exists if we can sample from $(X, Y)$. However, it is again not clear if and how this can be done. Therefore, we will show, in two dimensions, how the method of 63] can be applied.

In order to be able to use the estimator given in 5.15, we need to write all the components of $X$ in infinite-sum representation. As mentioned above, this is not possible for general $A$, since these components might depend on each other through $A$. Therefore, we imposed the restriction that $A$ needs to be in the set of diagonalisable matrices. Under this restriction, note that (5.13) can be rewritten as

$$
X \stackrel{\mathrm{~d}}{=} S \Lambda S^{-1} X+B .
$$

If we pre-multiply both sides with $S^{-1}$, this is equivalent to

$$
S^{-1} X \stackrel{\mathrm{~d}}{=} \Lambda S^{-1} X+S^{-1} B
$$

Note that this can be seen as a stochastic equation for $\tilde{X}:=S^{-1} X$, so that we can write

$$
\tilde{X} \stackrel{\mathrm{~d}}{=} \Lambda \tilde{X}+S^{-1} B
$$

Since $\Lambda$ is diagonal, the components of $\tilde{X}$ can be written in infinite-sum representation. Indeed,

$$
\tilde{X}(j) \stackrel{\mathrm{d}}{=} \sum_{n=0}^{\infty} \lambda_{j}^{n}\left(S^{-1} B_{n}\right)(j), \quad j=1, \ldots, d
$$

Moreover, we can combine this with 5.16. From

$$
X \stackrel{\mathrm{~d}}{=} S \Lambda^{k} S^{-1} X+B^{(k)},
$$

we obtain

$$
\tilde{X} \stackrel{\mathrm{~d}}{=} \Lambda^{k} \tilde{X}+S^{-1} B^{(k)} .
$$

We will use this in finding a suitable estimator. Let $k^{\star}$ be as in Theorem 5.3.1. We can write

$$
\begin{aligned}
\bar{F}^{\left(k^{\star}\right)}\left(x-u A^{k^{\star}} X\right) & =\bar{F}^{\left(k^{\star}\right)}\left(x-u S \Lambda^{k^{\star}} S^{-1} X\right) \\
& =\bar{F}^{\left(k^{\star}\right)}\left(x-u S \Lambda^{k^{\star}} \tilde{X}\right) \\
& =\bar{F}^{\left(k^{\star}\right)}\left(x-u S \Lambda^{k^{\star}}\left(\sum_{k=0}^{\infty}\left(\lambda_{j}^{k^{\star}}\right)^{k}\left(S^{-1} B_{k}^{\left(k^{\star}\right)}\right)(j)\right)_{j=1, \ldots, d}\right) .
\end{aligned}
$$

Define $\tilde{B}_{n}^{\left(k^{\star}\right)}:=\left(\sum_{k=0}^{n}\left(\lambda_{j}^{k^{\star}}\right)^{k}\left(S^{-1} B_{k}^{\left(k^{\star}\right)}\right)(j)\right)_{j=1, \ldots, d}$ for $n \in \mathbb{Z}_{+} \cup\{\infty\}$. In the setting of [63] (see Section 5.2 .2 for a short overview of the method), we have that $Y=\bar{F}^{\left(k^{\star}\right)}\left(x-u S \Lambda \tilde{B}_{\infty}^{\left(k^{\star}\right)}\right)$ and we set $Y_{n}:=\bar{F}^{\left(k^{\star}\right)}\left(x-u S \Lambda \tilde{B}_{n}^{\left(k^{\star}\right)}\right)$. We choose $N$ such that $\mathbb{P}(N \geq n)=b^{n}$, with $0<b<1$ such that $b>\lambda_{j}^{2 k^{\star}}$ for all $j$.

Theorem 5.3.2. The procedure as described above satisfies 5.8. Moreover, the procedure has bounded relative error.

Proof. We will first show that 5.8) is satisfied. Note that $\bar{F}^{\left(k^{\star}\right)}(x)=M e^{-\gamma x}(1+$ $o(1))$. Using that $Y_{n} \leq Y \leq 1$, we get

$$
\begin{aligned}
\mathbb{E}\left(\left(Y-Y_{n}\right)^{2}\right) & =\mathbb{E}\left(Y^{2}\left(1-\frac{Y_{n}}{Y}\right)^{2}\right) \\
& \leq \mathbb{E}\left(1 \times\left(1-\frac{Y_{n}}{Y}\right)^{2}\right) \\
& \sim \mathbb{E}\left(\left(1-\frac{e^{-\gamma\left(x-u S \Lambda \tilde{B}_{n}^{\left(k^{\star}\right)}\right)}}{e^{-\gamma\left(x-u S \Lambda \tilde{B}_{\infty}^{\left(k_{\infty}^{\star}\right)}\right)}}\right)^{2}\right)
\end{aligned}
$$

$$
=\mathbb{E}\left(\left(1-e^{-\gamma u S \Lambda\left(\tilde{B}_{\infty}^{\left(\kappa^{\star}\right)}-\tilde{B}_{n}^{\left(k^{\star}\right)}\right)}\right)^{2}\right) .
$$

Now note that $\tilde{B}_{\infty}^{\left(k^{\star}\right)}-\tilde{B}_{n}^{\left(k^{\star}\right)} \stackrel{\text { d }}{=} \Lambda^{n+1} \tilde{B}_{\infty}^{\left(k^{\star}\right)}$. Hence, the last expression in the display above is equal to

$$
\begin{aligned}
& =\mathbb{E}\left(\left(1-e^{-\gamma u S \Lambda^{n+2} \tilde{B}_{\infty}^{\left(k^{\star}\right)}}\right)^{2}\right) \\
& =\mathbb{E}\left(\left(1-e^{-\gamma u S \Lambda^{n+2} \tilde{X}}\right)^{2}\right) \\
& =\mathbb{E}\left(\left(1-e^{-\gamma u S \Lambda^{n+2} S^{-1} X}\right)^{2}\right) \\
& =\mathbb{E}\left(\left(1-e^{-\gamma u A^{n+2} X}\right)^{2}\right)
\end{aligned}
$$

Define $\lambda^{\star}:=\max \left\{\left|\lambda_{j}\right|\right\}$. Note that there exists some $s>0$ such that

$$
\max _{i, j}\left\{\left|S_{i j}\right|\right\} \times \max _{i, j}\left\{\left|S_{i j}^{-1}\right|\right\} \leq s
$$

and therefore it follows that, since $u \geq 0$ and sums to unity,

$$
\left(u A^{n}\right)_{j} \leq s\left(\lambda^{\star}\right)^{n}
$$

Therefore, the second moment above is smaller than or equal to

$$
\mathbb{E}\left(\left(1-e^{-\gamma s \lambda^{n+2} \max _{1 \leq j \leq d}\{|X(j)|\}}\right)^{2}\right)
$$

We again use that $\left(1-e^{-x}\right)^{2} \leq x^{2}$ for $x \geq 0$, so that the following is an upper bound for the expression above:

$$
\mathbb{E}\left(\left(\gamma s \lambda^{n+2} \max _{1 \leq j \leq d}\{|X(j)|\}\right)^{2}\right)
$$

It follows, from the choice of $b$, that (5.8) is indeed satisfied.

### 5.3.3 Numerical results

In Figures 5.4 and 5.5, we present the results of some numerical experiments. We stopped a simulation run when the $95 \%$ confidence interval had a precision of $10 \%$ or less, or when 2000 runs were used. Refer to the captions for the numerical values of the parameters. In both cases, $k^{\star}=1$.

In both figures it can be seen that the asymptotic regime is attained for low values of $x$. The bounded number of runs confirms that the method has bounded relative error.

### 5.4 Concluding remarks

We have shown that it is possible to develop asymptotic estimates, as well as computational algorithms for a class of multidimensional light-tailed nonGaussian stochastic recursions. A drawback of our method is that it is restricted to deterministic matrices $A$, and it is of interest to develop methods to handle the case of random $A$ as well. In addition, we think that the procedure of using conditional Monte Carlo can be useful in other rare event simulation problems as well. The essential feature that seems to make this approach work is that the rare event here is a single big jump of one of the summands, that occurs after $O(1)$ time, and it would be of interest to formalise this for other Markov chains.


Figure 5.4: We used $A=\left(\begin{array}{cc}0.2 & 0 \\ 0.4 & 0.3\end{array}\right), u=0.4, v=0.6, \mu_{1}=1$ and $\mu_{2}=2$.


Figure 5.5: We used $A=\left(\begin{array}{cc}0.2 & 0 \\ 0.8 & 0.3\end{array}\right)$, $u=0.4, v=0.6, \mu_{1}=0.5$ and $\mu_{2}=0.7$.
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## Summary

## Rare-event simulation for multidimensional stochastic models

Stochastic models are often used to model real world phenomena. However, many of these models are too complicated to analyse exactly. Therefore, simulation is often used in order to estimate the quantities of interest. As the focus of this thesis is on rare events, naive Monte Carlo sampling is not a good method, as it requires a high number of runs, and thus a high running time. Therefore, we focus on finding efficient rare-event simulation methods, using importance sampling, partitioned importance sampling and conditional Monte Carlo sampling.

Many results already exist for one-dimensional models. However, these results rarely carry over to a multidimensional setting, which is much harder to analyse. Therefore, and because of their ability to model real world processes better, we focus on rare-event estimation for multidimensional models. More specifically, we focus on two-dimensional models, as they are easier to analyse, and the results carry over to higher dimension easier than in the case from one dimension to two.

Several rare-event simulation algorithms are developed. Their efficiency is illustrated both by using theoretical means as well as by showing the results of numerical experiments. Furthermore, a number of large deviations results are presented as well.

This thesis starts by introducing various mathematical concepts that are
required to understand the rest of the content. The introduction contains theory on rare event simulation, queueing processes, random walks and large deviations theory. It also discusses some of the complications that can arise when using rare event simulation techniques in multiple dimensions.

The first results are presented in Chapter 2. There, we analyse a twodimensional ruin probability, which is the event that both components of a stochastic process exceed a high level at the same time. We provide several expressions for the decay rate of this probability. Furthermore, we give an importance sampling algorithm for a special case of the model at hand, and show that it is asymptotically efficient. This result is supported by several numerical experiments.

Chapter 3 is closely related to Chapter 2. The event of interest is again that of both components of a stochastic process exceed a high level. The difference with the previous chapter is that now the components of the process are allowed to reach the high level at different times. Again, an expression for the decay rate is given. We then show that a 'naive' implementation of importance sampling is not necessarily asymptotically efficient. We introduce a technique, which we call partitioned importance sampling, and we show that it is indeed asymptotically efficient. Also, this result is illustrated by numerical experiments.

In Chapter 4 we consider a linear stochastic fluid network under Markov modulation. We analyse the probability of the event that the joint storage level ever attains a value in some rare set. We develop an importance sampling algorithm and provide its efficiency properties in various settings. Some numerical results are shown as well.

Chapter 5 focuses on the stationary distribution of a stochastic recursion. The goal is to estimate the probability that the stationary process has a large value. We provide a conditional Monte Carlo algorithm that can estimate this probability both efficiently (we show that bounded relative error is attained) and unbiased in finite running time.
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