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Due to its great efficiency and quantum resistance, public key cryptography based on Ring-LWE problem has drawn much attention in recent years. A batch of cryptanalysis works provided ever-improved security estimations for various Ring-LWE schemes, but few works discussed the security of Ring-LWE cryptography from kleptographic aspect. In this paper, we show how to embed a backdoor into a classic Ring-LWE encryption scheme so that partial bits of the plaintext are leaked to the owner of the backdoor. By theoretical analysis and experimental observations, we argue that the klepto Ring-LWE encryption scheme with such backdoor is feasible and practical.
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1. INTRODUCTION

Kleptography, introduced by Young and Yung [1–4], is the study of exploiting cryptographic backdoors to steal information securely and subliminally. A typical klepto scheme is a black-box implementation whose output should be indistinguishable from that of the legitimate cryptosystem for anyone but the owner of the backdoor key. A klepto scheme can be designed to leak the message, the private key or the state of the pseudorandom number generator, and the attacker can decrypt the leaked information using his backdoor key. After the dramatic revelations of Edward Snowden, the cryptographic research community realized that kleptographic attack indeed had been deployed and likely used for worldwide surveillance, which rekindled the interest in kleptography.

With the threat that quantum computers pose to most of the current cryptosystems, post-quantum cryptography has been gaining much attention in recent years. Due to the great performance and strong security guarantee, lattice-based cryptography is considered as a desirable quantum-safe alternative to classical schemes based on integer factorization or discrete logarithms. NTRU and LWE are two most widely used families of lattice-based cryptography. NTRU [5] is one of the earliest lattice-based schemes and has been standardized by IEEE. Through more than 20 years’ study, NTRU is believed very efficient and secure. However, the security of classical NTRU relies on heuristic arguments and provably secure NTRU variants [6–8] are impractical. LWE (Learning With Errors) was introduced by Regev in [9]. In terms of compactness and efficiency, Ring-LWE [10], an algebraic variant of LWE, enjoys better popularity than usual LWE in practical applications. Moreover, Ring-LWE has been proved to be as hard as certain worst-case problems over ideal lattices, and this provides a firm theoretical grounding for the security of Ring-LWE schemes. Therefore, Ring-LWE schemes seem to reach an ideal balance between efficiency and security.

With the upcoming post-quantum cryptography standardization by the NIST, it is pressing to provide a comprehensive cryptanalysis for lattice-based cryptosystems. From the mathematical and algorithmic aspects, people have developed various attacks against lattice-based cryptosystems, such as lattice-reduction attacks [11, 12] and combinatorial attacks [13, 14]. All these cryptanalysis results seem to form a somewhat systematic methodology for estimating the security of lattice-based cryptography. However, from the kleptographic aspect, there are only few results related to lattice schemes. In [15], the authors discussed a class of possible backdoors for NewHope, a Ring-LWE key exchange. As claimed in [15], their backdoors apply to fixed public parameter and can be prevented by the ‘nothing-up-my-sleeve’ process which is to choose the public parameter as the hash of a common universal string. In a very recent paper [16], Kwant, Lange and Thissen targeted NTRU scheme [5] and proposed a klepto scheme with an ECC-based backdoor. Also, they discussed the impact of the NTRU backdoor and countermeasures against the klepto scheme.

In this paper, we show how to modify a classic Ring-LWE encryption scheme into a klepto scheme. The backdoor we
set is also based on Ring-LWE itself which makes the whole scheme accord with post-quantum setting. Our technical idea is to ‘encode’ a polynomial of low degree but large coefficients into a new polynomial of high degree but small coefficients. Exploiting this idea, we are able to infect the Ring-LWE ciphertext using a polynomial of small coefficients so that the infected ciphertext can be translated into a backdoor ciphertext, and at the same time the decryption would not be affected too much by this modification. By studying the backdoor theoretically and experimentally, we claim that such a klepto scheme is practical.

The rest of this paper is organized as follows. After some preliminaries in Section 2, we introduce our Ring-LWE encryption backdoor in Section 3. In Section 4, we analyse the impact and quality of our backdoor theoretically. In Section 5, we provide experimental results to check the quality of the backdoor. Finally, we conclude in Section 6.

2. PRELIMINARIES

2.1. Notations

For an integer \( q \geq 2 \), we identify \( \mathbb{Z}_q \) with \([0, q) \cap \mathbb{Z} \). The ring \( \mathcal{R} \) that we will work with is a power-of-2 cyclotomic ring, i.e. \( \mathcal{R} = \mathbb{Z}[X]/(X^n + 1) \) where \( n \) is a power of 2. Let \( \mathcal{R}_q = \mathbb{Z}_q[X]/(X^n + 1) \). For any \( t = \sum_{i=0}^{n-1} t_i X^i \in \mathcal{R} \), we call \((t_0, \ldots, t_{n-1}) \in \mathbb{Z}^n \) the coefficient vector of \( t \). We denote by \( \|t\| \) (resp. \( \|t\|_\infty \)) the Euclidean (resp. \( \ell_\infty \)) norm of the coefficient vector of \( t \).

A function \( f(n) \) is negligible, if \( f(n) = o(n^{-\epsilon}) \) for any constant \( \epsilon \). Generally, we denote by \( \text{negl}(n) \) as a negligible function with respect to \( n \). We say that a probability is overwhelming if it is \( 1 - \text{negl}(n) \). The notations \( \log(\cdot) \) and \( \ln(\cdot) \) represent the base 2 and natural logarithms, respectively.

We write \( z \leftrightarrow D \) when the random variable \( z \) is sampled from the distribution \( D \), and denote by \( D(x) \) the probability of \( z = x \). For a finite domain \( E \), let \( U(E) \) be the uniform distribution over \( E \). For two distributions \( D_1, D_2 \) over a same discrete domain \( E \), their statistical distance is \( \Delta(D_1; D_2) = \frac{1}{2} \sum_{x \in E} |D_1(x) - D_2(x)| \). We say \( D_1 \) and \( D_2 \) are statistically close with respect to \( n \) if \( \Delta(D_1; D_2) \) is negligible.

2.2. Kleptography

The core of a klepto scheme is a SETUP (Secretly Embedded Trapdoor with Universal Protection) that was introduced by Young and Yung in [1].

**Definition 2.1** (Adapted from Definition 1 in [1]). Let \( C \) be a publicly known cryptosystem. A SETUP mechanism is an algorithmic modification made to \( C \) to get \( C' \) such that

- The input of \( C' \) agrees with the public specifications of the input of \( C \).
- \( C' \) computes using the attacker’s public encryption function \( E \) (and possibly other functions as well), contained within \( C' \).
- The attacker’s private decryption function \( D \) is not contained within \( C' \) and is known only by the attacker.
- The output of \( C' \) agrees with the public specifications of the output of \( C \). At the same time, it contains published bits (of the plaintext or user’s secret key) which are easily derivable by the attacker but are otherwise hidden.
- Furthermore, the output of \( C \) and \( C' \) are polynomially indistinguishable to everyone (including those who have access to the code of \( C' \)) except the attacker.

As explained in [16], the SETUP still works well in practice even if we use a relaxed Condition 5 in which the output of \( C \) and \( C' \) are only required to be fairly close rather than polynomially indistinguishable, because the end user does not know the code of \( C' \) and often does not know the distribution of the output of \( C \) exactly. We will follow the relaxed SETUP setting later.

2.3. Gaussian measures

We denote by \( D_\sigma \) the discrete Gaussian distribution over \( \mathbb{Z} \) with deviation \( \sigma \).\(^1\) Let \( \rho_{\sigma}(x) = \exp \left( -\frac{x^2}{2\sigma^2} \right) \), then the probability of \( x \in \mathbb{Z} \) under \( D_\sigma \) is \( D_\sigma(x) = \rho_{\sigma}(x)/\rho_{\sigma}(\mathbb{Z}) \) where \( \rho_{\sigma}(\mathbb{Z}) = \sum_{x \in \mathbb{Z}} \rho_{\sigma}(x) \). For \( \mathcal{R} = \mathbb{Z}[X]/(X^n + 1) \), let \( D_{\sigma, \mathcal{R}} \) be the distribution of \( v \in \mathcal{R} \) where each coefficient of \( v \) is sampled from \( D_{\sigma} \) independently.

For \( \epsilon > 0 \), let \( \eta(\mathcal{R}) = \min \{ x > 0 | \sum_{v \in \mathcal{R}} \rho_{\sigma}(v) \leq 1 + \epsilon \} \) that actually equals the so-called smoothing parameter of \( \mathbb{Z}^n \). Now we recall some basic properties of Gaussian.

**Lemma 2.1** (Adapted from Lemma 3.3 in [17]). Let \( \mathcal{R} = \mathbb{Z}[X]/(X^n + 1) \) and \( \epsilon \in (0, 1) \). Then \( \eta(\mathcal{R}) \leq \sqrt{\ln(2n(1 + 1/\epsilon))}/\pi \).

**Lemma 2.2** (Lemma 1.5 in [18]). Let \( \mathcal{R} = \mathbb{Z}[X]/(X^n + 1) \). Let \( c > 1 \) and \( C = c \cdot \exp \left( 1 - \frac{1 - c^2}{2} \right) \). Then \( \text{Pr}_{v \sim D_{\sigma, \mathcal{R}}} (\|v\| \geq c\sigma \sqrt{n}) \leq C^\epsilon \).

**Lemma 2.3** (Adapted from Lemma 10 in [19]). Let \( \mathcal{R} = \mathbb{Z}[X]/(X^n + 1) \) and \( \epsilon \in \left( 0, \frac{1}{2m + 1} \right) \). For \( z_1, \ldots, z_m \in \mathcal{R} \) and \( \sigma \geq \eta(\mathcal{R})/\sqrt{2\pi} \), we have

\[ \text{Pr}_{\sigma \sim D_{\mathcal{R}}} (\|z_1 + \ldots + z_m\| \geq \sigma) \leq C^\epsilon. \]

---

\(^1\) Discrete Gaussian is sometimes defined by its width \( s = \sqrt{2\pi} \sigma \).
2.4. Ring-LWE

For \( s \in \mathcal{R}_q \) and \( \psi \) a distribution over \( \mathcal{R} \), the Ring-LWE distribution \( A_{s,\psi} \) is the distribution over \( \mathcal{R}_q \times \mathcal{R}_q \) obtained by sampling the pair \((a, as + e \mod q)\) where \( a \sim U(\mathcal{R}_q) \) and \( e \sim \psi \). The search Ring-LWE problem is to find \( s \) given arbitrarily many independent samples from \( A_{s,\psi} \). The decision version is defined as follows: given some samples from \( A_{s,\psi} \) and the same number of samples from \( U(\mathcal{R}_q \times \mathcal{R}_q) \), distinguish them with an advantage \( 1/\text{poly}(n) \).

As shown in [10], for certain parameters and error distribution \( \psi \), both search and decision Ring-LWE problems are as hard as the worst-case approximate shortest vector problem with polynomial factor over ideal lattices. Currently, it is believed that Ring-LWE with proper parameters is against subexponential quantum attacks. We refer to [10, 20] for more details of Ring-LWE.

The Ring-LWE encryption scheme that we will discuss later was first described in [10]. The issues of parameter selection and implementation details were well-studied in [21]. We denote by \( \text{RLWE}_{\mathcal{R}_q,\sigma} \) the Ring-LWE encryption scheme specified by the tuple \((n, q, \sigma)\) where \( n \) is a power of 2, \( q \) is the modulus,\(^2\) and \( \sigma \) is the deviation of the discrete Gaussian used as Ring-LWE error distribution. We may omit the subscripts when they are clear from the context. The ring \( \mathcal{R} = \mathbb{Z}[X]/(X^n + 1) \) and the plaintext space is \( \mathcal{R}_2 \). We list below three main algorithms, i.e. key generation, encryption and decryption:

- **RLWE-KeyGen**: Choose \( a \sim U(\mathcal{R}_q) \) and \( s, e \sim D_{\sigma,\mathcal{R}} \).
  Let \( b = as + e \in \mathcal{R}_q \). The public key is the pair \((a, b) \in \mathcal{R}_q \times \mathcal{R}_q \), and the secret key is \( s \in \mathcal{R} \).

- **RLWE-Enc** \((m)\): Choose \( r, e_1, e_2 \sim D_{\sigma,\mathcal{R}} \). The ciphertext is

  \[
  (u, v) = \left( ar + e_1, br + e_2 + \frac{q}{2} m \right) \in \mathcal{R}_q \times \mathcal{R}_q.
  \]

- **RLWE-Dec** \((u, v)\): Calculate \( m = v - us \mod q \).
  The coefficients of \( m \) can be recovered by rounding the coefficients of \( m \) back to either 0 or \( \frac{q}{2} \) whichever is closest modulo \( q \).

For appropriate parameters, it can be shown (see [20]) that \( ||re + e_2 - e_1s||_\infty \) would be less than \( \frac{q}{4} \) with overwhelming probability. Notice that

\[
 v - us = re + e_2 - e_1s + \frac{q}{2} m \mod q,
\]

thus we know that decryption is correct with overwhelming probability.

Assuming the hardness of Ring-LWE, it follows that the Ring-LWE encryption scheme is semantically secure and the ciphertext is pseudorandom, which was explained in [20].

3. THE BACKDOOR OF RING-LWE ENCRYPTION

In this section, we will propose a modified Ring-LWE encryption scheme with a backdoor using a SETUP that is based on a smaller Ring-LWE scheme. By setting different parameters, the klepto Ring-LWE scheme leaks a different proportion of the message to the third party owning the backdoor key.

The klepto scheme is specified by two sets of parameters: the public one is \((n, q, \sigma)\) determining the Ring-LWE encryption scheme and the secret one is \((n', q', \sigma', \tau)\) determining the Ring-LWE-based backdoor with parameter \( \tau \) for adjusting the proportion of leaked message. To make the backdoor workable and compact, we set \( n' < n \) and \( \tau \leq n/n' \).

Let \( \mathcal{R} = \mathbb{Z}[X]/(X^n + 1) \) and \( \mathcal{R}' = \mathbb{Z}[X]/(X^{n'} + 1) \) where \( n \) is a power of 2 and \( n' \) is a factor of \( n \). We identify a polynomial and its coefficient vector. Let \( k = n/n' \), \( p = \left[ q/k \right] \) and \( d = 2^d \).

Now we are to define two maps that will be used in encryption and decryption algorithms. The first one is that

\[
 \theta_{\text{ext}} : \mathcal{R}_q' \rightarrow \mathcal{R}_p
\]

\[
 (v_0, v_1, \ldots, v_{n'-1}) \mapsto (v_0, v_1, \ldots, v_{n'-1}),
\]

where \( (v_k v_{k+1} \cdots v_{k+k-1}) \) is the \( p \)-adic expansion of \( v' \) for \( i = 0, 1, \ldots, n' - 1 \). The second one is that

\[
 \theta_{\text{com}} : \mathcal{R}_2 \rightarrow \mathcal{R}_d
\]

\[
 (v_0, v_1, \ldots, v_{n'-1}) \mapsto (v_0, v_1', \ldots, v_{n'-1}),
\]

where \( (v_0 v_1' \cdots v_{n'-1}) \) is the 2-adic expansion of \( v' \) for \( i = 0, 1, \ldots, n' - 1 \). It can be observed that \( \theta_{\text{ext}} \) extends a polynomial in \( \mathcal{R}_q' \) to a polynomial in \( \mathcal{R} \) of bounded infinity norm and \( \theta_{\text{com}} \) compresses the first \( n' \) bits of a binary polynomial in \( \mathcal{R} \) into a polynomial in \( \mathcal{R}_d \). Furthermore, it is worth noting that \( \theta_{\text{ext}} \) is injective and easy-to-invert, and so is \( \theta_{\text{com}} \) restricted to \( \{0, 1\}^{n'} \times 0^{n-n'} \).

\(^2\)In practice, the modulus \( q \) is usually chosen to be a number of special property, such as a prime congruent to 1 modulo \( 2n \), which leads to a faster implementation.

---
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We also introduce a slightly modified Ring-LWE encryption, denoted by \( RLWE_{n,q,n',\sigma} \), whose plaintext space is \( \mathcal{R}_d \). The key generation algorithm is exactly the same as that of \( RLWE_{n,q,\sigma} \). The encryption and decryption algorithms are listed as follows:

- **RLWE-Enc** \((m)\): Choose \( r, e_1, e_2 \) \( \sim \mathcal{D}_{n, R} \). The ciphertext is

  \[
  (u, v) = (ar + e_1, br + e_2 + \left\lfloor \frac{q}{2^n} \right\rfloor m) \in \mathcal{R}_q \times \mathcal{R}_q.
  \]

- **RLWE-Dec** \((u, v)\): Calculate \( m = v - us \mod q \).

  The coefficients of \( m \) can be recovered by rounding the coefficients of \( m \) back to a certain multiple of \( \left\lfloor \frac{q}{2^n} \right\rfloor \), whichever is closest modulo \( q \).

Intuitively, the modified Ring-LWE scheme works well under proper parameters like the original Ring-LWE scheme. Further discussion will be shown in next section. We now describe three main algorithms of the klepto Ring-LWE scheme.

The public key generation algorithm is totally the same as that in Ring-LWE encryption. The kleptographic attacker generated his backdoor Ring-LWE key pair \( (a', b', s') \) and picked \( \lceil \tau n' \rceil \) bits to locate the leaked message in secret and in advance. For simplicity, we will only discuss the case where \( \tau \) is a positive integer and the attacker targeted the first \( \tau n' \) bits of the message.\(^3\)

The encryption algorithm is changed as follows:

- **Klepto-Enc** \((m)\).

  1. Run \( RLWE_{n,q,\sigma} \)-Enc \((m)\) and obtain the ciphertext \( (u, v) \in \mathcal{R}_q \times \mathcal{R}_q \).
  2. Run \( RLWE_{n',q',\sigma'} \)-Enc \((\theta_{com}(m))\) and obtain the ciphertext \( (u', v') \in \mathcal{R}_q' \times \mathcal{R}_q' \).
  3. Calculate \( u'' = \theta_{ext}(u') \in \mathcal{R}_p \) and \( v'' = \theta_{ext}(v') \in \mathcal{R}_p \).
  4. Calculate \( \Delta_u \in \mathcal{R} \) with all coefficients in \([-p/2, p/2)\) such that \( u'' = \pi \mod p \) where \( \pi = u + \Delta_u \mod q \); if such \( \Delta_u \) does not exist, back to 1.
  5. Calculate \( \Delta_v \in \mathcal{R} \) with all coefficients in \([-p/2, p/2)\) such that \( v'' = \tau \mod p \) where \( \tau = v + \Delta_v \mod q \); if such \( \Delta_v \) does not exist, back to 1.
  6. The ciphertext is \((\pi, \tau) \in \mathcal{R}_q \times \mathcal{R}_q\).

There are two different decryption algorithms for the legitimate receiver and the attacker. The legitimate receiver uses his secret key \( s \) and follows the original Ring-LWE decryption. The middle term he calculated is that

\[
\pi - \pi s = v + \Delta_v - us - \Delta_u s
\]

\[
= (re + e_2 - e_1 s) + \Delta_v - \Delta_u s + \left\lfloor \frac{q}{2^n} \right\rfloor m \mod q.
\]

When the magnitude of \( p = \left\lfloor \frac{q}{2^n} \right\rfloor \) is significantly less than \( q \), it would still hold that \( \| \Delta_v - \Delta_u s + re + e_2 - e_1 s \|_\infty < \frac{q}{4} \) with a high probability in practice and thus the receiver recovers the message correctly in this case.

For the attacker, the decryption algorithm is shown as follows:

- **Klepto-Dec** \((\pi, \tau)\).

  1. Calculate \( (u'', v'') = (\pi \mod p, \tau \mod p) \) and then calculate \( u', v' \in \mathcal{R}_q' \) such that \( u'' = \theta_{ext}(u') \), \( v'' = \theta_{ext}(v') \).
  2. Run \( RLWE_{n,q,\sigma} \)-Dec \((u', v')\) and obtain a middle term \( m' \in \mathcal{R}_q \).
  3. Calculate \( m \in \{0, 1\}^n \times 0^n - m' \) such that \( m' = \theta_{com}(m) \). The leaked message is \( m \).

The backdoor discussed in [15] targets a Ring-LWE key exchange, while ours targets a Ring-LWE encryption scheme. More importantly, the backdoor in [15] modified the public parameter \( \sigma \) as an NTRU-like public key \( f/g \) where \( f, g \) are small polynomials, while our backdoor is embedded in the implementation of encryption and never changes the public key. Indeed, the public key could be generated elsewhere and chosen to be the hash of a universal string, in which the backdoor in [15] does not work. Compared with the NTRU klepto scheme [16], our klepto scheme is built on a totally different cryptosystem and our backdoor follows post-quantum setting rather than ECC setting. Furthermore, the parameter selection and analysis of our backdoor are quite different from that in [16], which is shown in the next section.

### 4. ANALYSIS OF THE BACKDOOR

In this section, we are to report on the impact and quality of the backdoor in Ring-LWE encryption. More specifically, we will discuss how the backdoor parameters affect the decryption for the attacker and legitimate receiver, how much infected ciphertexts behave like uninfected ones and how middle terms in decryption behave different with respect to infected and uninfected ciphertexts.

#### 4.1. Decryption failures for the attacker

There are two kinds of operations in backdoor decryption: inversions of \( \theta_{ext} \) and \( \theta_{com} \) and a modified Ring-LWE decryption. The decryption failure of backdoor decryption is
equivalent to the decryption failure of the modified Ring-LWE scheme. By a routine computation, we have that the middle term in the modified Ring-LWE decryption is

\[ v' - u's' = r'e' + e'_2 - e'_1 s' + \frac{q'}{2^t} \ mod \ q'. \]

Thus, a successful decryption relies on the fact that \( \| r'e' + e'_2 - e'_1 s' \|_{\infty} < \frac{1}{2} \frac{q'}{2^t} \). It then leads to that the probability of decryption failure for the attacker is

\[ P_{\text{attacker}} = \Pr \left( \| r'e' + e'_2 - e'_1 s' \|_{\infty} \geq \frac{1}{2} \frac{q'}{2^t} \right) \]

where \( r', e', e'_2, s' \sim D_{\sigma, \mathbb{R}} \).

We choose \( \sigma' \geq \sqrt{\log (2n'(1 + 1/\varepsilon))} / (\sqrt{2} \pi) \) for a small \( \varepsilon \in \left( 0, \frac{1}{7} \right) \). For \( t' = \omega \left( \frac{\log n^7}{2} \right) \), Lemmas 2.1 and 2.2 show that

\[ \| s' \|, \| r' \| \geq c \sqrt{n'} \sigma' \]

with negligible probability. Combining Lemma 2.3, we have that

\[ \| r'e' + e'_2 - e'_1 s' \|_{\infty} \geq \sqrt{2 \pi} \sigma' t' \sqrt{2n'c^2\sigma'^2 + 1}. \]

with negligible probability. Consequently, when

\[ q' > 2^{t'+1} \sqrt{2 \pi} \sigma' t' \sqrt{2n'c^2\sigma'^2 + 1} + 2^{-t'}, \quad (1) \]

the probability \( P_{\text{attacker}} \) is negligible, which implies that the attacker recovers correctly all targeted bits of message with overwhelming probability.

4.2. Decryption failures for the legitimate receiver

In the klepto Ring-LWE encryption scheme, the ciphertext is infected by two extra terms \( \Delta_u \) and \( \Delta_v \), and the middle term in decryption becomes

\[ \pi - \pi s = (r + e_2 - e_1 s) + \Delta_v - \Delta_u s + \frac{q}{2} \mod q. \]

According to the definitions, we know that \( \| \Delta_u \|_{\infty} \), \( \| \Delta_v \|_{\infty} \leq \frac{p}{2} \) and then \( \| \Delta_u \| \leq \frac{\sqrt{n} p}{2} \). Thus, the probability of decryption failure for legitimate receivers is bounded by

\[ P_{\text{klepto}} \leq \Pr \left( \| r + e_2 - e_1 s - \Delta_u s \|_{\infty} \geq \frac{1}{2} \frac{q}{\sqrt{2} \pi} - \frac{p}{2} \right) \]

where \( r, e, e_1, e_2, s \sim D_{\sigma, \mathbb{R}} \).

For \( t = \omega \left( \sqrt{\log n} \right), \epsilon \in \left( 0, \frac{1}{9} \right) \) and \( \sigma \geq \sqrt{\ln (2(1 + 1/\epsilon))} / (\sqrt{2} \pi) \), by similar arguments shown in last subsection, we have that when

\[ q > 4 \sqrt{\pi} \sigma t \sqrt{2nc^2\sigma^2 + 1} + \frac{np^7}{4} + 2p + 1, \quad (2) \]

the probability \( P_{\text{klepto}} \) is negligible, which implies that legitimate receivers can hardly detect the klepto scheme only from decryption failures.

Remark 1. Equations (1) and (2) provide quantitative parameter relations to ensure a negligible probability of decryption failures, which sets a theoretical grounding for backdoor parameter selection. However, in practice, people may choose tighter parameters to achieve better efficiency and an acceptable decryption failure rate.

4.3. Distinctions between infected and uninfected ciphertexts

Next we are to report on a few distinctions between infected and uninfected ciphertexts. We follow the notations in Section 3. Let \( q = lp + w \) where \( l \in \mathbb{Z} \) and \( w \in \mathbb{Z}_p \). We start with the following heuristics profiling the distributions of ciphertexts:

- (1) We model the distributions of \((u, v)\) and \((u', v')\) as \( U((R_q \times R_q) \cup (R_q' \times R_q'))\) respectively.
- (2) We assume that \((u, v)\) and \((u', v')\) look like independent.

The Heuristic 1 can be explained by the pseudorandomness of Ring-LWE ciphertexts assuming the hardness of Ring-LWE. The Heuristic 2 is reasonable because the key generation and encryption of \( RLWEn_{n,q,\sigma} \) and \( RLWEn'_{n',q',\sigma'} \) are independent, despite the fact that two plaintexts that they correspond to are strongly correlated.

**Ciphertexts modulo \( p \):** For uninfected ciphertexts \((u, v)\), each coefficient of \((u \mod p)\) and \((v \mod p)\) follows the same distribution \( D_1 \) over \( \mathbb{Z}_p \) that

\[ D_1(i) = \begin{cases} \frac{1}{q}, & i < w; \\ \frac{1}{q}, & i \geq w. \end{cases} \]

However, for infected ciphertexts \((\pi, \nu)\), the ciphertext modulo \( p \) equals an extension (by \( \theta_{\text{ext}} \)) of \((u', v')\) and thus the distributions of coefficients of \( \pi \mod p \) and \( \nu \mod p \) could be different. We denote by \( \text{ext}(\alpha) \in \mathbb{Z}_p \) the \( p \)-adic expansion of
Let $D^k_i$ be the distribution over $\mathbb{Z}_p^k$ where each coordinate follows $D^i_1$ independently. On the one hand, according to the probability mass functions of $D^k_i$ and $D^k_{i+1}$, we conclude that $D^k_i$ and $D^k_{i+1}$ are indeed different, which may be used to check the existence of such backdoor. On the other hand, notice that

$$\Delta(D^k_i; D^k_{i+1}) \leq \Delta(D^k_i; U(\mathbb{Z}_p^k)) + \Delta(U(\mathbb{Z}_p^k); D^k_{i+1})$$

$$\leq k \cdot \Delta(D^k_i; U(\mathbb{Z}_p^k)) + \frac{p^k - q'}{p^k}$$

$$= kw(p - w) + \frac{p^k - q'}{p^k},$$

thus $D^k_i$ and $D^k_{i+1}$ could be close when $k$ is small, $q > p$ and $q' \approx p^k$, which implies a way to select parameters for high-quality backdoors.

**Ciphertexts modulo $q$:** In Step 4 of the klepto encryption, the black-box calculates certain small terms $\Delta$, and $\Delta$ according to $(u, v)$ and $(u', v')$. However, as claimed in the algorithm, such $\Delta$, and $\Delta$, do not always exist and thus the black-box may restart several times, which is different from the case in [16].

For $z \in \mathbb{Z}_q$ and $z' \in \mathbb{Z}_p$, we say $(z, z')$ is a bad pair if and only if the set $\{\Delta, \in \mathbb{Z}\}((z + \Delta) \bmod q = z' \bmod p) \cap [-p/2, p/2]$ is empty. The total number of bad pairs is shown in the following lemma.

**Lemma 4.1.** Let $q > p$ and $w = (q \bmod p) \in \mathbb{Z}_p$, then there are totally $w(p - w)$ bad pairs.

**Proof.** Let $y = z - \left\lfloor \frac{p}{2} \right\rfloor \bmod q$, then $(z, z')$ is a bad pair if and only if $\{x \in \mathbb{Z}_p\}((y + x) \bmod q = z' \bmod p) = \emptyset$. If $y + p \leq q$, the term $((y + x) \bmod q)$ equals $y + x$ for $x \in \mathbb{Z}_p$. When $x$ runs over $\mathbb{Z}_p$, there is always a unique $x_0$ such that $y + x_0 = z' \bmod p$. Thus a bad pair $(z, z')$ implies that $y = z - \left\lfloor \frac{p}{2} \right\rfloor > q - p$. Now we are to calculate the number of $(y, z')$ corresponding to bad pairs. Let $y = q - p + \lambda$ where $\lambda \in [1, p - 1]$, then

$$S_y = \{(y + x) \bmod q \mid x \in \mathbb{Z}_p\}$$

$$= S_y^{(1)} \cup S_y^{(2)},$$

where $S_y^{(1)} = \{(q - p + \lambda) \bmod p, \ldots, (q - 1) \bmod p\}$ and $S_y^{(2)} = \{0, 1, \ldots, \lambda - 1\}$. The total number of $(y, z')$ corresponding to bad pairs is

$$N = \sum_y (p - |S_y|)$$

$$= \sum_{\lambda=1}^{p-1} \left| \frac{S_y^{(1)}}{S_y^{(1)}} \right| - \left| \frac{S_y^{(1)}}{S_y^{(2)}} \right|$$

$$= \frac{p(p - 1)}{2} - \sum_{\lambda=1}^{p-1} \left| \frac{S_y^{(1)}}{S_y^{(2)}} \right|,$$

where $S_y^{(1)} = \mathbb{Z}_p \setminus S_y^{(1)} = \{w, \ldots, w + \lambda - 1\}$. For any $i \in \mathbb{Z}_p$, if $i \in [0, w)$, there are exactly $(w - i)$ $S_y^{(1)} \cap S_y^{(2)}$'s containing $i$; if $i \in [w, p - 1]$, there are exactly $(p - 1 - i)$ $S_y^{(1)} \cap S_y^{(2)}$'s containing $i$. Therefore, it leads to that

$$\sum_{\lambda=1}^{p-1} \left| \frac{S_y^{(1)}}{S_y^{(2)}} \right| = \sum_{i=0}^{w-1} (w - i) + \sum_{i=w}^{p-1} (p - 1 - i)$$

$$= \frac{w(w - 1)}{2} + \frac{(p - w)(p - w - 1)}{2},$$

and we immediately obtain that $N = w(p - w)$. We now complete the proof. □

As a direct corollary, we give the expected number of repetitions of the klepto encryption.

**Corollary 4.1.** The expected number of repetitions of klepto encryption is (almost)

$$\left(1 - \frac{w(p - w)}{pq}\right)^{-2n} - 1,$$

if $(\theta_{\text{ext}}(u'), \theta_{\text{ext}}(v'))$ is (almost) uniform over $U(\mathbb{R}_p \times \mathbb{R}_p)$.

It implies that the klepto encryption terminates after few repetitions when $q$ is sufficiently large.

Now we are to compare $(u, v)$ and $(\pi, v)$ by studying each of their coefficients. For $i \in \mathbb{Z}_q$, let $N_i$ denote the number of $(z, z')$ such that $i = z + \Delta \bmod q$ and $i = z' \bmod p$ for some $\Delta \in [-p/2, p/2]$. It is easy to verify the following facts:

- $\forall i \in \mathbb{Z}_q$, $N_i \leq p$;
- $\forall i \in \mathbb{Z}_q \cap \frac{2p}{q} = \frac{|p|}{2}$, $N_i = p$;
- $\sum_{i=2}^{q-1} N_i = pq - w(p - w)$. (By Lemma 4.1)

Let $D_i$ and $D_{i+1}$ be the distributions of a random coefficient of $(u, v)$ and $(\pi, v)$, respectively. If we replace $(u', v')$ in Step 4 of the klepto encryption with $(u', v') \rightarrow U(\mathbb{R}_p \times \mathbb{R}_p)$, then we obtain a new pair, denoted by $(\tilde{u}, \tilde{v})$. Let $D_{\tilde{z}}$ be the distribution of a random coefficient of $(\tilde{u}, \tilde{v})$, then
\[ \Delta(D_{\varepsilon}; D_{2}) \in \Delta(D_{\varepsilon}; D_{2}) + \left[ -\Delta(D_{\varepsilon}; D_{2}), \Delta(D_{\varepsilon}; D_{2}) \right]. \]

It is easy to check that $\Delta(D_{\varepsilon}; D_{2}) = 0$ when $q' = p^k$. Intuitively, $\Delta(D_{\varepsilon}; D_{2})$ is supposed to be small when $q' \approx p^k$. Moreover, it can be verified that, when $q > w(p - w)$,

\[
|D_{\varepsilon}(i) - D_{2}(i)| = \left\lvert \frac{N_l}{pq - w(p - w)} - \frac{1}{q} \right\rvert \leq \max \left\{ \frac{p}{pq - w(p - w)}, \frac{1}{q}, \frac{1}{q} \right\},
\]

then it follows that when $q > w(p - w)$ and $q' \approx p^k$,

\[ \Delta(D_{\varepsilon}; D_{2}) \approx \Delta(D_{\varepsilon}; D_{2}) \]

REMARK 2. For an ideal case where $w = 0$ and $q' = p^k$, following the deductions of Equations (3) and (4), we know that to distinguish infected and uninfected ciphertexts modulo $q$ and $p$ is computationally hard under the assumed hardness of Ring-LWE. In this case, the SETUP totally follows Definition 2.1. In a real scheme, $q$ is fixed as a public parameter thus the attacker may not be able to ensure $w = 0$. However, it is easy to choose $q'$ such that $q' = p^k$ and $w(p - w) \ll pq$, for which infected and uninfected ciphertexts modulo $q$ and $p$ also seem to be indistinguishable.

4.4. Middle terms in decryption

In Section 4.3, the decryption key is not involved in distinguishing infected and uninfected ciphertexts yet. Indeed, given a legitimate decryption key, one would be able to know more information contained in the ciphertexts, for example, the middle term, i.e.

\[ M = v - up - \left\lfloor \frac{q}{2} \right\rfloor m \in \mathbb{R}_{q} \]

where $s$ is the secret key and $(u, v)$ is a ciphertext of the message $m$.  

\[
\Delta(D_{\varepsilon}; D_{2}) \in \Delta(D_{\varepsilon}; D_{2}) + \left[ -\Delta(D_{\varepsilon}; D_{2}), \Delta(D_{\varepsilon}; D_{2}) \right].
\]
As mentioned before, the middle term $M$ equals $(re + e_2 - e_1s)$ for a legitimate ciphertext and $(re + e_2 - e_1s) + \Delta_r - \Delta_\sigma s$ for an infected ciphertext, where $r, e, e_1, e_2 \leftrightarrow D_{rk} \text{ and } \|\Delta_r\|_{\infty}, \|\Delta_\sigma\|_{\infty} \leq \frac{p}{2}$. For simplicity, we assume that all coefficients of a middle term independently follow the same distribution denoted by $D_M$ (resp. $D_{\Pi}$) for uninfected ciphertexts (resp. infected ciphertexts). From the theoretical aspect, we do not prove the statistical or computational indistinguishability between $D_M$ and $D_{\Pi}$. Indeed this is a non-trivial problem. A possible solution is to design delicate perturbations $\Delta_u$ and $\Delta_v$. Moreover, one may be able to give a rigorous proof when smudging technique [22] or some other ciphertext sanitization technique [23] is applied. However, under such setting, the schemes would be impractical. To formally confirm the indistinguishability between $D_M$ and $D_{\Pi}$ given the decryption key is left as a future work. From the practical aspect, we will compare the statistics of $D_M$ and $D_{\Pi}$ experimentally in the next section. Indicated by experimental results, when $p$ is small, it is not easy to distinguish the middle terms yielded by infected and uninfected ciphertexts in practice.

5. PRACTICAL IMPLEMENTATION

We implemented the klepto scheme in Sage [24] and ran experiments to observe the impact of the backdoor from the aspects discussed in Section 4. Three sets of public Ring-LWE parameters we discussed are $(n, q, \sigma) = (512, 12289, 12.18/\sqrt{2\pi})$, $(1024, 2^{32} - 1, 8/\sqrt{2\pi})$ and $(1024, 12289, 8/\sqrt{2\pi})$. The first two tuples were discussed in [21] and [25], respectively and claimed to provide at least 128-bits security, and the third one is adapted from the second one by decreasing the modulus like [15]. For each public parameter tuple, different backdoor parameter tuples $(n', q', \sigma', \tau)$ were discussed and compared. For each parameter set, we generated 100 random instances and encrypted 100 random plaintexts for each instance so that 10,000 ciphertexts were collected totally.

Table 1 shows how the backdoor parameter affects decryption failures for legitimate receivers and attackers. Experimental results confirm that for fixed $(n, q, \sigma)$, smaller $p = \left\lceil q'/\pi \right\rceil$ leads to less decryption failures for legitimate receivers. The proportion of leaked message equals $\frac{\tau n'}{n}$, thus a direct approach to
TABLE 3. Experimental measure of $E_M$, $E_\pi$, $\sigma_M$ and $\sigma_\pi$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$q'$</th>
<th>$E_M$</th>
<th>$E_\pi$</th>
<th>$\sigma_M$</th>
<th>$\sigma_\pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(n, q, \sigma)$</td>
<td>$(n', q', \sigma', \tau)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(512, 12, 89, 12.18)</td>
<td>(128, 8, 11/2, 1)</td>
<td>8</td>
<td>0.4949</td>
<td>5.2413</td>
<td>752.0630</td>
</tr>
<tr>
<td></td>
<td>(128, 9, 11/2, 1)</td>
<td>9</td>
<td>0.0578</td>
<td>0.3553</td>
<td>755.5527</td>
</tr>
<tr>
<td></td>
<td>(128, 7681, 11/2, 1)</td>
<td>10</td>
<td>0.5509</td>
<td>-2.8801</td>
<td>755.9129</td>
</tr>
<tr>
<td></td>
<td>(128, 9, 11/2, 2)</td>
<td>9</td>
<td>0.5805</td>
<td>0.5908</td>
<td>757.5418</td>
</tr>
<tr>
<td></td>
<td>(128, 7681, 11/2, 2)</td>
<td>10</td>
<td>-0.1230</td>
<td>-0.4453</td>
<td>757.1177</td>
</tr>
<tr>
<td></td>
<td>(128, 9, 11/2, 2)</td>
<td>10</td>
<td>-0.2063</td>
<td>-4.7967</td>
<td>752.7451</td>
</tr>
<tr>
<td></td>
<td>(128, 10, 11/2, 2)</td>
<td>10</td>
<td>-0.2817</td>
<td>0.9695</td>
<td>755.7126</td>
</tr>
<tr>
<td>(256, 7681, 11.31/2, 1)</td>
<td>10</td>
<td>0.1186</td>
<td>-2.3709</td>
<td>461.4615</td>
<td>549.4083</td>
</tr>
<tr>
<td></td>
<td>(256, 10, 11.31/2, 1)</td>
<td>10</td>
<td>-0.0850</td>
<td>-0.2645</td>
<td>460.7307</td>
</tr>
<tr>
<td></td>
<td>(512, 12, 89, 12.18/2, 1)</td>
<td>111</td>
<td>-0.0910</td>
<td>-0.1882</td>
<td>461.8267</td>
</tr>
<tr>
<td></td>
<td>(128, 11, 12, 12.18/2, 1)</td>
<td>111</td>
<td>0.0283</td>
<td>-0.4126</td>
<td>461.2856</td>
</tr>
<tr>
<td></td>
<td>(256, 11, 13, 11.31/2, 2)</td>
<td>11</td>
<td>-0.0428</td>
<td>0.2400</td>
<td>460.8434</td>
</tr>
<tr>
<td></td>
<td>(256, 15, 13, 11.31/2, 2)</td>
<td>12</td>
<td>-0.1359</td>
<td>-1.1515</td>
<td>460.8889</td>
</tr>
<tr>
<td></td>
<td>(512, 120, 12, 12.18/2, 2)</td>
<td>160</td>
<td>0.2552</td>
<td>1.1382</td>
<td>461.9073</td>
</tr>
<tr>
<td></td>
<td>(512, 2560, 12, 12.18/2, 2)</td>
<td>161</td>
<td>0.1939</td>
<td>-0.1191</td>
<td>461.0203</td>
</tr>
<tr>
<td></td>
<td>(128, 16, 12, 12.18/2, 2)</td>
<td>161</td>
<td>0.2985</td>
<td>-0.7573</td>
<td>459.8787</td>
</tr>
<tr>
<td></td>
<td>(256, 7681, 11.31/2, 1)</td>
<td>10</td>
<td>-0.1168</td>
<td>-1.3590</td>
<td>461.1512</td>
</tr>
<tr>
<td></td>
<td>(256, 10, 11.31/2, 1)</td>
<td>10</td>
<td>-0.0759</td>
<td>0.0225</td>
<td>460.5395</td>
</tr>
<tr>
<td></td>
<td>(256, 13, 11.31/2, 2)</td>
<td>11</td>
<td>0.0151</td>
<td>0.2012</td>
<td>460.4020</td>
</tr>
<tr>
<td></td>
<td>(256, 1, 11.31/2, 2)</td>
<td>11</td>
<td>0.1423</td>
<td>-0.0885</td>
<td>459.6836</td>
</tr>
<tr>
<td></td>
<td>(256, 10, 11.31/2, 2)</td>
<td>12</td>
<td>0.1803</td>
<td>-6.4664</td>
<td>459.7969</td>
</tr>
<tr>
<td></td>
<td>(256, 12, 11.31/2, 2)</td>
<td>12</td>
<td>0.1378</td>
<td>-3.0988</td>
<td>461.2178</td>
</tr>
</tbody>
</table>

leak more message is to increase $\tau$ or $n'$. For larger $\tau$, Equation (1) shows that $q'$ should be increased accordingly to ensure correct decryption for attacker, which may weaken the security of the backdoor scheme, but it does not seem to increase $p$ too much. For larger $n'$, the backdoor seems more secure, but $p$ would be increased a lot, which significantly affects the correct decryption for legitimate receivers when $q$ is not so large. From experimental results, we also conclude that it is more convenient to add backdoors to Ring-LWE encryption scheme with very large $q$, because large $q$ allows more backdoor parameter tuples for stealing different proportions of message.

We also measured experimentally the closeness between infected and uninfected ciphertexts via statistical distances following the discussions in Section 4.3. We assume that all coefficients of uninfected (resp. infected) ciphertexts follow the same distribution $D_\epsilon$ (resp. $D_\epsilon$), and measure them together to collect more samples. Let $k = n/n'$ and $p = \left\lfloor \frac{q'}{k} \right\rfloor$. For a ciphertext $(u, v)$ where $u = (u_0, \ldots, u_{n-1})$ and $v = (v_0, \ldots, v_{n-1})$, we generate $2n'$ values $a_{0}, \ldots, a_{n'-1}, b_{0}, \ldots, b_{n'-1} \in \mathbb{Z}_p^{n'}$ where $a_i = \sum_{j=0}^{n'-1} q'(u_{i+j} \mod p)$ and $b_i = \sum_{j=0}^{n'-1} q'(v_{i+j} \mod p)$. We also assume that these $2n'$ values follow the same distribution denoted by $D'_\epsilon$ (resp. $D'_\epsilon$) when $(u, v)$ is uninfected (resp. infected). Let $\Delta_{\epsilon}^{(q)} = \Delta(D; D_\epsilon)$ and $\Delta_{\epsilon}^{(p)} = \Delta(D'; D_\epsilon')$. For better comparisons, we also considered $\Delta_{\epsilon}^{(q)} = \Delta(D; U(Z_q))$, $\Delta_{\epsilon}^{(q)} = \Delta(D; U(Z_q))$ and $\Delta_{\epsilon}^{(p)} = \Delta(D'; U(Z_p))$ and $\Delta_{\epsilon}^{(p)} = \Delta(D'; U(Z_p))$. All experimental results are listed in Table 2.

We compare experimental results with our estimations in Equations (3) and (4). Let $\delta_1 = \frac{w(q(p-w))}{pq}$ and $\delta_2 = \frac{p(1-q')}{p}$ that are closely related to statistical distances between ciphertext distributions. We observe that $\Delta_{\epsilon}^{(q)}$ and $\Delta_{\epsilon}^{(p)}$ are approximately equal to $\delta_2$ when $\delta_2$ is not very small (e.g. $\delta_2 > 0.18$), and these two measures are less than 0.04 when $\delta_2 = 0$. That suggests that to hide the backdoor well, the attacker should choose parameters such that $\delta_2 = 0$ or very small. We also notice that $\Delta_{\epsilon}^{(p)}$ may exceed the upper bound implicit in Equation (3), i.e. $\Delta_{\epsilon}^{(p)} \leq k\delta_1$. There are two possible causes for this phenomenon: (1) the inherent difference between Ring-LWE ciphertext distribution and uniform distribution, and (2) the experimental error. Furthermore, when $q' = p'$, $\Delta_{\epsilon}^{(p)}$ may be relatively larger, which is implicit in the approximation in Equation (4).

To compare the middle terms with respect to uninfected and infected ciphertexts, we considered the distributions $D_M$
and $D_M$ that are defined in Section 4.4. First, we experimentally measured the statistics of $D_M$ and $D_{\pi}$. For $X \sim D_M$ and $X \sim D_{\pi}$, let $E_M$ and $E_{\pi}$ be the expectation of $X$ and $X$, and $\sigma_M$ and $\sigma_{\pi}$ be the standard deviation, respectively. Table 3 illustrates the experimental results. Since both $E_M$ and $E_{\pi}$ are close to 0, coefficients of middle terms should be of symmetry. It can also be observed that $\sigma_{\pi}$ is usually larger than $\sigma_M$ and the difference seems to depend on the magnitudes of $\Delta_u$, $\Delta_v$, i.e. $p = \frac{q' \sigma}{\pi}$. For better illustrations, we also plot Figure 1 to show the comparison between $D_M$ and $D_{\pi}$ corresponding to small and large $p$ respectively. Indeed $D_M$ and $D_{\pi}$ behave different: the middle term with respect to an infected ciphertext tends to be of smaller size. However,
as \( p \) decreases, \( D_M \) seems to converge to \( D_\pi \). Thus, when \( p \) is small, to detect the backdoor may still require sufficiently many ciphertexts even though the decryption key is available.

6. CONCLUSION

In this paper, we propose a construction of backdoor for Ring-LWE encryption scheme and study it theoretically and experimentally. As indicated by our analysis and experiments, it seems practical to modify Ring-LWE scheme into a klepto variant in mentally. As indicated by our analysis and experiments, it seems LWE encryption scheme and study it theoretically and experimentally. Therefore, we believe that black-box implementations of Ring-LWE cryptographic algorithms are potentially dangerous and not supposed to be accepted easily. Our analysis in Section 4 can be used for detecting such backdoors preliminarily. It would be meaningful to exploit other cryptanalysis and tools to give an elaborative backdoor detection. We leave it as future work.
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