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1. Introduction

In Europe, Germany is taking the lead in switch from fossil and nuclear to renewable energy sources (RES). This creates new challenges as wind and solar energy are fundamentally intermittent, weather-dependent and unpredictable. This energy transition or as is called Energiewende, is a prominent example of an ambitious project spearheaded by the German government intended to replace the conventional energy sources by RES, to large extent, in the coming years [1]. To secure an economic and environmentally compatible supply, Germany has substantially expanded its RES-capacity, in particular wind and solar [2]. This creates new challenges as wind and solar energy are fundamentally intermittent, weather-dependent and unpredictable; it hence raises concerns over managing the flexibility in power demand and supply. It is therefore of considerable interest to investigate what effect Energiewende could have on the overall trend and volatility of the electricity price. This impact could be complex because there are two contradicting forces at play. The marginal cost of RES is relatively low and even negative (especially if subsidized), therefore, increased penetration of wind and solar would result in a downward trend in electricity prices. On the contrary, the associated uncertainty regarding the availability of wind and solar energy is expected to cause spikes in the market. In other words, the integration of RES provokes assertion that the stability of power grid can (surely) be compromised due to inherent intermittency of such sources. Therefore, the increased price volatility will cause additional market risks for suppliers and consumers on the market. While market coupling promises to reduce price volatility, dependence on RES might have the opposite effect. Because of the integration of the European grids, the problems will not be confined only to the German grid. Power quality issues and reduction of stability in Germany also means a higher instability in the neighboring grids. For example, the pros and cons of the Energiewende...

for Norwegian grid is studied in Ref. [3]. Some researchers, however, detract the latter, arguing that such assertions are irrelevant because intermittent energy sources, like wind, can and do contribute as a firm power source to the grid. Swift-Hook [4] contends that all the concerns regarding the availability of “intermittent” energy sources are already well taken care of by back-up capacities that are in place for all plants, not just for wind and solar.

Another evidence in rejecting such assertions is presented in Ref. [5]; it is argued that a fully-integrated power system which includes a component of intermittent renewable generation is reliable, at least as far as providing firm supply is concerned.

Along with increase in utilization of intermittent renewable sources, short-term electricity market studies (including day-ahead, intraday and imbalance market) are becoming increasingly popular. The aim of this study is in two folds. First, to investigate the volatility of the market in transition era, and second, to explore the possible effect of RES on the overall price profiles (e.g., shifts in peak price hours, emergence of zero or negative prices). In the present work, we opt to focus on the day-ahead market as it represents an important and growing segment where market mechanisms are clearly visible. Inspired by the work in Ref. [6], we herein consider matrices as an alternative representation of the electricity market and determine whether orders are accepted or rejected. In the end, the financial and physical transactions are being settled. The output of the algorithm is in fact a number of time series of prices (bounded between −300; 300), and traded volumes which are going to be exchanged, per area and period of the day, for the next day [8,9]. The delivery of power begins by the sellers at the contract rate, from 00h00 CET the next day [8,9]. The delivery of power begins by the sellers at the contract rate, from 00h00 CET the next day.

As previously mentioned, in the course of Energiewende, besides technical challenges, energy market is also undergoing paramount changes. The state-aided priority of RES generation has led to a significant decline in electricity prices.

Moreover, a bi-product of that is a reduction in the profit margin of co-generation units, and hence an increase in the necessity of flexible operations to avoid injection of power to the grid when spot prices drop below marginal costs [10]. Fig. 1 provides an overview of the evolution of the price values on the German day-ahead market from 2006 until 2016 (data source: [7]). It is plain to see that after triggering the energy transition in 2011, occurrences of zero or negative price values is more frequent. Furthermore, a cursory glance at this timeseries suggests an overall downward trend in price range as well as its volatility. Table 1 contains some statistics for the same data. Interestingly enough, despite a consistent reduction in the annual mean (μ) and the standard deviation (std), the coefficient of variation (C_v = std / μ × 100) has increased from 2015 afterwards.

In terms of analyzing day-ahead market, the following

Fig. 1. Left: Evolution of the German day-ahead spot prices from 2006 through 2016 (daily averages). Right: The corresponding box-plots of the hourly price data (for the sake of visualization, only values between −300; 300; are illustrated). It is evident to see that zero or negative prices started to appear in late 2008 afterwards.
characteristics need to be considered:

- EPEX prices cover the whole year, 24 h of the 7 days of the week. Accordingly, the underlying variability of the data could wrongly be conceived as volatility whereas it in fact simply reflects the diurnal patterns of human activities. In this work, we use SVD to account for such diurnal and seasonal patterns (Section 3).
- More importantly, EPEX prices can be zero or even negative; therefore, the standard approach to switch to logarithmic measures can be done only after shifting up all values above zero by a certain threshold. On the other hand, price volatility has a dependence on the price level, which is even more pronounced when the spot prices are low [11] (also Table 1). Therefore, the generalizability of conventional approaches can be questioned, as the volatility measures can vary drastically, with respect to the magnitude of the aforementioned thresholds.

\[ P = \{p_1, p_2, \ldots, p_{3658}\} \text{ (for a leap year) by a positive } \alpha \text{ value } (x_t - p_t + \alpha). \]

\[ \beta_t = \log(x_t) - \log(x_{t-1}) \tag{1} \]

In the end, the standard deviation of the logarithmic return \( \beta_t \) values are considered as a notion of annual volatility. It is plain to see that different \( \alpha \) values can lead to contradictory results.

The flowchart presented in Fig. 3 displays our proposed methodology. Our database contains hourly data 24/7; we compare the yearly datasets during our observed period, 2006–2016.

In Section 3, we describe the SVD-method; further analysis of the volatility takes place in Section 4, followed by price analysis in terms of trend changes in Section 5.

### 3. Matrix decomposition using SVD

The present work, considers matrices as an alternative representation for quasi-periodic time series price data. In other words, for each year, we reshape the time series data into matrix \( A_{h \times d} \), where \( h = 24 \) is the number of hours of the day, and \( d = 365 \) (366 for a leap year) is the number of days of the year. Singular value decomposition (SVD) method is then used to decompose any given matrix \( A \) into a set of fundamental daily profiles and their corresponding weights during the observed time-span (it becomes apparent in the following section). This method is more robust, regarding the aforementioned issues with EPEX price data, as it enables us to explore trend and volatility of each year individually and in a data-driven manner, with no need to add offset values.

Table 1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu )</td>
<td>50.79</td>
<td>37.98</td>
<td>65.76</td>
<td>38.85</td>
<td>44.48</td>
<td>51.12</td>
<td>42.59</td>
<td>37.78</td>
<td>32.76</td>
<td>31.63</td>
<td>28.98</td>
</tr>
<tr>
<td>( \text{std} )</td>
<td>49.42</td>
<td>30.35</td>
<td>28.65</td>
<td>19.40</td>
<td>13.98</td>
<td>13.60</td>
<td>18.69</td>
<td>16.45</td>
<td>12.77</td>
<td>12.67</td>
<td>12.48</td>
</tr>
<tr>
<td>( C_v )</td>
<td>97.31</td>
<td>79.91</td>
<td>43.58</td>
<td>49.94</td>
<td>31.42</td>
<td>26.60</td>
<td>43.87</td>
<td>43.53</td>
<td>38.99</td>
<td>40.05</td>
<td>43.08</td>
</tr>
</tbody>
</table>

Fig. 2. Comparison of annual standard deviation of logarithmic returns of EPEX data for different \( \alpha \) values.

Fig. 3. Illustration of the methodology proposed in this work.

Fig. 4. An overview of the German day-ahead market in 2016.
2016; looking closely at the data, some diurnal patterns superimposed on relatively slower seasonal variations are visible. As mentioned earlier, as a first step, we recast each year’s worth of data into a matrix \( A_{h \times d} \), where each column contains 24 hourly values for a particular day – it can be seen as \( d \) points in \( h \)-dimensional space.

In matrix \( A \), if the daily price profiles for all \( d \) days were identical (or linearly dependent), the rank of the resulting matrix will be equal to one (\( \text{rank}(A) = 1 \)), as all the columns would be the same (or linearly dependent). Put differently, the matrix \( A_{h \times d} \) can be factorized as the product of a \( h \times 1 \) column (a typical daily profile) and a \( 1 \times d \) row vector, containing their corresponding weights for each day. However, in practice, the daily price profiles for subsequent days tend to differ, depending on the calendar information, supply availability and demand; accordingly, the rank of the matrix \( A \) exceeds one.

In mathematical parlance, any given matrix \( A_{h \times d} \) can be factorized into the product of three matrices:

\[
A = \sum_{k=1}^{r} \sigma_k U_k V_k^T
\]

or more succinctly \( A = USV^T \) (2)

where \( r = \min(h,d) \), and the columns of matrices \( U \in \mathbb{C}^h \) and \( V \in \mathbb{C}^d \) are orthonormal, called the left and right singular vectors, respectively. More precisely, \( U_k \) and \( V_k \) correspondingly denote the \( k \)th column of \( U \) and \( V \) matrices. Here, \( S \) is an \( h \times d \) diagonal matrix of singular values, for which only strictly positive real entries \( \sigma_k \) are situated on the main diagonal in a descending order (\( \sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_r \)). The mathematical interpretation of (2) is that any given matrix \( A \) can be decomposed into the sum of \( r \) rank-1 matrices (i.e. a column times a row) where each next contribution in the sum is less important, based on the magnitude of their corresponding singular value \( \sigma_k \). Another important property of the SVD is that truncating the expansion in the right hand side of (2) after \( p \leq r \) terms yields the best approximation of the original matrix \( A \) by a matrix of (lower) rank \( p \); for the proof of formula see e.g., [12].

\[
A_p = \arg \min_{\text{rank}(R)=p} \|A - R\|
\]

where the operator \( \| \cdot \| \) can be either the spectral norm \( L_2 \) or the Frobenius norm.

Here, we exemplify the process of decomposing a matrix of the hourly price values, using the data for the year 2016 in Fig. 4. Recasting the time series data into daily segments yields a \( 24 \times 366 \) matrix \( A \) (2016 was a leap year). We then obtain its corresponding three factorization matrices using the SVD expansion. Fig. 5 illustrates the first two dominant \( U_k \) and \( V_k \) profiles, corresponding to the two largest singular values \( \sigma_k \) (\( k = 1,2 \)).

It is plain to see that the most dominant \( U \) profile (\( U_1 \), top left), highly resembles an appropriately weighted average of daily profiles (averaged over the year). The morning and late afternoon price peaks are clearly discernible in this plot. The second column of \( U \) (\( U_2 \) bottom left) acts as a correcting factor, which needs to appropriately be added to the first profile to result in a better approximation. The panels on the right display the corresponding \( V_k \) coefficients that specifies the magnitude of the corresponding \( U_k \) profile for each day of the year. We, herein, propose to consider \( V_k \) profiles as a generic notion of volatility as they appropriately reflect the variability of the corresponding \( U_k \) profiles throughout the year. More details are presented in Section 4, Fig. 6 demonstrates the evolution of the singular values throughout the years. It is plain to see that by considering only a few singular values (and their corresponding singular vectors) we are capable of reconstructing the price data with a good approximation. In Subsection 4.2, only the
first two $V_k$ profiles are accordingly considered to measure the volatility of data for each year.

4. Measuring the volatility of daily profiles

Volatility principally refers to random fluctuations of a time series about its mean or expected value. Generally speaking, in financial time series data analytics, volatility is measured by the standard deviation of the logarithmic return, or a derivation of that [13]. In the literature, numerous methods have been introduced to determine the volatility of the time series data. Diverse methods, from applied models such as Garman-Klass and Rogers-Satchell volatility estimators, to coefficient of variation based, and formal stochastic volatility models including GARCH, Heston models and so on [14]. Recently, however, new concepts and notions of volatility have been explored, especially in financial data analysis. In Ref. [15], the authors propose the permutation entropy, topological entropy and the modified permutation entropy as an alternative volatility measure. In the reported work, the degree of randomness or determinism of a time series is considered as the notion of volatility of data. Simonsen [11] studies different volatility features (including: volatility clustering, log-normal distribution, and long-range correlations) of the Nordic day ahead power spot market for the course of 12 years (1992 till May 2004). This work also reports the presence of a cyclic behavior of the time-dependent volatility for the quasi-periodic (with almost diurnal patterns) power market data. Additionally, the striking differences between the range of price data in different years is reported to be an obstacle in developing a generic approach to analyzing the market from different perspectives. The volatility has namely a dependence on price level, which is even more pronounced when spot prices are low. Therefore, as stated earlier in Section 2, in terms of analyzing EPEX data shifting up all the values for different years by a certain threshold in order to use the traditional financial data methodologies, do not appear to be a viable approach, as the results may vary drastically for different thresholds. A frequency domain based method is deployed in Ref. [16] to systematically separate out the periodic components of the prices from random variations. After removing the deterministic part, the price volatility is determined by fitting a Wiener process to the remaining random stochastic (residual) part.

With the growing contribution of RES, transmission grid extensions along with increasing cross-border interconnections capacities seem inevitable. In Ref. [17], a reduction in average price and its volatility in Ireland is concluded to be the outcome of two factors: 1) integration of wind-produced electricity into the power grid; and 2) the grid expansion between Great Britain and Ireland. On the contrary, in Ref. [18], less predictability of price values and hence increasing the allocative inefficiencies in Nordic electricity market are concluded to be an outcome of high share of wind-produced energy in the grid. Schaber et al. [19] explore a number of market coupling and grid extension scenarios, using projected wind and solar data until 2020. It was done to examine the viability of such approaches in coping with the externalities associated with the growing penetration of RES in the grid. They conclude that expanding the grid is, indeed, helpful in coping with externalities which come with the deployment of renewable energies. A notable reduction in daytime peak price values in Germany and Italy is discussed to be the result of substantial expansion of the photovoltaic (PV) produced energy in these countries, according to [20]. Adaduldah et al. [21] investigate the German market after triggering the energy switch in 2011, by taking into account the priority that the German policies assigns to renewables over fossil fuels in case of adequate supply. The authors report the existence of convincing evidence for the impact of RES on the emerging of negative prices on the German day-ahead market. The wavelet decomposition technique is used herein to quantify the volatility of the EPEX price data.

4.1. Wavelet decomposition

In modern mathematics, wavelets are one of the most efficient and widely used tools to analyse digital signals. As the name suggests, wavelet analysis is akin to Fourier analysis which decomposes the signal of interest as a linear combination of sine-waves of different frequency and phase.

Wavelet analysis will not only tell us which frequencies are hidden in the signal, but can also pinpoint their location in the data stream. From this, it becomes clear that wavelets hand us a useful tool to probe the data for the occurrence and location of high-frequency fluctuations [22].

The Haar wavelet is arguably the simplest wavelet and lends itself to a straightforward interpretation. It basically takes any discrete signal $x = (x_1, x_2, x_3, \ldots)$ and creates an approximation $a$ and detail $d$ signal by running the following simple recipe:

1. Take the first two elements $x_1$ and $x_2$ and compute the approximation and detail coefficients:

$$a = \frac{x_1 + x_2}{2} \quad \text{and} \quad d = \frac{x_1 - x_2}{2}.$$  

Notice that this implies $x_1 = a + d$ and $x_2 = a - d$, or more explicitly: the approximation coefficient equals the mean of the two values, and the detail coefficient the amount of deviation between the actual value and the approximation.

2. Store the results in the approximation and detail vector, respectively:

$$\mathbf{a}(1) = a \quad \mathbf{d}(1) = d.$$  

Both vectors have a length equal to half the length of the original input $x$. 

---

Fig. 6. An overview of the evolution of the singular value of the price data in the recent years.
3. Move on to the next pair \((x_2, x_4)\) and continue until all X-elements have been processed. This way we get the level-one approximation \((a_1)\) and detail \((d_1)\) coefficient (each vectors of half the length of the original X-sequence).

4. To compute the level-two approximation and detail coefficients we repeat the whole procedure but use \(a_1\) as input (instead of \(X\)).

5. This can be continued until we have reached a pre-defined level.

Fig. 7 exemplifies the decomposition for a (short) discrete signal \(X = (x_1, x_2, x_3, x_4)\). In the first analysis step, the original values (the dots) are paired, and each pair is replaced by its mean or approximation \((a_0, a_2)\) and the vector of detail coefficients \(d = (d_1, d_2)\). The next analysis step (not depicted here) would repeat the procedure, this time starting with the approximation \(a\) as input. As a concrete example, imagine that the time series is given by \(X = (1 \, 5 \, 11 \, 1\ldots)\), then

- Level 1 decomposition: \(X = \begin{pmatrix} 5 \ 11 \ 1\ldots \end{pmatrix} \rightarrow a_1 = \begin{pmatrix} 3.5 \ 6.5\ldots \end{pmatrix}\)
- Level 2 decomposition: \(a_1 = \begin{pmatrix} 3 \ 6 \ldots \end{pmatrix} \rightarrow a_2 = \begin{pmatrix} 4.5 \ldots \end{pmatrix}\)

4.2. Volatility quantification

It is important to realize that the level-one detail coefficients capture the highest frequency oscillations. Subsequent detail coefficients correlate with oscillations of successively lower frequencies. As mentioned before, in the present work, the right singular vectors \(V_k\) are considered to be an indicative for the volatility of the fundamental daily price profiles \((U_k)\) throughout a year. We hence have applied the wavelet decomposition to the absolute value of the first two \(V_k\) profiles. Fig. 6 confirms that there are only a few dominant singular values; we hence opt to consider only the first two right singular vectors. Fig. 8 contains the standard deviation of the values of the Haar wavelet detail coefficients, down to three level wavelength decomposition. The downward trend underscores a reduction in the volatility of the German day-ahead market in the recent years. Worth noting that \(V_1\) and \(V_2\) coefficients have been magnified using their corresponding singular values \(\sigma_1\) and \(\sigma_2\). The results here corroborate with [23], where the volatility of the German day-ahead market during the same period is studied.

5. Extracting the underlying trends

This section is dedicated to a more a descriptive study on the evolution of the overall trend of the day-ahead market.

5.1. The evolution of the daily profiles

As mentioned before, the left singular vectors \((U_k)\) profiles represent the most dominant daily profile \((U_1)\) and its additive corrective profiles \((U_2, U_3, \ldots\). Fig. 9 displays the evolution of the most dominant daily price profiles \((U_1)\) magnified by \(\sigma_1\) over the years. A continuous downward trend during the decade in the average value of the daily profile is noticeable. More importantly, the change in the overall shape of the daily profile is even more telling. Before 2011, the morning peak price values tended to be higher than the afternoon peak values. Whereas this trend has become reversed in the recent years. Another intriguing feature of the data is the shift of the time slot (during the day) for which more points to the effect of the low cost subsidized RES on the daily price profile. Before 2011, the electricity price is most expensive at around 12h00. Evidently, the availability of solar after 2011 has pushed the prices lower and has led to a morning peak prices at around 9h00. In a similar way, the afternoon peak price time slot has a shift of an hour from around 19h00–20h00. Furthermore, it is plain to see that the ranges of the daily profiles (difference between the maximum and minimum values) shows a reduction, in the recent years. This also can be an indicative of less volatility in years.

In other words, the change in timing and amplitude of daytime and evening time peak values after 2011 are striking. Before 2011, the midday peak price (around 12h00), was considerably higher than the early evening spike around 20h00. However after 2011, the first spike is not just lower than the second one, but also shows a clear shift to earlier hours. This makes sense in light of higher contribution of renewables, in particular solar; it is reasonable to assume that the typically high supply of solar power around midday is the reason for drop in prices during these hours. The right panel of Fig. 9 displays an alternative representation of the same data in the left panel; it confirms the previous findings by showing a downward trend in average daily prices from left to right. The diminishing contrast in each column indicates a smoother price profile with lower daily spread over the years. Looking closely, the shift of the midday and afternoon peak hours is notable.

5.2. The extreme values

In the next step, the extreme values of the hourly prices during the years has been probed. More specifically, collecting all the hour slot values for each year in the period 2006 through 2016 yields a price distribution for each year. Extreme prices (both high and low) are characterized as prices outside the extreme 5% percentiles. So we get a representative value for high (low) prices by focusing on the values of the 95% (5% respectively) percentile for the distribution of each year’s worth of hourly price values. The results are shown in Fig. 10 where we have plotted both values (high and low) for each year. There is a pronounced continuous downward trend for the high prices, with 2008 being an obvious outlier. The lowest prices show a slight decrease over the years, as there is obviously less room for manoeuvre. The overall spread of the prices is steadily decreasing and less volatile, indicative of a more mature market.
5.3. The distribution of high and low price values

We herein explore the evolution in the distribution of occurrences of the extreme prices over the course of the day. Recall that high (low) prices are defined as values outside the 95th (5th) percentile of price distribution for that year. Fig. 11 (left panel) shows how the occurrence of low prices is distributed over the day (for the years 2006 through 2016). Whereas in the earlier years of the decade, there is a clear concentration of low price occurrences in the early morning (4h00–5h00), later years show a more uniform daily distribution. A similar distribution for the occurrence of high prices is shown in the right panel of Fig. 11. It indicates a distinct shift (occurring around 2011) in the time slot of high prices. More precisely, the day time peak is shifted from noon to the earlier hour of 9h00, while the evening is postponed, shifting from 19h00–20h00. In other words, before 2011, the daytime peak values were higher than the afternoon ones, and occurred around noon.

After 2011, high prices occur predominantly at the beginning and end of the peak period. Each column represents 440 values, which is 5% of the total number of observations during one year. Also apparent is the fact that, starting in 2011, the afternoon spikes in the price profile exceed the daytime ones.
5.4. Zero and negative prices

Of special interest are zero or negative prices as they reflect the effect of subsidized RES. In Germany, significant amount of electricity is still produced by conventional sources. In 2015, e.g., lignite, nuclear energy and hard coal were responsible for producing 24, 14.2 and 18.3% of gross electricity production, respectively [24]. The synchronization speed of these plants is slow and they can not be shut or ramped down very quickly.

As a result, on some days when there is excess of electricity production by subsidized renewable energy sources, prices may become negative and consumers can actually make a profit by consuming electricity. Fig. 12 provides an overview of the frequency along with the magnitude of non-positive prices, in the recent years. More specifically, the width (on the x-axis) of the interval assigned to each year is proportional to the number of occurrences of negative (or zero) prices in that year. The y-axis depicts the corresponding magnitude of these negative prices. Starting in 2012, the number of occurrences (length of the interval) seems to increase steadily. This trend is strikingly consistent with the growing contribution of wind and solar energy in Appendix A. From this graph it transpires that there is a reduction in the magnitude of the negative prices in the recent years, although their number is mildly increasing.

The distribution of the growing number of instances of zero as well as negative prices in the recent years, from a different perspective is illustrated in Fig. 13. The left panel highlights the frequency of occurrence of non-positive price values during different hours of the day, for each year. Although, before 2012, the majority of non-positive prices are happening in early hours of the day, a cluster of non-positive price values has appeared during the midday (11h00-18h00). Considering the fact that the electricity demand during these hours has not changed much (working hours), the most probable explanation for this change can be the oversupply by solar farms. As it is seen in appendix A.2, these are the hours with the highest solar energy availability; on average, at 13h00, solar production can become as high as 5 GW-hour (GWh), that is almost 5 times more that solar feed-in at 10h00. This number can be even more during the summer. Appendix A.3 highlights the fact that wind and solar energy combined are responsible for almost 10 GWh feed-in at around 13h00, throughout the year. Another conspicuous observation in the left panel of Fig. 13, is the increased frequency of the occurrences of non-positive prices in the early hours of the day in the last two years. Interestingly enough, Appendix A.1 presents how the wind feed-in have notably increased in 2015 afterwards. The right panel of Fig. 13, confirms the fact the non-positive price values are most frequent during the weekends, when the consumption is low. However, we witness more instances of zero or negative prices during the week, from 2011 afterwards.

6. Discussion

The following is a discussion on the findings that were presented in the previous sections.
6.1. Volatility

Our results suggest that the increasing integration of RES has not resulted in a more volatile day-ahead market. This implies that the counter measurements taken in Germany have been quite successful. Furthermore, our results are in line with [5] where it is argued that there are ways to tackle the inherent variability of renewables. Possible explanations for the absence of an increase in the price volatility on the day-ahead market are that the TSOs assist each other (Subsection 6.4) or make use of the intraday market (Subsection 6.6). In this paper, we observe that in terms of the day-ahead electricity market, there is no sign of increase in the price volatility.

6.2. Impact on electricity price

The energy switch from fossil fuels to renewables attracted authors to research the impact of this switch on for example the electricity prices. Zipp in Ref. [25] researches the “merit-order effect” of the energy switch in Germany (and Austria) during the period 1 January 2011 to 31 December 2013. The merit-order is a way of ranking available sources of energy, especially electrical generation, based on ascending order of price with amount of energy that will be generated. Due to the fact that producers of renewable energy comparing to the producers of fossil fuel have large fixed and small variable costs, renewable energy will be used before fossil fuel. Zipp shows that a systematic reduction of the average day ahead price on days where more variable renewable energy, such as wind and solar energy, are available. Zipp found for each year in the period 2011–2013 a negative influence of the wind and of the solar energy on the daily average electricity price. His results are in line with earlier studies of Cludius et al. [26] and Wrizburg et al. [27]. The results of Zipp are in line with our results. However, we did not only show a negative effect of energy switch on the electricity price, but also a change of the daily pattern of this price. We show in Fig. 9 that before and after triggering the energy switch in 2011, not only the electricity price was lowered by the increasing wind and solar energy, but also the morning peak at 12h00 (before 2011) has switched to 9h00, and similarly, the afternoon peak has shifted from 19h00–20h00.

6.3. Negative electricity prices

Another striking issue is the emergence of non-positive price values during our observed period (2006–2016). The marginal costs of renewables is (nearly) zero. In Germany the production of wind and solar energy was subsidized, which means that even in the case of negative prices — as long as the subsidy covered the negative price — it was attractive to sell the energy and to pay for this selling possibility. Brijs et al. [28] investigate the emergence of negative prices in Belgium, France, Germany and The Netherlands for the period 1 December 2012 till 30 November 2013. They conclude that the negative imbalance prices are substantially induced by the expected generation of wind and solar during low energy demand periods. In our study, our observed period is longer, namely 2006–2016. After 2012, we observe also non-positive prices during the hours 11h00–17h00. The cause of negative prices during peak hours is the increase in solar feed-in. Before 2012 the supply of solar energy was smaller and had apparently not much influence on the electricity price.

6.4. Interconnectors

The transmission system operator (TSO) is responsible balancing the demand and supply of energy for any moment. The shift from fossil fuels to renewables, however, increases the volatility at the supply side of the grid. This shift complicates the task of the TSO. TSOs can help each other in balancing the grid. Consequently, in the recent years, the number of interconnectors between countries has increased substantially. For an island like Ireland such assistance is very limited. Denny et al. [29] look into the influence of wind energy on the electricity price in 2009. In that year only one interconnector was operating, namely the interconnector called Moyle (operator: Mutual Energy), it was opened in 2002 and has a capacity of 500 MW (MW). This capacity is nearly 5% of the installed capacity [29]. The second interconnector, East West Interconnector (EWIC), has been in commercial operation since December 2012 [30]. Greenlink is the third 500MW interconnector, linking the electricity markets in Ireland and Great Britain, is planned for commissioning in 2023 [31]. Furthermore, it is easier for a larger country to manage an additional supply of (renewable) energy. Germany is a large country and located in the center of Europe. However, Dorsman et al. [32] show that the production of renewable energy is located in the north of Germany, whereas the demand for electricity is in the south part; but the tools for transport of the electricity from north to the south of

---

*Fig. 13. Left: The abundance of zero as well as negative prices during the period of absence of sunlight provokes the higher impact of wind than solar in this matter. Conversely, there are no negative prices in the evening hours 19 h - 23 h, as consumption is high, and solar input has vanished. Right: The percentage of the distribution of the zero or negative prices on the days of week.*

---

*4 Germany and Austria share a common grid.*
Germany is very limited. They also mention that the neighbors of Germany are not pleased when they receive the additional energy produced by wind and solar farms in the north. In other words, the imbalance on the German grid, due to the switch to renewables, on sunny and windy days are exported and are causing imbalances on the neighboring grids. The neighboring countries are not happy to pay the price (imbalance on their grid) for the energy switch (Energiewende) in Germany.

6.5. Access to the grid

Access to the electricity and gas network is not the same for every country. In Germany and The Netherlands, the access for every household is (nearly) a hundred. Recently, the Dutch government has decided to shut down a major gas production facility in Groningen (North Nederland) by 2020. The local population no longer accepts string of earthquakes caused by the extraction of gas. The gas field in the Netherlands is the largest producer in the EU. The gas is not only being used internally, it also being exported to other countries, for example Germany. Gas is among the cleanest (the smallest CO2 pollution) fossil fuels. Although Germany wants to switch from fossil fuel to renewables, they prefer to reduce the production of lignite, coal and oil above the reduction of gas and therefore support the North Stream 2, the second gas pipeline from Russia to Germany. In other countries the access to the grid (electricity and/or gas) is not so well distributed. Although low domestic gas prices in Russia is a huge hurdle for a switch from fossil fuel to renewables, Vasileva et al. [33] believe in line with Martitot [34] that renewables are a good alternative for remote areas. Karunnathilake et al. [35] look at the best scenarios for net-zero energy communities powered by renewable energy. They show that the optimal structure under a “pro-environment scenario”, existence of small hydro, onshore wind and biomass combustion technologies, deviates from a “pro-economic scenario”, where biomass combustion, small hydro, and landfill gas have the best rankings.

6.6. Intraday trade

An alternative for the TSO to balance between demand and supply is to use the possibilities of the intraday market. Comparing to other European countries, the intraday market is well developed in Spain. Chaves et al. [36] show that the Spanish intraday market has effectively contributed to renewable generation balancing. Also other TSOs are more often using the intraday market to balance the grid due to the increased volatility of the supply caused by the relative higher supply of solar and wind energy. However, these intraday markets are mostly bilateral and data are missing to research the growing contribution of the intraday market in solving the uncertainty issues of the TSOs.

7. Conclusions

The decision of the German government in 2011 to stimulate RES-generation has had a noticeable impact on the day-ahead electricity market. In this paper, we have traced such impact in two parts, in terms of volatility and overall trend changes, in the recent years. The price volatility is mostly originated by uncertainty in supply or demand. The focus of the present work is on the volatility of the daily price profiles prompted by renewable energy sources. Regarding the volatility quantification, there are a number of peculiarities that make conducting the empirical methods onerous. EPEX price data have the following characteristics: 1) It covers the whole year, 24 h of 7 days of the week; 2) It can have non-positive values; 3) It depends on the calendar information (working and non-working days); and 4) It shows daily upward and downward trends following the demand and also the supply availability. Therefore, there are a lot of underlying variability in data that simply reflects the diurnal patterns of human activities, and not reflecting the volatility. Furthermore, regarding the second point (non-positive values), the traditional approach in financial time series analysis to switch to logarithmic measures is impractical, without shifting up all the values by a certain threshold. On the other hand, the price volatility has a dependence on the price level, which is even more pronounced when the spot prices are low. Therefore, with respect to the magnitude of the aforementioned threshold, results can vary drastically. We hence have explored an alternative approach by representing the market data as matrices rather as timeseries. A novel and generic notion of volatility was accordingly defined using a well-known and numerically stable matrix decomposition technique, namely the singular value decomposition (SVD), combined with Haar wavelet transforms. The second part of this article was dedicated to a descriptive study on the trend changes of the day-ahead market. Our observations indicate a price volatility reduction and also prominent changes in the day-ahead price profiles, in the recent years. There is an overall downward trend in the average electricity price. This undoubtedly has a number of causes, but the increasing penetration of subsidized solar and wind power accounts for at least part of it. Moreover, the traditional 12h00 peak before the Energiewende (Energy switch) are flattened out and shifted to earlier hours in the morning at 9h00. In a similar manner, the afternoon peak price hours has shifted 1 h, from 19h00–20h00. Indeed, it is possible to clearly trace the impact of solar on the change of the daily price profile over the year (this effect is most pronounced in summer). Furthermore, the effect of the growth in wind power is most transparent in the shift in distribution of low and negative prices during the day.
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Appendix A. EPEX market and RES feed-in

The following section contains some evidences of the impact of the day-ahead estimated wind and solar feed-in on the price changes (Section 5), in the recent years.

Appendix A.1. Day-ahead wind energy feed-in (in GWh)

Fig. A.14 provides an overview of the evolution of the wind feed-in (day-ahead forecasts) over the years. The left panel in Fig. A.14 indicates a smooth annual growth. In a similar way, the right panel highlights the fact that the production is relatively constant around the clock. The change in the annual average of the daily profiles from 2014 afterwards is noticeable. Peak production of the wind profile is eventually moving from early afternoon to late night or early morning. This can become an issue for the stability of the grid, as there might not be enough demand during those particular hours.
Appendix A.2. Day-ahead solar energy feed-in (GWh)

The developments in energy storage technologies and also the falling costs of harvesting solar power have made it increasingly attractive for the private households [37]. Fig. A.15 shows the day-time (non-zero values) solar energy feed-in forecast from 2010 to 2016. After the rapid rise in 2010 through 2013, solar feed-in has leveled off in the last two years. The panel on the right in Fig. A.15 illustrates the annual averaged solar feed-in for each time slot for years 2010–2016. Peak of solar feed-in is around 13h00; that coincides with the high demand during the day.

Appendix A.3. Evolution of German day-ahead price during winter and summer

To illustrate the impact of solar energy on the price, we scrutinize the data separately for the summer (June through August) and winter (December through February) periods. In winters, days are shorter and the sun, if it emerges at all, traces out a lower path in the sky; therefore, a significantly smaller amount of solar energy is produced (Fig. A.16). Wind energy, on the other hand, is fairly constant throughout the day, but there are marked difference between the seasons (Fig. A.17).
Fig. A.17. Almost smooth and steady harvest of constant wind breathe in winters (left), vs. low production of wind in summer (right).

Fig. A.18. The evolution of the seasonal daily average of the price profile during winter time (left) and summer time (right).

Fig. A.18 contrasts the evolution of the daily average of the price profile during winter (December through February) and summer (June through August) season. During the observed period we see that for winter time the peak at 19h00 is reduced both in size and sharpness, most likely due to the increase in the wind energy. During the summer period, the morning peak at 12h00 disappears completely over the years, in all likelihood again due to the increasing supply of wind and especially solar energy. In other words, the increasing supply of wind and solar energy is not only reducing the electricity price, but it is also changing the daily profile substantially.

Comparing the solar energy feed-in in winters and summers in Fig. A.16 and also considering the evolution of the price profiles in Fig. A.18 allow us to conclude that solar energy, especially in summer, effectively flattens the daytime price profile. Fig. A.18 highlights the evolution of the daily average of the price profiles during winter (December through February) and summer (June through August) season. Every value is the average of the prices for that specific hour, with the average ranging over the specified period. The left panel shows that during winter period the maximum values occur from 18h00—20h00, with peak at 19h00. Also, there is a steep increase in the morning (5h00–9h00) is considerably flatter. Also the price-spike observed during winter evenings (around 19h00) is completely absent in summers. Both observations underscore the impact of solar on the price.

Appendix A.4. Day-ahead traded quantity (GWh)

Fig. A.19 displays the evolution of the traded quantity values on the German day-ahead market, in the recent years. Two interesting features are readily apparent. In the left panel the occurrence of a considerable number of outliers (represented as individual points near the upper part of the boxplots) point to unusually high volumes being traded. This highly resembles the wind feed-in profiles in Fig. Appendix A.1. The panel on the right depicts the annual averages of a typical daily profile. Again, the steady increase in the traded volume is evident. However, whereas in the first half of the decade, the traded volume is essentially constant over the course of the day, the latter part of the decade shows an increasingly more prominent bump that mirrors the average supply of solar energy, and could therefore be an indicator of surpluses generated by the renewable energy sources (in particular solar). In 2016, however, we witness a minor reduction in the traded volume, as it may be a direct outcome of warm winter combined with less solar feed-in in that year.
Fig. A.1B. Left: Boxplots for the hourly values of traded volumes on the day-ahead market. Right: Daily evolution of the traded volume for each hour slot.
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