
Some results for the dynamic {s, S) inventory model * 

by H. C. TJJMS ** 

Summary The periodic review, single item, stationary (s, S) inventory model is considered. There 
is a fixed lead time, a linear purchase cost, a fixed set-up cost, a holding and shortage 

cost function, a discount factor O < a < I and backlogging of unfilled demand. The solution for the 
total expected discounted cost for the finite period (s, S) model is found. In addition the time de­
pendent behaviour of the inventory process is found. Further a limit theorem is given, which re lates 
the total expected cost for the finite period (s, S) model with no discounting to the average expected 
cost per period for the infinite period (s, S) model. As a by-product we obtain known results for the 
infinite period (s, S) model. 

1 Introduction 

We consider the dynamic, stationary (s, S) inventory model in which the demands 
£ 1 , £2 , ••• for a single item in periods 1, 2, ... are independent, non-negative, discrete 
random variables*** with the common probability distribution ¢(}) = P{5 1 = j}, 
(j ;:: 0; t ;:: !)**** . It is assumed thatµ = <ff£, is finite and positive. 

The stock level is reviewed at the beginning of each period and only then an ordering 
decision may be made. We shall assume initially that the lead time of an order is zero. 
If, at review, the stock level i is belows, we order up to the level S, i.e. , S-i units are 
ordered. If, at review, the stock level i ;:: s, then no ordering is done. The numbers 
s and S are given integers with s ~ S. We assume that excess demands are back­
logged. Hence the stock level may take on negative va lues. 

The cost of ordering z units is Kb(z)+ cz, where K ?;: 0, b(0) = 0, and b(z) = 1 for 
z > 0. Let L(k) be the holding and shortage costs in a period, where k is the amount 
of stock just after any addi tions to stock in that period. Finally, there is specified a 
fixed discount factor ex, 0 < ex ~ 1, with the interpretation that a unit of value t periods 
hence has a present value of ex'. 

In the finite period model it is assumed that stock left over at the end of the final 
period can be sa lvaged with a return of d per unit. Similarly, any backlogged demand 
remaini ng at the end of the final period can be satisfied by a unit cost of d per unit. 

The mathematical techniques of this paper are based mainly on renewal theory. 
Therefore we discuss in section 2 a number of known results in renewal theory. In 
section 3 the finite period (s, S) model with no discounting (ct = I) is treated. Let 
fn(i) be the total expected cost over the periods J, .. . , n for the n-period (s, S) model 
with no discounting, where i is the stock just before ordering in period l. A formu la 
for the total expected cost .f.,(i) is found. In addition we find the probability 
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distribution of the stock level at the time of review for all periods. In section 4 we 
determine the Cesarolimit of the sequence Un(i)-ng }, n ~ 1, for any i, where g 
represents the average expected cost per period in the infinite period model. A suffi­
cient condition is given under which the sequence {f"(i)-ng} is convergent for any i. 
As a by-product we obtain the known stationary probability distribution of the stock 
level at the time of review [3, 4, 7, 8] . Section 5 is devoted to the (s, S) model with dis­
counting (oc < I). The solution for the total expected discounted cost for the finite 
period (s, S) model is found. As a direct corollary we obtain the known solution for 
the total expected discounted cost for the infinite period (s, S) model [8]. In section 6 
we indicate the modifications of the results in the case of a non-zero lead time. 

2 Preliminaries 

In this section we give a number of known results in renewal theory that will be needed 
in the analysis that follows. 

Let 

<f/t)(j) = P{5 1 + ... +{, =J} and <1><1l(j) = P{5 1 + ... +{, ~J}, j ~ 0; t ~ 1 

When t = I, we often drop the superscript. Define for convenience <f/0 l(0) = I, 
¢<0 l(j) = 0 for J ~ 1, and <1>< 0 l(j) = 1 for j ~ 0. The convolutionformula 

j 

</>(')(}) = I </>(t- l)(k)</>(j- k), J~0; t~l (2.1) 
k = O 

is well known [I]. 
Observe that by the assumptionµ = tff~, > 0, we have </>(0) < I. Let 

00 00 

m(j) = I </>(tl(j) and M(j) = I <P(')(j), j~0 (2.2) 
t=l t= 1 

Clearly, M(j) = m(0)+ ... +m(J),j ~ 0. We note that M(j) can be interpreted as the 
expected number of periods before the cumulative demand exceeds}. We have from 
(2.1) and (2.2) that the numbers m(j) can be computed successively from 

j 

m(j) =</>(})+I </>(J-k)m(k), j~0 (2.3) 
k = O 

A direct consequence of the proof of theorem 1 on p. 183 in [2] is the following lemma. 
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Lemma 2.1 

The renewal function M(j) is finite. For every j ~ 0 holds that <P(l)(j) and <P(ll(j)+ 
+ ... + <P(t>(j) converge exponentially fast to 0 and M(j) as t-+ oo. 

Let {bn}, n ~ 0, be a given sequence of finite numbers. Consider the discrete renewal 
equation 

n 

Un = bn + L Un - k</J(k), n ~ 0 (2.4) 
k=0 

This discrete renewal equation has a unique solution { u,,}, since the numbers un can 
be computed successively from (2.4). lterating (2.4) and using (2.1) and the fact that 
¢(t>(j)-+ 0 as t-+ oo for any j , we obtain the known result [2] 

n 

u,. = bn + L b,. - km(k), n ~ 0 (2.5) 
k=0 

Let 
00 00 

m(j) = L t¢(t>(j) and M(j) = L t<f/1\j), (2.6) 
t = l t = I 

Clearly, M (j) = m(O) + ... + m(j), J ~ 0. The numbers m(j) can be calculated ex­
plicitly from 

j 

m(j) = m(j) + L mU- k)m(k), 
k=0 

This relation can be proved as follows. Using (2. I) and (2.3), we obtain m(j) = m(j)+ 
+ {m(j)</J(0)+ ... +m(0)</J(j)}, j ~ 0. This equation is a renewal equation as given 
by (2.4). 

For any i ~ s, let 

( 

0, 

Q;(k) = 
<P(k- l)(i- s)- <P(k)(i -s), 

k = 0 
(2.7) 

k ~ l 

We note that Q;(k) can be interpreted as the probability that the cumulative demand 
will first exceed i-s during the kth period. For any i ~ s, we have 

II 

L (!;(k) = 1- <P(n)(i -s), n ~ 1 
k=0 

and (2.8) 
II 11- l 

L kQ;(k) = 1 + L <P(k)(i-s)-n<P<11>(i-s), 11 ~ 1, 
k=0 k= 1 

where we adopt the convention L: = 0 if a > b. Using lemma 2.1, we have for any 
i ~ s that 
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00 00 

L e;(k) = l and L ke;(k) = l+M(i-s) (2.9) 
k=O k=O 

Hence we have for any i ~ s that fo;(k)}, k ~ 0, constitutes a probability distribution 
with a finite, positive first moment. 

Put for abbreviation 

eU) = es(J), (2.10) 

Let e< 1>(j) = e(j),j ~ 0, and let 

j 

e<t)m = L e<r-1>(k)eU-k), j ~ 0 ; t ~2 (2.11) 
k=O 

Define 
00 

rU) = I e<'>u), (2.12) 
t = I 

Observe that r(O) = 0. The numbers r(j) can be computed successively from 

j 

r(j) = e(j) + L eU- k)r(k), (2.13) 
k=O 

When 5, has a geometric distribution, then we can evaluate the m(j), (!;(J) and r(j) 
explicitly. Consider now the special case 

¢0) = pqj - 1, j ~ 1, 

where O < p ~ I and q = I - p. It is known that 5 1 + ... + 5, has then a negative 
binomial distribution (I]. Moreover, we have 

k ~ 0 ; m ~ 0 (2.14) 

where we adopt the convention (;) = 0 if k > m. The relation (2.14) can be proved 

by the following probabilistic argument. In a sequence of Bernoulli trials with the 
probability of success p we have that ¢(j) = pqi - 1 is the probability that the first 
success occurs at the jth trial. Hence <1><k) (m) is the probability that at least k successes 
occur in m Bernoulli trials. Consequently, <1> <k>(m)-<P(k +l\m) is the probability that 
exactly k successes occur in m Bernoulli trial s. This interpretation proves (2.14). By 
(2.14) we have found the e;(k) explicitly. By using the generating function approach 
we can evaluate the m(j) and the r(j) explicitly. We have 
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and 
m(0) = 0, m(j) = p for j ~ l 

r(j) = I. ( ~ti )(p/q)i -klt>, 
k = I k 

(2.15) 

j ~ ] , (2.16) 

where ti = S-s. We prove only (2.16). The known result (2.15) can be proved in an 
analogous way. Define the power-series V(x) = e( l)x+e(2)x 2 + ... and R(x) = 
= r(l)x+r(2)x 2 + ... ,lxl < I. We have from (2.7), (2.10) and (2.14) that V(x) = 
= x(px+qt, lxl < I. We have by (2.13) that R(x) = V(x)+R(x)V(x) , lxl < I , 
and hence 

R(x) = V(x) = I x\px+qt,,,. = f xk f ( kti)(px)"'lt> -m 
1-V(x) k = l k=t m = J m 

Hence the coefficient of xi in R (x) is given by (2.16). 
The following lemma is well known. 

Lemma 2.2 

If the sequence {an}, n ~ 0, is convergent, then 

1 II 

lim - I ak = lima,, 
n -+oo n k = O ,r -+oo 

Lemma 2.3 

Let {a,,}, n ~ 0, and {b,,}, n ~ 0, be two sequences such that an ~ 0 and Ia,, < oo. 
Suppose b is a finite number. Let the sequence { en}, n ~ 0, defined by e,, = a 0b,, + 
+ ... + anb o,n ~ 0. 

1 n 

(a) If Jim - I bk = b, then 
n ➔ oo n k=O 

00 

(b) If Jim bn = b, then Jim en= b L aj. 
n -+oo 11 --+oo j = O 

Proof 

(a) Since the sequence {(b0 + . .. +bn)/n}, n ~ I, has the finite limit b, this sequence 
is bounded by some positive number N. Let bn = 0 for n ~ -1. We can then write 

Since for any fixedj ~ 0 the sequence {(b_i+ ... +b,,-)/n}, n ~ 1, is bounded by N 
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and has limit b, an application of the Lebesque dominated convergence theorem 
[2, p. 109] yields (a). 
(b) The proof of (b) is analogous to that of (a). 

We note that this lemma remains valid when we replace the condition an ~ 0, 
I an < oo by the condition I Ian! < oo. 

A proof of the following renewal theorem can be found in [I, 2, 6] . 

Theorem 2.1 

Let {a,,}, n ~ 0, be a sequence such that an ~ 0, Ia,, = l, and 0 < Ina,. < oo. Let 
{b,,}, n ~ 0, be a sequence such that Ilbnl < oo.* Let the sequence {u,.}, n ~ 0, be 
defined by the recursive relation un = b,. + (a 0 u,. + ... + anuo), n ~ 0. 

0 

1 II 00 00 

(a) hm - I uk = I b,./ I na,. . 
11--+ co n k = O ,i = O t1 = 0 

(b) Jf the greatest common divisor of the indices n, where a,. > 0, 1s 1, then the 
sequence {u,.}, n ~ 0, is convergent. 

3 The total expected cost for the n-period model with no discounting 

In this section the future costs are not discounted, i.e. a = I. A formula will be found 
for the total expected cost for the finite period (s, S) inventory model. 

Denote by ;5, and y, the stock level just before ordering and the stock level just 
after ordering in period t. We note that the stochastic processes fa,} and {r,} are 
Markov chains. Clearly .!', = S if 2St < s, and .Pt = ;s, if ;s, ~ s. Furthermore, we 
have 

2Sr+l =J,-f,, t ~ 1 (3.1) 

In the n-period (s, S) model the total expected cost f,.(i) is given by 

n 

j~(i) = I <&'{KJ(11 -;s,)+(,P,-2S,)c+L(,P,)l2S 1 = i}-di&'(2S 11 +1 l2S 1 = i) (3.2) 
t = 1 

Note that bys~ y, ~ max(;s,,S), t ~ l, and (3.1) the expectations exist and are 
finite. Using (3. I), we can write (3.2) as (see also [8]) 

f,.(i) = I <&'{KJ(y1 -;s,)+L(,P,)l2S 1 = i}-(d-c) i&'(2S,. +il2S, = i)-ci+ncµ (3.3) 
t= 1 

* Actually it is assumed in [I] that bn ;;;, 0 and 'Lbn < oo. However this condition may be replaced 
by 'LJbnJ < oo. 
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For any i, let 

n 

1,:co = I ~ {Ko(r,-~,)+L(y,)l~1 = i}, (3.4) 
r= l 

Define for conveniencef0*(i) = 0 for any i. ff ~ 1 = i < s, then ,Y 1 = S, and if 
~ 1 = i ?= s, then y 1 = i. Hence 

and 
f.( i) = K + ( S - i)c + J,,( S), 

1,:ci) = K + 1:cs), 

i < s; n ?= 1 

i < s; n ?= 1 

(3.5) 

(3.6) 

When ~1 = i?, s, then the probability that period t = k+ l is the first period for 

which~, < s equals (];(k) . 

Using a standard argument from renewal theory, it follows that 

n-l i - s n-1 

1,:co = L(i) + L L L(i-j)<f/k)(j) + L {K + 1,:_k(S)}(];(k), n ?= 1; i?: s (3.7) 
k = l j = O k = l 

Let 
S - s 

g = {L(S) + L L(S-k)m(k)+K}/{l+M(S-s)}+cµ (3.8) 
k = O 

It is known [4, 5, 7, 8] that g represents for each initial stock the average expected cost 
per period for the infinite period model. 

Let . 
g = g-cµ, (3.9) 

and for any i, let 

n ?= 0 (3.10) 

From (3.10), (3.8), (3. 7) and (2.8) it follows after some straightforward calculations 
that 

II 

g;,(i) = b;,(i) + L g: _iS)(];(k), i?=s; n?=l, (3.11) 
k = O 

where 

b:(i) = L(i)+ :t: :to L(i-j)</P>(j)-g•{ l + :t: c1><kl(i-s)}+K{l-<P<11
-

1 >(i-s)} 

(i?: s; n ?= l) (3.12) 

Define for convenience b 0*(i) = 0, i ?: s. We have by (3.1 I) that 

n 

g:(s) = b:(s) + I g;, _k(S)Q(k), n ?= 0 (3.13) 
k = O 
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This renewal equation has the unique solution (cf. section 2) 

II 

g~(S) = b~(S) + L b: _iS)r(k), n ~ 0 (3 .14) 
k =O 

The relations (3.6), (3.10), (3.11) and (3.14) in conjunction yield a formula for J,,*(i). 

From (3 .3) and (3.4) it follows that the solution for f,,(i) is obtained by determining 
C (~11 + 11~1 = i). From(3.l)wehaveforanyithat 

ll ~ l (3.15) 

For any i, j, let 

<"l - P{ ·1 .} Pi j - .Y11+ I =) J1 = l , n ~ 0 

For any i, we have 

P(II) = 0 
IJ > j ¢= [s, max (i, S)]; n~0 (3.16) 

Furthermore, we have 

( 11 ) )(11) 
pij = I Sj i <s; n ~ 0 (3.17) 

Using a standard argument from renewal theory, we have for 11 ~ 0 that 

II 

P,(,11) = ,J,.(11)(; -J") + '°' Ps<•,•_- k) n,.(k), ...-- . ...-- ( . S) . >-'I' , 1.., " s c:::::: J c:::::: max 1, ; 1 1/ s, (3.18) 
k =O 

where cp< 11>(k) = 0 fork ~ - I ; 11 ~ 0. We have in pa rticu la r 

II 

P¥} = cp<")(S-j) + L p¥;-k)(!(k), s~j~S; n~0 (3.19) 
k= O 

For any j E [s, S] the equation (3.19) constitutes a renewal equation, and hence 
(cf. section 2) 

II 

Pio/= cp<">(S-j) + L cpC" - k>(S-j)r(k) , s~j~ S; n ~ 0 (3.20) 
k=O 

The relations (3.16), (3.17), (3.18) and (3.20) in conjunction yield the probability 
di stribution of y ,, + 1 . Observe that by (3.1) the probability di stribution of K,,+ 1 follows 
from that of y,, . 

We note that in [3] the probability distribution of J ,, has been found in a different 
but laborious way for the case { 1 has a continuous density. 
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It is interesting to note that ifs > 0, then p;J represents also in the lost sales model 
with zero lead time the probability that just after ordering in period t+ 1 the stock 
level is j, where i (i ~ 0) is the initial stock. 

Combining (3.3), (3.4), (3.9), (3.10), (3.11) and (3.14), we obtain the following 
theorem. 

Theorem 3.1 

For any n ~ I holds 

fn(i) = ng+b:(S) + J
0 

b: _.(S)r(k)+K-(d-c)(J/Pt-
1
>-µ )-ci, i < s 

and 

fn(i) = ng+b:(i) + kt {b: _k(S) + J: b;_k_/S)r(j)}e;(k)+ 

· ( 11 - I) . 

(

max(i ,S) ) 

-(d-c) j~s }Pij -µ -Cl, i ~ s 

Corollary 

Consider the special case s = S = x. We note that such an (s, S) pol icy is frequently 
used when the set-up cost K is zero. We have then g = L(x)+K(l-</J(0))+cµ, 

e(k) = {</J(0}V - 1{1 -¢(0)}, k ~ I, and b\(.x) = -Ke(k), k ~ I. Since {Q(k)} is a 
geometric probability distribution, we have r(j) = 1-¢(0), j ~ l (cf. (2.15)). Fur­
thermore, we have for any n ~ 0 that p)1l = I for j = x, i ~ x, and p)1l = ¢< 11l(i-j) 
for .x < j ~ i, i > x. It is now straightforward to verify that 

f.(i) = n{L(x)+K(L-</J(0))+cµ}+K</J(0)-(d-c)(x-µ)-ci, i < x 

and 
n - 1 i- X 

fnCi) = n{L(x)+K(l-</J(0))+cµ} +L(i) + I I L(i-j)¢<k>(j)+ 
k = I j=O 

- {L(.x) + K(l - ¢(0))} { 1 + :t>/k)(i-.x)} + K</J(0){l - <P(,r - l)(i-.x)} + 

- (d-c)(=t /¢<n - 1)(i-j)+.x {1- j=t 1 ¢<11 - l)(i-j) }-µ )-ci, 

i ~ x 

From theorem 3.1 we can easily deduce the known result that fnCi) /n -> g as n -> oo 
for any i, i.e. the average expected cost per period for the infinite period model is g 

irrespective of the initial stock. 

4 Cesarolimit offnCi)-ng 

In this section we find the Cesaro limit of the sequence {J,,(i)- ng}, n ~ l, for any i . 
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A sufficient condition will be given under which the sequence {f.(i)- ng} is convergent 
for any i. As a by-product we find the known stationary probability distribution of 
the Markov chain {.p ,} . 

From (3.12) and lemma 2.1 , we obtain 

Jim b:(i) = v•(i), i?: s, (4.1) 
n --+ oo 

where 
i - s 

v\i) = L(i) + L L(i-j)m(j)+K-g*{ l+M(i- s)}, i ?: s (4.2) 
j = O 

From (3.8), (3 .9) and (4.2) we have that v*(S) = 0. Furthermore, we have by lemma 
2.1 that the sequence {b;(S)} converges exponentially fast to v*(S) = 0, and hence 

00 

L lb,:(S)I < 00 (4 .3) 
11 = 0 

Using lemma 2.1, we obtain after some straightforward calcu lations 

oo N S-s 

I b:(s) = lim I b:(s) = - I {L(S-j)-/}m(j) -K{l+M(S-s)}, 
11=0 N- oo n=O j=O (4.4) 

where m(j) is defined by (2.6). 
From ( 4.3), ( 4.4), (3. 13), theorem 2.1 (a) and (2.9) it follows that 

Jim ~ I u:cs)-kg*} = f b,:(s)/ f ng(n) = 
11 --+ oo n k = O 11 =0 11 = 0 

= -[t: {L(S-j)-/}m(j)}[l+M(S- s)]-K (4.5) 

Lemma 4./ 

1 II 1 II 

(a) lim - I u:ci)-kg*} = K + lim - I u:cs)-kg*}, i < s 
n --+ oo n k=O n --+ oo n k = O 

and 
1 n l n 

Jim - I u:ci)-kg'} = v·(i) + Jim - I u:cs)-kg*}, i ?: s 
n --+ oo n k=O n- oo n k = O 

(b) If the greatest common divisor of the indices n, where g(n) > 0, is 1, then the 
sequence {f,,*(i)-ng*}, n ?: 0, is convergent for any i. 

Proof 

(a) From (3.6) it fo llows trivially that assertion (a) holds for i < s. From (4.5), (4.1), 
(3. 1 J), lemma 2.3(a), lemma 2.2 and (2.9) it follows that assertion (a) holds for i?: s. 
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(b) If g.c.d. {nle(n) > 0} = 1, then by (4.3), (3.13), theorem 2.l(b) and (2.9) we have 
that the sequence {J;(S)-ng*} is convergent. Next it follows from (4.1), (3.1 I), (3.6), 
lemma 2.3(b) and (2.9) that the sequence {J;(i)-ng'} is convergent for any i. 

Lemma 4.2 

(a) For any i,j holds that (p)J>+ ... +p)'})/n--+ qj as n--+ oo, where 

qj = [ [¢<0
>(S-j)+m(S-j)]/[I +M(S-s)], 

0, 

s::;; j,:;; s, 

otherwise 

(b) If the greatest common divisor of the indices n, where e(n) > 0, is 1, then {p~;>} 
is convergent for any i, j. 

Proof 

(a) From (3.16) and the relation p)'J> = ¢< 11>(i-j), j > S, it follows trivially that if 
j ¢ [s, S], then assertion (a) holds for any i. By (3.19), theorem 2.1 (a) and (2.9) we have 

l " ro oo 

lim - L p~1/ = L ¢<11>(S-j)/ L ne(n) = qj, 
11- 00 n. k = O n=O n=O 

Using the fact that ¢< 11>(.i) converges to zero as n --+ oo for any j, it follows from (3.18), 
lemma 2.3(a), lemma 2.2 and (2.9) that assertion (a) holds for any i ~ s. Finally it 
follows from (3.17) that assertion (a) holds for any i, j. 
(b) From (3.16) and the relation pi'J> = ¢< 11>(i-j), j > S, it follows trivially that if 
j ¢ [s, S], then assertion (b) holds for any i. If g.c.d. { nle(n) > 0} = 1, then it follows 
from (3.19), theorem 2.1 (b) and (2.9) that {P~1} is convergent for any j E [s, S]. Next 
it follows from (3.18), (3.17), lemma 2.3(b) and (2.9) that assertion (b) holds for 
any i,j. 

Corollary 

(i) For any i holds 

(ii) If the greatest common divisor of the indices n, where e(n) > 0, is 1, then the 
sequence { g c~. + l I~ l = i} is convergent for any i. 

It is interesting to note that from Markov chain theory it follows that { q J is the unique 
stationary probability distribution of the Markov chain {y,}. Using lemma 4.2, (3.1) 
and (2.3) we obtain the unique stationary probability distribution { a J of the Markov 
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chain fa,}. We have [3, 4, 7, 8] ai = {<f>(S-j)+(<f>(S-j)m(0)+ ... +<f>(s-j)m(S-s))} / 
{l+M(S-s)} for j < s,aj = m(S -j)/{l+M(S-s)} for s ,(j ,( S, and ai = 0 
forj >S. 

A direct consequence of (4.5), lemma 4.1 and the corollary of lemma 4.2 is the 
following theorem. 

Theorem 4.1 

(a) :~~ ~ J
0 
{fii)-kg} = -[t: {L(S-j)-g'}111(j)}[l+M(S-s)J+ 

-(d-c)Ct.jqi-µ )-ci, i < s 

and 

Jim! I, {fh)-kg} = L(i) + is L(i-j)m(j)-g*{ I+M(i-s)}+ 
n- oo n k = O j = O 

-[t: {L(S-j)-g'}m(j)}[l + M(S-s)]-(d-c)(Js jqi-µ )-ci, i ~ s 

(b) If the greatest common divisor of the indices n, where 12(n) > 0, is I, then the 
sequence {f"(i)-ng} is convergent for any i. 

Corollary 

Consider the special cases = S = x. Since <f>(0) < 1, we have that 12(1) = I -</>(0)> 0. 
Hence g.c.d. {nl12(n)>0} = l. This shows that {f,,(i)- ng } is convergent for any i. It 
is straightforward to verify that 

Jim [f"(i)-n{L(x)+K(l-<f>(0))+cµ}] = K</>(0)-(d-c)(x-µ)-ci, i < x 

and 
i - X 

Jim Un(i)-n{L(x)+K(l-</>(0))+cµ}] = L(i) + L L(i-j)m(j)+ 
11- 00 j = O 

-{L(x)+K(l-<f>(0))}{l + M(i-x)} + K</>(0)-(d-c)(x-µ)-ci, i ~ x 

5 The (s,S) inventory model with discounting 

Suppose that future costs are discounted by a fixed factor a, 0 < a < 1. Denote by 
fn(i ;rx.) the total expected discounted cost for then-period (s, S) model , where i is the 
initial stock. Using (3.1), we have (see also [8]) 

n 

f,,(i;rx.) = L rx.1 -
1 t&'{KJ(y1-~1)+(y1 -~1)c+L(.y1)1~1 = i}-rx."dt&'(~n+1l~1 = i) = 

t=I 
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n 

L a' - 16"{ KJ(y,-~1)+Ga(y,)l~ 1 = i}-an(d-c) 6" (~n +1l~1 = i)+ 
r = I 

,r - 1 " ( . + acµ L, a-c1 , 
r = O 

where 
G,(k) = L(k)+c(l-a)k 

For any i, Ietf0*(i;a) = 0 and let 

n 

J;(i;a) = L a' - 1 C{ KJ(y,-~1)+G.(y,)l~ 1 = i} , n ?: 1 
r = I 

Clearly, 

J:(i;a) = K+J:(S ; a) , i<s;n ?: 1 (5.1) 

Using a standard argument from renewal theory, we have 

n - J i -s n - 1 

J;(i ;a) = G,(i) + L L akG. (i-j)q/k>(j) + L ak {K+J;_k(S;a)}o;(k) = 
k = I j = O k = l 

n 

= b;(i;a) + L J,;_k(S ;a)akQ;(k), i ?: s; n ?: 1, (5.2) 
k = O 

where 
n - 1 i -s n-1 

b;(i;a) = G,(i) + L L G,(i-j)akqP>(j)+K L akQ;(k) , i?:s;n ?: 1 
k = I j = O k = I 

If we define b0*(i;a) = 0, i ?: s, then (5.2) is also valid for n = 0. We have in par­
ticular 

n 

1:(s ;a) = b,:(s;a) + L 1:- k(S ;a)o(k ;a), n ?: 0 (5.3) 
k = O 

where 

k?: 0 

Let Q(l>(j ;a) = Q(j ;a), j ?: 0, and let 

j 

Qu>(j;a) = L /' - 1\k;a)o(j-k;a), j ?: 0; t ?, 2 (5.4) 
k = O 

Define 
00 

u(j;a) = L Q(r)(j ;a) , j ?: 0 
r = 1 

We note that u(j ;a) = Q(J ;a)+{Q(0;a)u(j ;a)+ ... +Q(J;a)u(0;a)}, j ?: 0. 
Iterating (5.3) and using the fact that l'l(j;a)-+ 0 as t-+ oo for any j, we obtain 

n 

1:(s;a) = b;(s ;a) + L b: _/S ;a)u(k;a) n ?: 0 (5 .5) 
k = O 
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The relations (5.1), (5.2) and (5.5) in conjunction yield a formula for J;(i;a). Since 
the solution for <ff C~n+il~ 1 = i) has been already determined in section 3, we have 
found a formula for fn(i; a). 

Theorem 5.1 

For any n ~ l holds 

fn(i;a) = b:(s;a) + J
0 

b: _iS;a)u(k;a)+K-an(d-c)(J/P¥;- 1l-µ )+ 
n - 1 

+ acµ L a'-ci, i< s 
t=O 

and 

fnCi;a) = b,:(i;a) + kt {b: _iS;a) + :t: b: - k- /S;c.t)u(j;a)}a\J;(k)+ 

(

max(i,S) ) n - 1 

- c.tn(d-c) J. jp)'J - l)_µ +acµ ,~o a.
1-ci, i ~ s 

We note that the formula for fn(i;a) can be simplified in the special cases = S. We 
omit details. 

Next we shall determine the limit of the sequence Un(i ;a)} for any i. Let 

00 00 

m(j ;rx) = L rx'¢<1)(j) and M(j;rx) = L c.t1<P<')(j), j ~ 0 
I = l r = l 

Clearly, M(j;rx) = m(0;rx)+ ... +m(j;rx), j ~ 0. The numbers m(j;rx) can be com­
puted from m(j;rx) = rx¢(j)+rx{¢(0)m(j;rx)+ ... +¢(j)m(0;rx)}, j ~ 0. 

For any i ~ s, we have 

00 00 

L rxk(l;(k) = L rxk{4/k - J)(i-s)-<P(k)(i-s)} = a-(1-rx)M(i-s ; a) (5.6) 
k=O k= 1 

For any t ~ 1, we have Q('l(0;a)+Q< 1l(t ;rx)+ ... = {rx-(1-rx)M(S-s ; rx)}' , as can 
be easily proved from (5.4) by induction. Thus 

00 

L u(k;rx) = {rx-(1-rx)M(S-s;rx)}/{(1-c.t)(l+M(S-s;rx))} (5.7) 
k=O 

Using (5.6), we have 

lim b:(i;rx) = v•(i;rx), 

where 
i - s 

i ~ s, 

v•(i;rx) = Ga(i) + L Ga(i-j)m(j;a)+K{rx-(1-rx)M(i-s;rx)} , i ~ s 
j=O 

(5.8) 
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From (5.8), (5.7), (5.5) and lemma 2.3(b), we have 

lim J:(S;a) = v*(S;a)/{(1-a)(l+M(S-s;a))} (5.9) 

Using (5.9), (5.8), (5.6), (5.2) and lemma 2.3(b), we obtain 

lim J;(i;a) = v•(i ; a)+ {a-(1-a)M(i-s;a)} limJ:(s;a), i ~ s (5.10) 
11 -+ 00 

The relations (5.l), (5.9) and (5.JO) in conjunction yield the solution for limf,,*(i;a). 
Since limfn(i;a) = limf/(i;a)+acµ/(1-a)-ci, we obtain after some calculations 
the following known result [8] 

lim fn(i;a) = g;/(l-a)+acµ /(1-a)-ci, i < s 

and 
i - s 

lim fnCi;a) = G,.(i) + L G,.(i-j)m(j;a)+{g;/(1-a)}{a-(1-a)M(i-s;a)} + 
n-co j = O 

+ ac;t/(l-a)-ci, i ~ s, 
where 

6 The (s,S) inventory model with a fixed lead time 

Suppose that an order placed in period t ( = l, 2, . . . ) is delivered at the beginning 
of period t + ..1., where ..1. is a fixed positive integer. There is a fixed discount factor a 
with O < a ~ l. Tn this section we consider the cases a = I and a < I simultaneously. 
We assume that the ordering costs are incurred at the time of delivery of the order. 
We shall demonstrate that the results of the sections 3, 4 and 5 carry over with a slight 
modification. 

The (s, S) policy is now based on the stock on hand plw, on order. Denote now by 
;s, and y, the stock on hand plus on order just before ordering and the stock on tiand 
plus on order just after ordering in period t. Since excess demands are backlogged, 
the stochastic processes {;s,} and fr,} behave exactly as they done in the (s,S) model 
with zero lead time. Since everything on order in period t will have arrived by period 
t+..1., we have that y,-({1 + ... +{, +.1.- i) is the stock on hand at the beginning of 
period t + ..1. just after any additions to stock. Suppose 

00 

L;.(k) = L L(k-j)<JP>(j) 
j ; O 

exists and is finite for any k. Clearly, L;.(k) represents the expected holding and short­
age costs in period t+..1., given that y 1 = k. 
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In the n-period model there are made only ordering decisions in the periods 
1, . .. , n and we denote by J.(i; a) the total expected (discounted) cost over the periods 
,1,+ 1, ... , ,1,+n all discounted to the beginning of period ,1,+ 1, when J"i = i. Using 
(3.1), we have (see also [8]) 

II 

fn(i;a) = L a' - 1 13"{ Kb(y,-J",)+(y,-J",)c+L;.(y,)IJ" 1 i}+ 
r= I 

n 

= L a'- 1 
@" { Kb(y,-J",) + L;.(y,) + c(l -a)y,IJ" 1 = i}-a"(d-c) 13"(J". + i!J" 1 = i) + 

t = I 

11 - l 

+ acµ L a' +a"d,1.µ-ci 
t = 0 

It will now be clear that the theorems 3.1, 4.1 and 5.1 remain valid provided that we 
replace L(k) by L;.(k), replace -ci by d,1,µ-ci in theorem 4.1 and replace -ci by 
a"d,1,µ- ci in theorem 5.1. 
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