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and (s, δL, ďδR) . . . . . . . . 104
5.4 A π-calculus process with unbounded branching . . . . . . . . . . . . 109

6.1 A transition system with infinitely many distinct labels . . . . . . . . 115
6.2 Bisimulation relation in the proof of Theorem 6.5 . . . . . . . . . . . 118
6.3 Enumerating odd numbers with an RTM∞ . . . . . . . . . . . . . . . 124
6.4 A labelled transition system with infinitely many orbits . . . . . . . . 125

v



vi FIGURES

6.5 Simulation of the transitions from a π-term . . . . . . . . . . . . . . . 131
6.6 A hierarchy of executability . . . . . . . . . . . . . . . . . . . . . . 135



Tables

4.1 The operational semantics of TSP . . . . . . . . . . . . . . . . . . . 53
4.2 The operational semantics of parallel composition in TCP . . . . . . . 54
4.3 The operational semantics of nesting and iteration . . . . . . . . . . . 56
4.4 The revised semantics of sequential composition . . . . . . . . . . . . 61
4.5 The revised semantics of iteration and nesting . . . . . . . . . . . . . 69

5.1 Structural operational semantics of the π-calculus . . . . . . . . . . . 93

vii



viii TABLES



Abstract

Computability and concurrency are two fundamental research areas in theoretical com-
puter science. Computability theory focuses on the aspect of computing algorithmi-
cally and concurrency theory focuses on modeling systems in a concurrent setting.
Classical computability theory lacks a facility to model a system with interaction,
whereas such a facility is presented in most process calculi from concurrency theory.
An integration of the two theories could provide a suitable solution to model and ana-
lyze systems with interaction. Executability theory is proposed to make such an inte-
gration on the basis of Reactive Turing Machines. However, many major differences
between the two theories lead to a lot of difficulties in the process of integration. This
thesis attempts to overcome some of the difficulties.

This thesis provides some evidence for the robustness of executability theory by
comparing Reactive Turing Machines to another interactive computation model. More-
over, this thesis also makes a comparison between a pushdown process, which is a
notion induced from computability theory, and a context-free process, which is a no-
tion from concurrency theory, by analysing and revising the operational semantics of
process calculi. In addition, this thesis applies executability theory to establish a frame-
work to evaluate the expressivity of process calculi. Several case studies are presented
on this issue, in which some variants of the process calculus TCP, the π-calculus and
mCRL2 are mentioned. Finally, this thesis proposes a nominal extension of executabil-
ity theory, which allows an application of the theory to a more general setting.
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Preface

I started to study concurrency theory in 2010 at Shanghai Jiao Tong University, bene-
fiting from an application for the BASICS lab for my summer internship programme.
In that summer, I read the book “Communication and Concurrency” of Robin Milner.
I struggled a lot since I was reading it all by myself. Fortunately, after two months, I
was able to answer some of the basic questions in concurrency theory. After my un-
dergraduate programme, I decided to start my master programme in the same group. I
was supervised by Prof. Yuxi Fu on a project to study algorithms to check equivalences
for process calculi. During the same period, I worked as a teaching assistant on three
courses: computability, discrete mathematics and algorithm. Those experiences as a
teaching assistant helped me to gain some basic knowledge about computability.

In 2013, I received an email from Dr. Bas Luttik and Prof. Jos Baeten about the
project named “A Theory of Executability”, which aims at an integrated theory to
bring together concurrency and computability. This email eventually brought me to
the Netherlands to work on this project at Eindhoven University of Technology since I
felt that it perfectly fits my background. I started this PhD project in April, 2014, and
spent four years on it. During the initial phase, I was given a copy of the PhD thesis
of Paul van Tilburg on the integration of process theory and automata theory. I learned
most of the basic knowledge about process theory and Reactive Turing Machines from
that thesis, which strengthened my confidence in working on this project.

After I acquired some knowledge on the subject of executability, I started to develop
my own research questions with Bas. We looked for many different models on interac-
tive computation and process calculi. Some comparisons had been conducted between
those models and ours, but we were not yet satisfied since the π-calculus cannot be per-
fectly fitted into our theory. We worked on an extension of executability theory based
on a nominal variant of Reactive Turing Machines. This storyline of research brought
us to a so called theory of nominal executability.

Meanwhile, I also received some research questions from Jos Baeten. I assisted
him in a course about models of computation at University of Amsterdam. We dis-

xi
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cussed several questions on the integration of process calculi and pushdown automata.
We could not reach desired results because of a phenomenon called transparency. We
resolved the dilemma by an idea of a revision of the semantics of the sequential com-
position operator. This work finally became a part of this thesis.

I wrote this thesis out of my research results in executability theory. Although there
are still many unanswered questions, unproved theorems and unestablished results left,
I hope this thesis provides an overview of our theory of executability and inspires us to
deliver further results on our theory of executability.
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Chapter 1

Introduction

The theory of executability that we shall discuss in this thesis is an integration of com-
putability theory and concurrency theory. Based on a reactive version of the Turing
Machine, our theory of executability aims to take advantage of both computability the-
ory and complexity theory and yields a method to evaluate the expressivity of process
calculi. This thesis addresses four aspects relevant for the theory of executability based
on Reactive Turing Machines: the robustness of the theory of executability based on
Reactive Turing Machines, a revision on the semantics of sequential composition, the
expressivity of the π-calculus, and an extension of a theory of executability.

1.1 Background
Our theory of executability is based on the research in two areas of theoretical com-
puter science, computability theory and concurrency theory. In this section, we briefly
introduce computability theory and concurrency theory in order to give an intuition
where our study stands in a bigger picture.

1.1.1 Computability Theory

The study of computability theory started in the 1930s and became the foundation of
theoretical computer science. The basic question in computability theory asks which
functions are computable. In classical computability theory, the notion of a computable
function on natural numbers characterizes the capability of a computing system. The
Turing Machine [80] was introduced by Turing and was accepted as one of the models

1



2 CHAPTER 1. INTRODUCTION

for computable functions. Many other models of computation, for instance, Church’s
λ-calculus [31], Kleene’s recursive functions [56], Shepherdson and Sturgis’ Random
Access Machines [78], etc., have turned out to be equivalent to Turing machines. The
above equivalences between models of computations give evidence for the famous
Church-Turing thesis, which rephrases the above equivalence as: every algorithmically
calculable function is a computable function.

A Turing machine mathematically models a machine that uses a tape to a compute
function. The machine has a finite set of control states. A finite set of tape symbols is
defined which the machine can read and write. The symbol on a tape cell is manipulated
using a tape head. The machine contains a program represented as a finite automaton,
formally defined by a transition. Informally, a Turing machine consists of:

1. A finite alphabet of tape symbols which contains a special symbol for the blank
tape cell.

2. A tape divided into consecutive cells. Each tape cell contains a tape symbol. The
tape is assumed to be extendable infinitely to the left and to the right.

3. A tape head that can read and write symbols in a certain tape cell, and can move
to the left or to the right.

4. A finite set of control states.

5. A finite set of instructions or transitions, which tell the machine in a certain state
and with a certain tape symbol under the tape head, which symbol it should write
in the tape cell, whether it should move the tape head one position to the left or
to the right, and what the next control state should be.

6. An initial state and a set of final states or accepting states.

A Turing machine can be used to model the procedure of computing a function on
natural numbers with a machine. We use the notion of a configuration, which consists
of a control state and a tape instance, to characterise the state of a Turing machine.
A computation of a Turing machine usually refers to a sequence of transitions made
by the Turing machine after its initial configuration in which a sequence of symbols
is written on the tape as the input in the initial state; and the sequence ends up in a
final state with a sequence of symbols written on the tape as the output. The Turing
machine divides functions into two classes, namely, computable functions and uncom-
putable functions. The above distinction inspires the study of computability theory, in
which many subjects were developed. For instance, in complexity theory, computable
functions are categorised into different classes of complexity; and in the arithmetical
hierarchy, uncomputable functions are categorised into different levels of hardness.
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1.1.2 Concurrency Theory

The classical theory of computability lacks a facility to analyze systems in a concurrent
setting. For example, an aeroplane has an autopilot system consisting of computers,
sensors, radars, engines, cables, etc. It is difficult to analyze such a system by com-
putability theory, e.g., by modeling it as a Turing machine. The system not only uses
computers to compute, it also uses sensors and radars to gather information, and sends
commands to engines through cables to fly the aeroplane. Not only computation, but
also interaction happens during the execution of such a system.

Concurrency theory studies models for concurrency and communication that may
specify and analyze a system such as an aeroplane. The study of concurrency the-
ory started from Dijkstra’s paper about a mutual exclusion problem [33]. Then Petri
proposed his Petri Net [74] as a mathematical modeling language for discrete event sys-
tems. Later, some process calculi were invented to specify the behaviour of concurrent
systems, for example, Milner’s CCS [67] Bergstra and Klop’s ACP [19] and Hoare’s
CSP [53]. With the development of concurrency theory, many process calculi were
defined for various purposes, such as the π-calculus [69], TCP [4] and mCRL2 [50].

The behaviour of a process specified in a certain process calculus can be charac-
terised by a labelled transition system. Structural operational semantics was introduced
as an approach to associate with every process a labelled transition system [1]. Var-
ious types of behavioural equivalences were also introduced to analyse the systems
specified in labelled transition system semantics, for instance, Park’s strong bisimula-
tion [72], Milner’s weak bisimulation [67] and van Glabbeek and Weijland’s branching
bisimulation [43]. An inventory of behavioural equivalences is made in van Glabbeek’s
paper culminating in the so-called linear time - branching time spectrum II [40]. In this
thesis, we pay special attention to the finest one in van Glabbeek’s article, which is
referred to as divergence-preserving branching bisimulation.

There are some major differences between computability theory and concurrency
theory. Firstly, computability theory considers functions on natural numbers and uses
language equivalence to measure the equivalence between Turing machines and be-
tween automata, whereas concurrency theory considers labelled transition systems and
uses other behavioural equivalences such as bisimulation. Secondly, concurrency the-
ory involves interaction which is not modeled in computability theory. Thirdly, the
result of the computation of a function is deterministic with respect to an input, but
the behavior of a concurrent system could be non-deterministic. Finally, from the per-
spective of concurrency theory, there is a notion of termination in computability theory,
which is often absent in models of concurrency theory.
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1.2 A Theory of Executability
Both computability theory and concurrency theory have limitations. Computability
theory lacks a facility to model interaction whereas interaction is a fundamental ele-
ment of almost every computing system. Concurrency theory would benefit from a
concurrent version of the Church-Turing thesis to evaluate the expressivity of process
calculi. The reason is that we could use the thesis to tell whether a process calculus is
expressive enough to specify every behaviour that could be executed by a computing
system or whether every behaviour specified in a process calculus could be executed
by a computing system. An integration of the two theories could be a good solution
to the questions above. Moreover, it would give evidence of a concurrent version of
the Church-Turing thesis. The thesis could be phrased as “every effectively executable
behaviour is an executable transition system”, where we use effective executable be-
haviour to refer to the behaviour that could be executed by some machine with a facility
to interact, and we use an executable transition system to refer to a mathematical char-
acterisation of transition systems that could be executed by an interactive variant of the
Turing machine.

The concurrent version of the Church-Turing thesis should be based on an interac-
tive model of computation. There are several interactive variants of Turing machines
in the literature.

1. In [45], Goldin, Smolka, Attie and Sonderegger presented their Persistent Turing
Machines (PTMs) and the associated notion of an interactive transition system.
The notion of PTMs aims to capture the intuitive notion of sequential interactive
computation by embedding a facility of interaction in every step of a computa-
tion.

2. In [60], van Leeuwen and Wiedermann modeled interactive computations as
stream translations, and they introduced Interactive Turing Machines (ITMs) to
characterise the class of interactively computable stream translations. Moreover,
they introduce a notion of interactive Turing machines with advice. ITMs with
advice use an advice function as an external computation resource and such a
utility enables the characterisation of an evolving system such as the Internet.

3. In [13], Baeten, Luttik and van Tilburg introduced a notion of executability based
on Reactive Turing Machines (RTMs) as an extension of the Turing machine in a
concurrent setting [13], see also [11, 12, 79].

In this thesis, we focus on the third variant. The purpose of Reactive Turing ma-
chines in executability theory is the same as that of Turing machines in computability
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theory. Every Turing machine computes a function whereas every Reactive Turing
Machine defines a transition system. A transition system associated with a Reactive
Turing Machine is called executable. Since the semantics of transition systems is pa-
rameterised by the choice of behavioural equivalences in concurrency theory, the notion
of executability is also parameterised by the choice of behavioural equivalences.

The idea to study a theory of executability was initialized in [7]. In [13], the notion
of executable transition systems was introduced, the existence of a universal Turing
machine was proved, the expressivity of a variant of TCP was studied with respect to
executable transition systems, and the relationship between Reactive Turing Machines
and persistent Turing machines was investigated. Following the work of Baeten, Luttik
and van Tilburg, we continue the research of a theory of executability on the basis of
Reactive Turing Machines.

In this thesis, we address four topics.

1. We study the robustness of Reactive Turing Machines as a means to define which
behaviour is executable. Robustness serves to validate the choice of a computa-
tional model. For instance, the robustness of the Turing Machines is based on the
equivalence between Turing Machines and other models such as λ-calculus and
recursive functions. We provide evidence to show that a Reactive Turing Ma-
chine is a proper model as a basis for the formalism of a theory of executability
by comparing it with other models that characterise interactive computation. In
the context of robustness, it was already shown in [13] that RTMs can simulate
PTMs. In this thesis, we consider van Leeuwen and Wiedermann’s theory of in-
teractive computation. They propose a notion of an Interactive Turing Machine
(ITM), and characterise interactive computation in terms of stream translations
that can be achieved by some ITMs. To establish the robustness of RTMs with
respect to ITMs, on the one hand, we show that ITMs naturally give rise to tran-
sition systems that can be executed by RTMs, and on the other hand, we need to
show that RTMs can be used to compute at least the same set of stream transla-
tions as ITMs.

2. We study the integration of computability theory and concurrency theory. Two
questions are considered for this topic. One is the comparison between the no-
tions in computability theory and the notions in concurrency theory. We are
interested in finding correspondences between the notions from each theory. For
instance, context-free grammars and pushdown automata are important notions
in computability theory or formal language theory [54]. In concurrency theory,
the corresponding concepts are usually referred to as context-free processes and
pushdown processes [79]. The study of the relationship between the above two
notions is then naturally a research question in a theory of executability. The
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other one is to find a reactively Turing powerful process calculus. Normally,
a reactively Turing powerful process calculus uses recursive specifications, but
sometimes recursive specifications are too complicated. We seek for some alter-
native way. A nesting operator introduced in [18] is considered as a suitable re-
placement of the recursive specification. The current semantics of the sequential
composition operator has a phenomenon called transparency, which is a major
obstacle to solve the two questions above. This thesis gives a revision to the se-
mantics of the sequential composition operator which helps us to solve the two
questions above.

3. We study the evaluation of the expressivity of process calculi using Reactive Tur-
ing Machines. We say a calculus is executable iff every transition system associ-
ated with the expression of the calculus is executable, and we say it is reactively
Turing powerful iff every transition system associated with some Reactive Tur-
ing Machine is equivalent to a transition system specified by an expression in the
calculus. The π-calculus [68, 77] is a popular process calculus in concurrency
theory. Its expressivity with respect to RTMs is an interesting case study for the
theory of executability.

4. We study the extension of executability theory. Many process calculi, such as
the π-calculus and mCRL2 [50], use infinitely many labels in their transition
system specifications. Such infinite sets of labels are not facilitated in a theory
of executability. We extend the theory of executability to infinite alphabets.

1.3 Thesis Outline
The main contributions of this thesis are as follows:

1. Chapter 3 compares the notion of an interactive Turing machine of van Leeuwen
and Wiedermann with our notion of a Reactive Turing Machine. We give se-
mantics to associate with every interactive Turing machine a labelled transition
system, and we show that it is executable modulo divergence-preserving branch-
ing bisimilarity. We also characterize the class of stream translations that can be
done by Reactive Turing Machines, and show that it coincides with the class of
stream translations done by interactive Turing machines. By analogy to inter-
active Turing machines with advice, we also investigate the effect of adding an
advice process to Reactive Turing Machines.

This chapter provides some evidence for the robustness of our theory of exe-
cutability. This chapter is based on the following publication:
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[63] B. Luttik and F. Yang. On the Executability of Interactive Computation. In
Proceedings of 12th Conference on Computability in Europe (CiE 2016), LNCS
9709, 2016, pp.312-322, Springer, 2016.

2. Chapter 4 addresses some problems in a process calculus that combines sequen-
tial composition and successful termination. We discuss the phenomenon of
transparency, which is caused by the current operational semantics of the se-
quential composition operator in the presence of intermediate termination. We
revise the semantics and solve two problems. One is to show that every context-
free process is equivalent to a pushdown process modulo strong bisimilarity;
the other one is to show that a process calculus with the nesting operator is re-
actively Turing powerful modulo divergence-preserving branching bisimilarity
without using recursion.

This chapter compares the notions in computability theory and concurrency the-
ory; moreover, it gives an application of the a theory of executability in evalu-
ating the expressivity of process calculi. This chapter is based on the following
publication:

[14] J.C.M. Baeten, B. Luttik and F. Yang. Sequential composition in the pres-
ence of intermediate termination (extended abstract). Proceedings Combined
24th International Workshop on Expressiveness in Concurrency and 14th Work-
shop on Structural Operational Semantics, (EXPRESS/SOS 2017), EPTCS 255,
2017, pp. 1-17.

3. Chapter 5 extensively studies the π-calculus in the context of a theory of exe-
cutability. We show that the π-calculus is reactively Turing powerful modulo
divergence-preserving branching bisimilarity. We also prove that a restricted
version of the π-calculus is executable modulo divergence-insensitive variant of
branching bisimilarity.

This chapter addresses a case study of evaluating the expressivity using the a
theory of executability. This chapter is based on the following publication:

[62] B. Luttik and F. Yang. Executable behaviour and the π-calculus (extended
abstract). In Proceedings 8th Interaction and Concurrency Experience (ICE
2015), EPTCS 189, 2015, pp. 37-52.

4. Chapter 6 proposes a theory of nominal executability. The standard theory of
executability assumes a finite alphabet, but we also consider an extension that
allows an infinite alphabet. We introduce the notion of a Reactive Turing Ma-
chine with atoms. We establish a theory of nominal executability introducing the
notion of nominal executable transition systems using Reactive Turing Machines



8 CHAPTER 1. INTRODUCTION

with atoms. We give a property of the class of nominally executable transition
systems independent of Reactive Turing Machines with atoms. We show that
every π-calculus process is nominally executable modulo branching bisimilar-
ity, and we show that it is not the case for the calculus mCRL2. Together with
the more general notion of an infinitary Reactive Turing Machine, we establish
a part of the hierarchy of executability with respect to the sets we allow in the
definition of Reactive Turing Machines.

This chapter extends a theory of executability to fit the study of expressivity in a
more general setting. This chapter is based on the following report:

[64] B. Luttik and F. Yang. Reactive Turing Machines with Infinite Alphabets.
CoRR,abs/1610.06552, 2016.

The thesis is concluded with some remarks and open problems in the theory of
executability.



Chapter 2

Preliminaries

In this chapter, we first briefly recap the basic definitions of labelled transition systems
and behavioural equivalences. Then, we introduce the notion of Reactive Turing Ma-
chines and the induced notion of executable transition systems. Several basic results
and proof techniques regarding to the theory of executability are introduced. Moreover,
we propose a general framework to evaluate the absolute expressivity of process calculi
and other models of interactive computation.

2.1 A Characterisation of Discrete-event Behaviour

2.1.1 Labelled Transition Systems
We use transition systems to represent the behaviour of discrete-event systems. We
assume a countably infinite set of action symbols. A transition system is parameterised
by a subsetA of the set of action symbols, denoting the observable events of a system.
We shall later impose extra restrictions on A, e.g., requiring that it be finite or have a
particular structure, but for now we letA be just an arbitrary abstract set. We extendA
with a special symbol τ, which intuitively denotes the event that the system performs
an unobservable action. We shall abbreviate A ∪ {τ} by Aτ. We let a, b, c range over
Aτ.

Definition 2.1 (labelled transition systems). An Aτ-labelled transition system (LTS)
is a 4-tuple (S,−→, ↑, ↓), where

1. S is a set of states;

9
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2. −→ ⊆ S ×Aτ × S is anAτ-labelled transition relation;

3. ↑ ∈ S is the initial state; and

4. ↓ ⊆ S is the set of terminating (final) states.

We write s
a
−→ t for (s, a, t)∈−→, we write s ↓ if s ∈ ↓, and we write s 6

a
−→ if there

is no a-labelled transition at all from s and s 6−→ if there is no transition from s. Let

−→ be an Aτ-labelled transition relation on a set S, and let a ∈ Aτ; we write s
(a)
−→ t

for the formula “s
a
−→ t ∨ (a = τ ∧ s = t)”. Furthermore, we denote the transitive

closure of
τ
−→ by −→+ and the reflexive-transitive closure of

τ
−→ by −→∗.

In later chapters, we also use the version of transition systems that does not distin-
guish terminating states, that is, the ↓ component is omitted from the notion of labeled
transition system as defined in 2.1 (↓= ∅).

Definition 2.2 (reachability). Let T = (S,−→, ↑, ↓) be a labelled transition system and
let s, t ∈ S. We define a word w = a1 . . . an ∈ A

∗ as a sequence of actions. We write
s

w
−→

∗

t iff there exist states s0, . . . , sn ∈ S such that

s = s0−→
∗ a1
−→−→

∗s1 . . .−→
∗ an
−→−→

∗sn = t .

If s
w
−→

∗

t for some w ∈ A∗, then we say that t is reachable from s in T .
We denote the set of reachable states from a state s as follows:

Reach(s) = {s′ ∈ S | ∃w ∈ A∗. s
w
−→

∗

s′} .

2.1.2 Behavioural Equivalences
In concurrency theory, language equivalence is arguably too coarse as a behavioural
equivalence for reactive systems since it abstracts from all moments of choice [4]. A
bunch of behaviourial equivalences is used extensively in concurrency theory. We refer
to [40] for a spectrum of behavioural equivalences proposed in the literature.

We first introduce the notion of strong bisimulation, originally proposed by Park
in [72], extended with termination conditions. This equivalence relation does not dis-
tinguish τ-transitions from other labelled transitions.

Definition 2.3 (strong bisimilarity). Let T = (S,−→, ↑, ↓) be a transition system. A
strong bisimulation is a relation R ⊆ S×S such that for all states s, t ∈ S, sRt implies:

1. if s
a
−→ s′, then there exists t′∈S, such that t

a
−→ t′, and s′Rt′;
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2. if t
a
−→ t′, then there exists s′∈S, such that s

a
−→ s′, and s′Rt′;

3. if s ↓, then t ↓; and

4. if t ↓, then s ↓.

The states s and t are strongly bisimilar (notation: s ↔ t) iff there exists a strong
bisimulation R such that sRt.

Strong bisimilarity is the largest strong bisimulation on labeled transition systems,
and it is denoted by↔.

Strong bisimilarity does not take into account the intuition associated with the label
τ that it stands for an unobservable internal activity. Therefore, it is too strong for some
purposes. To this end, we proceed to introduce the notion of (divergence-preserving)
branching bisimilarity, proposed by van Glabbeek and Weijland in [43], which does
treat τ-transitions as unobservable events. Another reason for adopting (divergence-
preserving) branching bisimilarity is that it is the finest behavioural equivalence in van
Glabbeek’s linear time - branching time spectrum [40]. We now proceed to introduce
the definition of (the divergence-insensitive variant of) branching bisimilarity.

Definition 2.4 (branching bisimilarity). Let T = (S,−→, ↑, ↓) be a transition system.
A branching bisimulation is a relation R ⊆ S × S such that for all states s, t ∈ S, sRt
implies:

1. if s
a
−→ s′, then there exist t′, t′′ ∈ S, such that t −→∗ t′′

(a)
−→ t′, sRt′′ and s′Rt′;

2. if t
a
−→ t′, then there exist s′, s′′ ∈ S, such that s −→∗ s′′

(a)
−→ s′, s′′Rt and s′Rt′;

3. if s ↓, then there exists t′ such that t −→∗ t′, sRt′ and t′ ↓; and

4. if t ↓, then there exists s′ such that s −→∗ s′, s′Rt and s′ ↓.

The states s and t are branching bisimilar (notation: s ↔b t) iff there exists a branching
bisimulation R, s.t. sRt.

Note that branching bisimilarity is the largest branching bisimulation on labelled
transition systems, and it is denoted by ↔b. It is also referred to as the divergence-
insensitive variant of branching bisimilarity.

We shall consider both the divergence-insensitive and the divergence-preserving
variants of branching bisimilarity. The divergence-preserving variant is also referred
to as branching bisimilarity with explicit divergence in [40, 43]. In this thesis, we use
the term divergence-preserving branching bisimilarity. The divergence preservation
condition is defined as follows.
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Definition 2.5 (divergence preservation condition). Let T = (S,−→, ↑, ↓) be a tran-
sition system. A branching bisimulation R on T is divergence-preserving iff, for all
states s and t, sRt implies:

1. if there exists an infinite sequence (si)i∈N such that s = s0, si
τ
−→ si+1 and siRt

for all i ∈ N, then there exists a state t′ such that t −→+ t′ and s jRt′ for some
j ∈ N; and

2. if there exists an infinite sequence (ti)i∈N such that t = t0, ti
τ
−→ ti+1 and sRti for

all i ∈ N, then there exists a state s′ such that s −→+ s′ and s′Rt j for some j ∈ N.

The states s and t are divergence-preserving branching bisimilar (notation: s ↔∆
b t) iff

there exists a divergence-preserving branching bisimulation R such that sRt.

The largest divergence-preserving branching bisimulation relation on labelled tran-
sition systems is divergence-preserving branching bisimilarity, denoted by ↔∆

b . It has
been proved that branching bisimilarity is an equivalence relation on labelled transition
systems [15], and so is divergence-preserving branching bisimilarity [42].

Sometimes, we leave out the termination condition for some models that do not use
explicit termination, i.e., the condition is void for transition systems with ↓= ∅, as we
will do in Chapters 3, 5 and 6.

2.1.3 Congruence
Congruence is an important property for equivalence relations on process calculi. It
will be used to establish proofs of bisimilarity in Chapter 4 and Chapter 5. Moreover,
in equational theory [4], a behavioural equivalence can only be axiomatized if it is a
congruence.

Definition 2.6 (congruence). An equivalence relation R on a process calculus C is
called a congruence iff siRti for i = 1, ..., ar( f ) implies f (s1, . . . , sar( f ))R f (t1, . . . , tar( f )),
where f is an operator of C, ar( f ) is the arity of f , and si, ti are processes defined in C.

(Divergence-preserving) branching bisimilarity is not a congruence with respect to
most process calculi. For instance, it is not a congruence for the process calculus TCP
since it is not compatible with the nondeterministic choice operator [4]. In order to
obtain a congruence relation, a rootedness condition needs to be introduced.

Definition 2.7 (rootedness condition). A (divergence-preserving) branching bisimu-
lation R on a transition system (S,−→, ↑, ↓) satisfies the rootedness condition for a pair
of states s, t ∈ S, if sRt and
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1. if s
a
−→ s′, then t

a
−→ t′ for some t′ such that s′Rt′;

2. if t
a
−→ t′, then s

a
−→ s′ for some t′ such that s′Rt′;

3. if s ↓, then t ↓; and

4. if t ↓, then s ↓.

States s and t are rooted (divergence-preserving) branching bisimilar (notation: s ↔(∆)
rb

t) iff there exists a divergence-preserving branching bisimulation R that satisfies the
rootedness condition for s and t.

We can extend the above relations (↔, ↔b, ↔
∆
b , and ↔∆

rb) to relations over two
transition systems by taking the disjoint union of the two transition systems, and two
transition systems are bisimilar iff their initial states are bisimilar in the union. Namely,
for two transition systems T1 = (S1,−→1, ↑1, ↓1) and T2 = (S2,−→2, ↑2, ↓2), whenever
the sets of states of T1 and T2 are disjoint, then one can just take the union of the two
transition systems. If the sets of states of T1 and T2 are not disjoint, then one should
first make them disjoint. We present the following pairing trick as a way to make them
disjoint. We pair every state s ∈ S1 with 1 and every state s ∈ S2 with 2. We have
T ′i = (S′i ,−→

′

i , ↑
′
i , ↓
′
i) for i = 1, 2 where S′i = {(s, i) | s ∈ Si}, −→

′

i= {((s, i), a, (t, i)) |
(s, a, t) ∈−→i}, ↑′i= (↑i, i), and ↓′i= {(s, i) | s ∈↓i}. We say T1 ≡ T2 iff there exists a
behavioural equivalence ≡ on T = (S′1 ∪ S

′
2,−→

′

1 ∪ −→
′

2, ↑
′
1, ↓
′
1 ∪ ↓

′
2) such that ↑′1≡↑

′
2.

2.1.4 Bisimulation up to
We also introduce the notion of bisimulation up to ↔b, which will be a useful tool
in Chapter 4 and Chapter 5. Note that we adopt a non-symmetric bisimulation up to
relation.

Definition 2.8 (bisimulation up to↔b). Let T = (S,−→, ↑, ↓) be a transition system.
A relation R ⊆ S × S is a bisimulation up to↔b iff, whenever sRt, then for all a ∈ Aτ:

1. if s −→∗ s′′
a
−→ s′, with s ↔b s′′ and a , τ∨ s′′ 6↔b s′, then there exists t′ such

that t
a
−→ t′, s′′ ↔b◦R t and s′ ↔b◦R t′;

2. if t
a
−→ t′, then there exist s′, s′′ such that s −→∗ s′′

a
−→ s′, s′′ ↔b s and

s′ ↔b◦R t′;

3. if s ↓, then there exists t′ such that t −→∗ t′, sRt′ and t′ ↓; and

4. if t ↓, then there exists s′ such that s −→∗ s′, s′Rt and s′ ↓.
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s1 s2 s3

s′1

τ↔b

↔b R

↔b

↔b◦R

(a) Case 1(a)

s1 s2 s3

s′1

s′′2

s′2

s′′4

s′4 s′3

a

τ∗

a

a

↔b R

↔b

↔b

↔b ↔b

R

R

↔b◦R

(b) Case 1(b)

s1 s2 s3

s′′1

s′1

s′′2

s′2 s′4 s′3

τ∗

a

τ∗

a

a

↔b R

↔b

↔b ↔b R

↔b

↔b◦R

↔b◦R

(c) Case 2

Figure 2.1: The proof of Lemma 2.9



2.2. REACTIVE TURING MACHINES 15

We prove that a bisimulation up to↔b is a branching bisimulation relation.

Lemma 2.9 (bisimulation up to↔b). If R is a bisimulation up to↔b, then R ⊆ ↔b.

Proof. It is sufficient to prove that ↔b◦R is a branching bisimulation, for ↔b is re-
flexive. Let s1, s2, s3 ∈ S and s1 ↔b s2 R s3. We establish the proof as illustrated in
Figure 2.1.

1. Suppose s1
a
−→ s′1. We distinguish two cases to show that condition 1 of Defini-

tion 2.4 is satisfied:

(a) If a = τ and s1 ↔b s′1, then s′1 ↔b s1 ↔b s2, so s′1 ↔b◦R s3. So condition
1 is satisfied.

(b) Otherwise, we have a , τ ∨ s1 6↔b s′1. Then, since s1 ↔b s2, according to

Definition 2.4, there exist s′′2 and s′2 such that s2 −→
∗ s′′2

a
−→ s′2, s1 ↔b s′′2

and s′1 ↔b s′2. Note that s2 ↔b s1 ↔b s′′2 , so we can apply condition 1 of

Definition 2.8. Then we have there exist s′′4 , s′4 and s′3 such that s3
a
−→ s′3

and s′′2 ↔b s′′4 R s3 and s′2 ↔b s′4 R s′3. Since s′1 ↔b s′2 ↔b s′4 and s′4 R s′3,
it follows that s′1 ↔b◦R s′3. So condition 1 is satisfied.

2. If s3
a
−→ s′3, we show that condition 2 of Definition 2.4 is satisfied. According

to Definition 2.8, there exist s′′2 , s′2 and s′4 such that s2 −→
∗ s′′2

a
−→ s′2, s′′2 ↔b s2,

s′2 ↔b s′4 and s′4Rs′3. Thus, we have s′2 ↔b◦R s′3. since s1 ↔b s2 ↔b s′′2 and

s′′2
a
−→ s′2, by Definition 2.4, there exist s′′1 and s′1 such that s1 −→

∗ s′′1
(a)
−→ s′1

with s′′1 ↔b s′′2 and s′1 ↔b s′2. Since s′′2 ↔b◦R s3 and s′2 ↔b◦R s′3, it follows
that s′′1 ↔b◦R s3 and s′1 ↔b◦R s′3. So condition 2 is satisfied.

Moreover, the termination conditions of Definition 2.4 are also satisfied by Defini-
tion 2.8.

Therefore, a branching bisimulation up to↔b is included in↔b. �

We can also modify the definition of bisimulation up to make it a relation on two
transition systems. Not surprisingly, the above lemma still holds.

2.2 Reactive Turing Machines

2.2.1 Definition and Semantics
The notion of Reactive Turing Machines (RTM) [13] was introduced as an extension
of Turing machines to define which behaviour is executable by a computing system
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in terms of labelled transition systems. The definition of RTMs is parameterised with
the set Aτ, which we now assume to be a finite set. Furthermore, the definition is
parameterised with another finite set D of data symbols. We extend D with a special
symbol � < D to denote a blank tape cell, and denote the set D ∪ {�} of tape symbols
byD�.

Definition 2.10 (Reactive Turing Machine). A Reactive Turing Machine (RTM) is a
quadruple (Q, 7→, Ini,Fin), where

1. Q is a finite set of states;

2. 7→ ⊆ Q ×D� ×Aτ ×D� × {L,R} × Q is a finite collection of (D� ×Aτ × D� ×

{L,R})-labelled transitions (we write s
a[d/e]M
7−−−−−−→t for (s, d, a, e,M, t) ∈ 7→);

3. Ini ∈ Q is a distinguished initial state; and

4. Fin ⊆ Q is a finite set of final states.

We shall use the symbolR to represent the set of all RTMs. Intuitively, the meaning

of a transition s
a[d/e]M
7−−−−−−→t is that whenever the RTM is in state s, and d is the symbol

currently read by the tape head, then it may execute the action a, write symbol e on the
tape (replacing d), move the read/write head one position to the left or the right on the
tape (depending on whether M = L or M = R), and then end up in state t.

To formalise the intuitive understanding of the operational behaviour of RTMs, we
associate with every RTM M an Aτ-labelled transition system T (M). The states of
T (M) are the configurations ofM, which consist of a state from S, its tape contents,
and the position of the read/write head. We denote by Ď� = {ď | d ∈ D�} the set of
marked symbols; a tape instance is a sequence δ ∈ (D� ∪ Ď�)∗ such that δ contains
exactly one element of the set of marked symbols Ď�, indicating the position of the
read/write head. We adopt a convention to concisely denote an update of the placement
of the tape head marker. Let δ be an element ofD∗�. Then by δ< we denote the element
of (D� ∪ Ď�)∗ obtained by placing the tape head marker on the right-most symbol of δ
(if it exists), and �̌ otherwise. Similarly >δ is obtained by placing the tape head marker
on the left-most symbol of δ (if it exists), and �̌ otherwise.

Definition 2.11 (LTSs associated with RTMs). LetM = (Q, 7→, Ini,Fin) be an RTM.
The transition system T (M) associated withM is defined as follows:

1. its set of states is the set Con fM = {(s, δ) | s ∈ Q, δ a tape instance} of all
configurations ofM;
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2. its transition relation −→ ⊆ Con fM ×Aτ ×Con fM is a relation satisfying, for
all a ∈ Aτ, d, e ∈ D� and δL, δR ∈ D

∗
�:

• (s, δLďδR)
a
−→ (t, δL

<eδR) iff s
a[d/e]L
7−−−−−→t,

• (s, δLďδR)
a
−→ (t, δLe >δR) iff s

a[d/e]R
7−−−−−→t;

3. its initial state is the configuration (Ini, �̌); and

4. its set of final states is the set {(s, δ) | δ a tape instance, s ∈ Fin}.

We use an example from Van Tilburg [79] to illustrate the semantics of Reactive
Turing Machines.

Example 2.12 (an example of RTM). Assume thatA = {c!d, c?d | c = {i, o}, d ∈ D�}.
We use i and o to represent the input and output channel of the RTM, respectively. The
label c!d denotes an output of symbol d at the channel c, and c?d denotes an input of
symbol d at the channel c. We define an RTMM = (S, 7→, Ini,Fin) as follows:

1. Q = {1, 2, 3, 4, 5, 6};

2. 7→ = {(1,�, i?1, 1,R, 1), (1,�, i?], ], L, 2), (2, 1, τ, 1, L, 2), (2,�, τ,�,R, 3),
(3, 1, τ, 1,R, 4), (3, ], τ,�, L, 5), (4, 1, τ, 1,R, 3), (4, ], τ,�, L, 6),
(5, 1, o!1,�, L, 5), (5,�, o!],�,R, 1), (6, 1, τ,�, L, 6), (6,�, τ,�,R, 1)};

3. Ini = 1; and

4. Fin = {1}.

The transitions of M are represented in Figure 2.2. We use a double square to mark
a state as final. The RTM first inputs a string, consisting of an arbitrary number of 1s
followed by a symbol ]. It stores the string and returns to the beginning of the string.
Then, it starts a loop to verify whether the number of 1s is odd or even. If it is odd,
then the RTM simply removes the string from the tape and returns to the initial state;
otherwise, it outputs the string, removes the string from the tape, and returns to the
initial state.

2.2.2 Parallel Composition
The RTM are used to model interaction. We equip RTMs with a simple form of com-
munication, and define parallel composition on RTMs. We let C be a finite set of
channels and we let RTMs communicate through the channels with a set of symbols
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1start 2 3 4

5 6

i?1[�/1]R

i?][�/]]L

τ[1/1]L

τ[�/�]R
τ[1/1]R

τ[]/�]L

τ[1/1]R

τ[]/�]L

o!1[1/�]L

o!][�/�]R

τ[1/�]L

τ[�/�]R

Figure 2.2: An example of RTM

A′ = {c!d, c?d | c ∈ C, d ∈ D�}, where A′ ⊆ A. We use c!d to denote an event
that outputs a symbol d through the channel c, and c?d to denote an event that inputs a
symbol d through the channel c, respectively.

We first define a notion of parallel composition on transition systems.

Definition 2.13 (parallel composition on LTSs). Let T1 = (S1,−→1, ↑1, ↓1) and T2 =

(S2,−→2, ↑2, ↓2) be transition systems, and let C′ ⊆ C. The parallel composition of T1
and T2 is the transition system [T1 ‖ T2]C′ = (S,−→, ↑, ↓), with:

1. S = S1 × S2;

2. (s1, s2)
a
−→ (s′1, s

′
2) iff a ∈ Aτ − {c!d, c?d | c ∈ C′, d ∈ D�} and either

(a) s
a
−→ s′1 and s2 = s′2, or s1 = s′1 and s2

a
−→ s′2,

(b) a = τ and either s1
c!d
−→ s′1 and s2

c?d
−→ s′2, or s1

c?d
−→ s′1 and s2

c!d
−→ s′2 for

some c ∈ C′ and d ∈ D�;

3. ↑ = (↑1, ↑2); and
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4. ↓ = {(s1, s2) | s1 ↓1 ∧ s2 ↓2}.

We define a similar notion of parallel composition on the transition systems asso-
ciated with RTMs.

Definition 2.14 (parallel composition on RTMs). Let M1 = (Q1, 7→1, Ini1,Fin1) and
M2 = (Q2, 7→2, Ini2,Fin2) be RTMs, and let C′ ⊆ C. The parallel composition ofM1
and M2 is denoted by M = [M1 ‖ M2]C′ . The transition system T ([M1 ‖ M2]C′ )
associated withM is the parallel composition of the transition systems associated with
M1 andM2, i.e., T ([M1 ‖ M2]C′ ) = [T (M1) ‖ T (M2)]C′ .

Example 2.15 (an example of parallel composition). We let M denote the RTM in
Figure 2.2. LetA as in Example 2.12 and let E = (SE, 7→E, IniE,FinE) denote the RTM
with the transitions in Figure 2.3 that simulates an environment defined as follows:

1. SE = {1, 2, 3, 4};

2. 7→E = {(1,�, τ, 1,R, 2), (2,�, τ,�, L, 3), (3, 1, τ, 1, L, 3),
(3,�, τ,�,R, 4), (4, 1, i!1, 1,R, 4), (4,�, i!], 1,R, 2)};

3. IniE = 1; and

4. FinE = {1}.

Then, the parallel composition [M ‖ E]{i} has the behaviour of outputting the string
11]1111] . . . ]1n] . . . (n ≥ 2 and n is an even natural number).

1start 2 3

4

τ[�/1]R τ[�/�]L
τ[1/1]L

τ[�/�]R

i!1[1/1]R

i!][�/1]R

Figure 2.3: An RTM that enumerates and sends the string 1]11]111] . . .
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2.3 Executable Behaviours
Turing machines were introduced to define the notion of an effectively computable func-
tion [80]. By analogy, the notion of RTMs can be used to define a notion of effectively
executable behaviour in terms of transition systems.

Definition 2.16 (executable LTSs). A transition system T is executable modulo a be-
havioural equivalence ≡ iff there exists an RTMM such that T ≡ T (M).

Remark 2.17. The notion of executable transition systems is parameterized by the
choice of behavioural equivalence. We refer to van Glabbeek’s linear time - branching
time spectrum [40] for a collection of known behavioural equivalences; we only use
a small fraction of the behavioural equivalences from the spectrum in this thesis. The
spectrum of behavioural equivalences gives rise to a spectrum of executability. For
instance, executability modulo the divergence-insensitive variant of branching bisimi-
larity is different from executability modulo divergence-preserving branching bisimi-
larity. We provide evidence (e.g., in Section 5.3) that the transition systems associated
with some process calculus (e.g., the finite π-calculus) are executable modulo a coarser
notion of behavioural equivalence (e.g., the divergence-insensitive variant of branch-
ing bisimilarity), but not modulo a finer notion (e.g., divergence-preserving branching
bisimilarity).

Next, we introduce a characterisation of executable labelled transition systems
modulo (divergence-preserving) branching bisimilarity that is independent of the no-
tion of RTM. In order to recapitulate some results from Baeten, Luttik and van Tilburg [13],
we need the following definitions, pertaining to the recursive complexity and branching
degree of transition systems.

Definition 2.18 (effective LTSs). Let T = (S,−→, ↑, ↓) be a transition system. We say
that T is effective iff S andAτ have a suitable encoding (Gödel numbering); −→ and ↓
are recursively enumerable sets with respect to that encoding .

The mapping out : S → 2Aτ×S associates with every state its set of outgoing
transitions, i.e., for all s ∈ S, out(s) = {(a, t) | s

a
−→ t}.

Definition 2.19 (computable LTSs). Let T = (S,−→, ↑, ↓) be a transition system. We
say that T is computable iff out is a recursive function and ↓ is a recursive set, again
with respect to some suitable encoding.

Definition 2.20 (branching degree). Let T = (S,−→, ↑, ↓) be a transition system, and
let B ∈ N be a natural number. We say that T has a branching degree bounded by B if
|out(s)| ≤ B for all s ∈ S. We call it finitely branching if |out(s)| is finite for every state
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s ∈ S, and bounded branching if there exists a B ∈ N such that the branching degree of
T is bounded by B.

The following results were established in [13].

Proposition 2.21 (LTSs associated with RTMs). The transition system T (M) associ-
ated with an RTMM is computable and boundedly branching.

Theorem 2.22 (boundedly branching computable LTSs). For every finite set Aτ and
every boundedly branching computable Aτ-labelled transition system T, there exists
an RTMM such that T ↔∆

b T (M).

Theorem 2.23 (effective LTSs). For every finite setAτ and every effectiveAτ-labelled
transition system T there exists an RTMM such that T ↔b T (M).

Remark 2.24. Note that in the above two theorems, we require the set of labels Aτ to
be finite. This is not the case for some process calculi, such as the π-calculus [69],
mCRL2 [49], and the value-passing calculus [36], etc. The transition systems associ-
ated with the above process calculi sometimes use infinite sets of action labels, so they
are trivially not executable. We impose some infinite sets in the definition of Reac-
tive Turing Machines in Chapter 6 to adapt the notion of executable transition systems
to infinite alphabets. Furthermore, we establish variants of the above theorems with
infinite sets.

At this point, we focus on finite alphabets. We proceed to make a connection
between the two theorems above. In [75], Phillips associates with every effective tran-
sition system a branching bisimilar computable transition system of which, moreover,
every state has a branching degree of at most 2.

Proposition 2.25 (effective and boundedly branching LTSs). For every effective tran-
sition system T there exists a boundedly branching computable transition system T ′

such that T ↔b T ′.

However, we shall see in Section 2.4 that this result is no longer valid modulo
divergence-preserving branching bisimilarity. Introducing divergence is unavoidable.
In other words, effective transition systems and boundedly branching computable tran-
sition systems coincide modulo the divergence-insensitive variant of branching bisim-
ilarity; but the notion of boundedly branching computable transition system is strictly
included in the notion of effective transition system modulo divergence-preserving
branching bisimilarity.
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2.4 Divergence
In this section, we discuss some phenomena related to divergence in a transition sys-
tem. In particular, we shall notice the role played by divergence in enumeration and
simulation of unbounded branching behaviour. We first give the definition of diver-
gence.

Definition 2.26 (divergence). Let T = (S,−→, ↑, ↓) be a transition system, and let
s ∈ S. We say that T has a divergence if there exists an infinite sequence (si)i∈N in S
such that s = s0, and si

τ
−→ si+1 for all i ∈ N.

2.4.1 Enumeration with Divergence
Divergence can be introduced to enumerate the elements of a recursively enumerable
set. Concerning Proposition 2.25, every boundedly branching computable transition
system is effective, and there exist effective transition systems that are neither com-
putable nor boundedly branching. A crucial insight from Phillips’ proof is that a diver-
gence can be exploited to simulate a state with a recursively enumerable set of outgoing
transitions. We use an example from [13] which is inspired by [32] to show that diver-
gence is unavoidable.

Example 2.27 (divergence is unavoidable). Assume that A = {a, b} and consider a
transition system T1 = (S1,−→1, ↑1, ↓1) defined as follows:

1. S = {s1,x, t1,x | x ∈ N};

2. −→1 = {(s1,x, a, s1,x+1) | x ∈ N} ∪ {(s1,x, b, t1,x | x ∈ N};

3. ↑1 = s1,0; and

4. ↓1 = {t1,x | φx(x) converges}.

The transition system is depicted in Figure 2.4. Note that φx is the x-th partial com-
putable function under the standard enumeration of Gödel [44], see also [76].

We rephrase the analysis from [13] to show that there does not exist a computable
transition system to simulate T1 modulo divergence-preserving branching bisimilarity.

We suppose that T2 = (S2,−→2, ↑2, ↓2) is a transition system such that T1 ↔
∆
b T2,

witnessed by some divergence-preserving branching bisimulation relation R. Now we
argue that T2 is not computable by deriving a contradiction from the assumption that it
is.
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s1,0start s1,1 s1,2 s1,3

t1,0 t1,1 t1,2 t1,3

a

b

a

b

a

b

a

b

Figure 2.4: The transition system T1

Clearly, since T1 does not admit infinite sequences of τ-transitions, if R satisfies
the divergence preservation condition, then T2 does not admit infinite sequences of τ-
transitions either. It follows that if s1Rs2, then there exists a state s′2 in T2 such that
s2 −→

∗

2 s′2, s1Rs′2 and there does not exist any τ-transition from s′2. Moreover, since T2
is computable and does not admit infinite sequences of consecutive τ-transitions, a state
s′2 satisfying the aforementioned properties is produced by the algorithm that, given a
state of T2, selects an enabled τ-transition and recurses on the target of the transition
until it reaches a state in which no τ-transitions are enabled. But then we also have an
algorithm that determines if φx(x) converges:

1. it starts from ↑2;

2. it runs the algorithm to find a state without outgoing τ-transitions, and then it
repeats the following steps x times:

(a) it executes an a-transition to reach the resulting state;
(b) then it runs the algorithm to find a state without outgoing τ-transitions

again;

since ↑1 R ↑2, it is not hard to see that the above procedure yields a state s2,x in
T2 such that s1,xRs2,x;

3. it executes the b-transition from the state s2,x, and then again runs the algorithm
to find a state without outgoing τ-transitions; the resulting state is t2,x, without
any outgoing transitions such that t1,xRt2,x.

It follows from the definition of ↓1 and t1,xRt2,x that t2,x ↓ iff φx(x) converges.
Therefore, we have reduced the problem of deciding whether φx(x) converges to decid-
ing whether t2,x ↓. Since it is undecidable if φx(x) converges, it follows that ↓2 is not
recursive, which contradicts the assumption that T2 is computable.
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Hence, for executable transition systems, it is unavoidable to introduce a divergence
to simulate the procedure of enumeration. This also gives us some further insight in
the result of Theorem 2.23 that only the divergence-insensitive variant of branching
bisimilarity can be achieved.

2.4.2 Unbounded Branching
Divergence can be used to simulate the behaviour in a state with a high branching
degree using states with lower branching degrees; the idea stems from [5] and is gen-
eralised in [75] to prove the statement of Proposition 2.25. We proceed to discuss
a criterion to decide whether a transition system is not executable up to divergence-
preserving branching bisimilarity, which is based on the notion of branching degree up
to ↔∆

b . We will use this criterion in Section 5.3, where we are going to establish that
not every finite π-calculus process is executable up to divergence-preserving branching
bisimilarity.

Definition 2.28 (branching degree up to ↔∆
b ). Let T = (S,−→, ↑, ↓) be a transition

system and let us denote by [s]↔∆

b
the equivalence class of s ∈ S modulo↔∆

b , i.e.,

[s]↔∆

b
= {s′ ∈ S | s ↔∆

b s′} .

The branching degree up to↔∆
b of s, denoted by deg↔∆

b
(s), is defined as the cardinality

of the set{
(a, [s′]↔∆

b
) | ∃s′′. s −→∗ s′′

a
−→ s′ & s ↔∆

b s′′ & (a = τ =⇒ s′′ 6↔∆
b s′)

}
.

The branching degree up to↔∆
b of T is the supremum of the branching degrees up

to↔∆
b of all reachable states, which is defined as

deg↔∆

b
(T ) = sup({deg↔∆

b
(s) | s ∈ Reach(↑)}) .

We say that T is boundedly branching up to ↔∆
b if there exists B ∈ N, such that

deg↔∆

b
(T ) ≤ B, otherwise it is unboundedly branching up to↔∆

b .

Lemma 2.29 (branching degree up to ↔∆
b ). Let T1 = (S1,−→1, ↑1, ↓1) and T2 =

(S2,−→2, ↑2, ↓2) be Aτ-labelled transition systems, let s ∈ S1, and t ∈ S2. If s ↔∆
b t,

then deg↔∆

b
(s) = deg↔∆

b
(t).

Proof. Clearly, if there exist s′′, s′ ∈ S1 and a ∈ Aτ such that s −→∗1 s′′
a
−→1 s′, then

it is straightforward to derive from the definition of↔∆
b that there also exist t′′, t′ ∈ S2
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such that t −→∗2 t′′
a
−→2 t′, and s′ ↔∆

b t′. Conversely, if there exist t′′, t′ ∈ S2

and a ∈ Aτ such that t −→∗2 t′′
a
−→2 t′, then there also exist s′′, s′ ∈ S1 such that

s −→∗1 s′′
a
−→1 s′, and s′ ↔∆

b t′. In the first case, if a = τ, then it is required that
s′′ 6↔∆

b s′; and in the second case, if a = τ, then it is required that t′′ 6↔∆
b t′. Hence,

there is a bijective correspondence between the sets{
(a, [s′]↔∆

b
)
∣∣∣∣∣∃s′′. s −→∗1 s′′

a
−→1 s′ & s ↔∆

b s′′ & (a = τ =⇒ s′′ 6↔∆
b s′)

}
and {

(a, [t′]↔∆

b
)
∣∣∣∣∣∃t′′. t −→∗2 t′′

a
−→2 t′ & t ↔∆

b t′′ & (a = τ =⇒ t′′ 6↔∆
b t′)

}
.

It follows that deg↔∆

b
(s) = deg↔∆

b
(t). �

By analogy to Definition 2.26, we also introduce the notion of divergence up to
↔∆

b .

Definition 2.30 (divergence up to ↔∆
b ). A divergence up to ↔∆

b in a transition system

is an infinite sequence of reachable states s1, s2, . . . such that s1
τ
−→ s2

τ
−→ · · · and

si ↔
∆
b s j for all i, j ∈ N.

The following lemma shows that, in the absence of a divergence up to↔∆
b , bound-

edly branching transition systems are boundedly branching up to↔∆
b .

Lemma 2.31 (boundedly branching up to ↔∆
b ). If a transition system is boundedly

branching and does not have a divergence up to ↔∆
b , then it is boundedly branching

up to↔∆
b .

Proof. Let T be a boundedly branching transition system and suppose that T does not
have a divergence up to ↔∆

b . Then there exists B ∈ N such that |out(s)| ≤ B for all
states s of T . It suffices to prove that deg↔∆

b
(s) ≤ B for all states s of T . To this end,

let s be a state of T . Since T does not have a divergence up to ↔∆
b , there exists t such

that s −→∗ t, s ↔∆
b t and there does not exist t′ such that t

τ
−→ t′ and t ↔∆

b t′. Then{
{(a, [t′]↔∆

b
)
∣∣∣∣∣∃t′′. t −→∗ t′′

a
−→ t′ & t ↔∆

b t′′ & (a = τ =⇒ t′′ 6↔∆
b t′)

}
=

{
(a, [t′]↔∆

b
)
∣∣∣∣∣ t a
−→ t′

}
.
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From s ↔∆
b t it follows by Lemma 2.29 that deg↔∆

b
(s) = deg↔∆

b
(t), so

deg↔∆

b
(s) = deg↔∆

b
(t) = |{(a, [t′]↔∆

b
) | t

a
−→ t′}| ≤ |{(a, t′) | t

a
−→ t′}| = |out(t)| ≤ B .

We conclude that T is boundedly branching up to↔∆
b . �

Thus we conclude the following theorem from Proposition 2.21, Lemma 2.29 and
Lemma 2.31.

Theorem 2.32 (unboundedly branching up to ↔∆
b ). If a transition system T has no

divergence up to↔∆
b and is unboundedly branching up to↔∆

b , then it is not executable
modulo↔∆

b .

Proof. We suppose that T is executable modulo ↔∆
b , then it follows that there exists

an RTMM such that T (M) ↔∆
b T . By Proposition 2.21, T (M) is boundedly branch-

ing. As T has no divergence up to ↔∆
b and T (M) ↔∆

b , it follows that T (M) has no
divergence up to↔∆

b . By Lemma 2.31, T (M) is boundedly branching up to↔∆
b . Then

from Lemma 2.29, we have that T is also boundedly branching, which contradicts our
assumption. �

2.5 A Framework of Expressivity
The expressivity of process calculi has been addressed extensively in the recent decades.
There are, roughly, two approaches studying the expressivity of a process calculus.
One is to provide an encoding of one process calculus into another, which implies
that the expressivity of the latter is at least as great as the former. Gorla presented a
unified approach on the encodability of process calculi in [47], which allows us to es-
tablish separation results for process calculi. Many results on relative expressivity have
been established by providing an encoding from a process calculus into another (see,
e.g., [71, 79, 55], etc.).

Another approach is to compare the expressivity of a model with a standard model,
i.e., a model that has a power that is equivalent to Turing machines. Milner established
in [68] that the π-calculus is Turing powerful, by exhibiting an encoding of the λ-
calculus [31] in the π-calculus by which every reduction in the λ-calculus is simulated
by a sequence of reductions in the π-calculus. Similarly, in [28] several expressivity
results for variants of CCS are obtained via an encoding of Random Access Machines,
and also those results only make claims about the computational expressivity of the cal-
culi. In [37], Fu studied the integration of computation and interaction and proposed a
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minimal model of communication to evaluate the absolute expressivity of other mod-
els. Moreover, the relative expressivity of two models is compared using a notion of
subbisimilarity (see, e.g., [38]).

We exploit the theory of executability as a tool to measure the absolute expressiv-
ity of models in concurrency theory. We use M to denote a collection of models in
concurrency theory. M contains:

1. a miscellaneous collection of process calculus, e.g., CCS [67], CSP [53], ACP [19],
the Theory of Communicating Processes (TCP) [4], the π-calculus [69, 77],
mCRL2 [49] and the value-passing calculus [36], etc.;

2. variants of Turing machines, e.g., the persistent Turing machine [45] and the
interactive Turing machine [60], etc.;

3. other Turing complete models that include a facility to model interaction, e.g.
Abstract State Machines [51].

We use the notion of executable transition system to characterise the expressive
power of practical computing systems. It is naturally a criterion on the expressivity
of models from M. In the remainder of this thesis, we shall compare the expressivity
of the models from M and Reactive Turing Machines in terms of the transition sys-
tems associated with them. Moreover, we shall use behavioural equivalences. As we
have explained in Section 2.1, an ideal result on expressivity is established modulo
divergence-preserving branching bisimilarity, since it is the finest behavioural equiva-
lence we know that abstracts from τ-transitions, and captures the moment of choices,
divergence and termination. Moreover, we consider a result as a better one if it is mod-
ulo a finer notion of behavioural equivalence comparing to a result that is modulo a
coarser notion of behavioural equivalence.

Sometimes, a model in the literature (e.g., the interactive Turing machines, see
more details in Chapter 3) does not involve a semantics that allows us to associate
with it a transition system. Then, we shall give it a proper semantics to enable the
investigation of expressivity with respect to Reactive Turing Machines.

We exhibit our framework of absolute expressivity in Figure 2.5. Given a model
C ∈ M, we naturally raise two questions with respect to an arbitrary behavioural equiv-
alence ≡.

1. Is C reactively Turing powerful modulo ≡?

2. Is C executable modulo ≡?

Let C ∈ M be an arbitrary model, and let ≡ be an arbitrary behavioural equivalence
relation. We associate with every process P ∈ C a transition systemT (P). We useT (R)



28 CHAPTER 2. PRELIMINARIES

C

T (C)

R

T (R)
Reactively Turing powerfulness: T (C) v≡ T (R)

Executability: T (C) w≡ T (R)

Figure 2.5: A framework of expressivity

to denote that the set of transition systems associated with all Reactive Turing Machines
and use T (C) to denote the set of transition systems associated with all processes in C.
We give formal definitions of the above two properties. We use T (C1) v≡ T (C2) to
denote the set of transition systems associated with the processes from C1 ∈ M is a
subset of the set of transition systems associated with the processes from C2 ∈ M

modulo ≡.

Definition 2.33 (reactively Turing powerfulness). If for every Reactive Turing Ma-
chine M, there exists a process P ∈ C such that T (P) ≡ T (M), then we say C is
reactively Turing powerful modulo ≡, i.e., T (R) v≡ T (C).

Definition 2.34 (executability). If for every process P ∈ C, there exists a Reactive
Turing MachineM such that T (M) ≡ T (P), then we say C is executable modulo ≡,
i.e., T (C) v≡ T (R).

Remark 2.35. Note that apart from labelled transition systems, we also consider other
semantics associated with a model C. For instance, in Section 3.3, we shall consider
ω-translations of associated interactive Turing machines. We compromise by finding a
subset of Reactive Turing Machines that is suitable for ω-translations. Therefore, we
can compare the expressivity of interactive Turing machines and Reactive Turing Ma-
chines in two ways, both with respect to labelled transition systems, and with respect
to ω-translations.



Chapter 3

Interactive Computation

According to the Church-Turing thesis, the classical Turing machine adequately for-
malises which functions from natural numbers to natural numbers are effectively com-
putable. There is, however, a considerable semantic gap between computing the result
of a function applied to a natural number and the way computing systems operate nowa-
days. Modern computing systems are reactive, they are in continuous interaction with
their environment, and their operation is not supposed to terminate. Quite a number
of extended models of computation have been proposed in recent decades to study the
combination of computation and interaction (see, e.g., the collection in [46]). In this
chapter we compare Interactive Turing Machines and Reactive Turing Machines.

Van Leeuwen and Wiedermann have developed a theory of interactive computa-
tion from the stance that an interactive computation can be viewed as a never-ending
exchange of symbols between a component and its unpredictable interactive environ-
ment [57]. Semantically, this amounts to studying the recognition, generation and
translation of infinite streams of symbols. In [58], the notion of interactive Turing ma-
chine (ITM) is put forward as a tool to formally characterise which stream translations
are interactively computable.

An ITM is subsequently extended with an (uncomputable) advice mechanism in
order to obtain a non-uniform machine model. An advice could be considered as an
oracle that tells the machine how to evolve as time goes by. Many systems evolve,
and a typical example is the Internet. The Internet changes every moment as a result
of the upgrading of the programmes, the replacement of hardware, the modification of
network structures, etc. Such an evolving mechanism cannot be predicted by a pre-
defined “function”, therefore, an advice that characterises the evolving of the system
was introduced as a compliment to an ITM. Van Leeuwen and Wiedermann argue that

29
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the resulting model of interactive Turing machines with advice is as powerful as their
model of evolving finite automata, and they conclude from this, on intuitive grounds,
that ITMs with advice are adequate to model evolving systems such as the Internet [82].
Moreover, in a recent article by Cabessa and Villa it is shown that ITMs with advice
are as powerful as the model of interactive evolving recurrent neural networks for com-
puting stream translations [29].

The model of interactive Turing machines focusses on capturing the computational
content of sequential interactive behaviour. The included mechanism of interaction is
therefore limited to achieving this goal, and does not easily generalise to more than
one distributed component, nor does it allow for more fine-grained considerations of
the behaviour of reactive systems. The behavioural theory of reactive systems, on the
other hand, has focussed on aspects of modelling, specification and verification (see,
e.g., [3]).

The aim of this chapter is to make a connection between the theory of interactive
computability and the theory of reactive systems, providing a comparison of the mod-
els of ITMs and RTMs in both their semantic domains. We shall first, in Section 3.1,
recapitulate the theory of interactive computability by introducing the notion of ITMs
and ω-translations. Then, in Section 3.2 we present a transition-system semantics for
ITMs; the transition system associated with an ITM is executable up to a fine notion
of behavioural equivalence. In Section 3.3 we shall identify a subclass of RTMs that
can be considered suitable for stream translation, and prove that the stream translation
associated with an RTM in this subclass is interactively computable. In Section 3.4
we consider an extension of RTMs with an advice mechanism adapted from the advice
mechanism considered for ITMs. RTMs with advice can execute every countable tran-
sition system, at the cost of introducing divergence in the computation. The chapter
concludes by some remarks and a discussion of future work in Section 3.5.

3.1 Interactive Turing Machines and ω-Translation
In this section, we briefly introduce the theory of interactive computation proposed by
van Leeuwen and Wiedermann.

In [60], van Leeuwen and Wiedermann present an analysis of interactive compu-
tation on the basis of a component C (thought to behave according to a deterministic
program) interacting with an unpredictable environment E. As exhibited in Figure 3.1,
they discuss the consequences of a few general postulates pertaining to the behaviour
and interaction of C and E for interactive recognition, interactive generation and in-
teractive translation. In their analysis, the component C acts as a stream transducer,
transforming an infinite input stream of data symbols from Σ = {0, 1} presented by E
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C E

i0, i1, i2, . . . , ik, . . .

o0, o1, o2, . . . , ok, . . .

Figure 3.1: A model of interactive computation

at its input port into an infinite output stream of symbols from Σ produced at its output
port. Henceforth, by an ω-translation we mean a mapping φ : Σω → Σω (with Σω

denoting the set of streams, i.e., infinite sequences, over Σ).
Interactive computation is a step-wise process. It is not required that the environ-

ment offers a symbol in every step, nor that the component produces a symbol in every
step. For the purpose of modelling components, however, it is convenient to record
that nothing is offered or produced. The symbol λ is used to indicate the situation
that no symbol is offered at the input port or produced at the output port, and we let
Σλ = Σ ∪ {λ}. It is assumed that when E offers a non-λ symbol in some step, then the
component C produces a non-λ symbol at its output port within finitely many steps,
and vice versa; this assumption is referred to as the interactiveness (or finite delay)
condition in the work of van Leeuwen and Wiedermann.

In order to formally define which ω-translations are interactively computable by a
computational device, van Leeuwen and Wiedermann proposed the notion of interac-
tive Turing machine [58, 59]. It extends the classical notion of Turing machine with
an input port and an output port, through which it exchanges an infinite, never ending
stream of data symbols with its environment. Interactive Turing machines use a two-
way infinite tape as memory on which they can write symbols from some presupposed
set D� of tape symbols, not necessarily disjoint from Σ and including the special �
symbol to denote an empty tape cell. Our formal definition below is adapted from [81]
(but we leave out the distinction between internal and external states). Here we safely
restrict the machines to work with a single tape, since multi-tape machines cannot cal-
culate any more functions than single-tape machines [52, 66], which is also valid for
interactive Turing machines.

Definition 3.1 (interactive Turing machines). A (deterministic) interactive Turing ma-
chine (ITM) with a single work tape is a triple I = (Q,−→I, qin), where
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1. Q is its set of states;

2. −→I: Q ×D� × Σλ → Q ×D� × {L,R} × Σλ is a transition function; and

3. qin ∈ Q is its initial state.

The contents of the tape of an ITM may be represented by an element of (D�)∗ (the
set of finite sequences of symbols in D�). We denote by Ď� = {ď | d ∈ D�} the set
of marked symbols; a tape instance is a sequence δ ∈ (D� ∪ Ď�)∗ such that δ contains
exactly one element of Ď�. The marker indicates the position of the tape head.

Intuitively, a transition (q, d)
i/o
−→I (q′, e) from the transition function means that

whenever the ITM is in state q, its tape head reads the symbol d, and input symbol i
is offered at its input port, then it replaces the symbol d by the symbol e on its tape,
moves the tape head one position in the direction of M, produces the output symbol o
at its output port and then continues in state q′.

A computation of an ITM I = (Q,−→I, qin) is an infinite sequence of transitions

(qin, �̌) = (q0, δ0)
i0/o0
−→I (q1, δ1)

i1/o1
−→I · · · (qk, δk)

ik/ok
−→I · · · . (3.1)

The input stream associated with the computation in (3.1) is obtained from i0, i1, . . . by
omitting all occurrences of λ, and the output stream associated with the computation in
(3.1) is obtained from o0, o1, . . . by omitting all occurrences of λ. A pair (~x, ~y) ∈ Σω×Σω

is an interaction pair associated with I if there exists a computation of Iwith ~x as input
stream and ~y as output stream. The set of all interaction pairs associated with an ITM
I is called its interactive behaviour. In Section 3.2 we present a more refined view on
its behaviour when we associate with every ITM a transition system. A computation of
the form in (3.1) is interactive iff, for all k ∈ N, if ik , λ, then there exists ` ≥ k such
that o` , λ. The computation in (3.1) is input-active iff ik , λ for all k ∈ N.

An ITM satisfies the interactiveness condition if all its computations are interac-
tive. Clearly, if a deterministic ITM I satisfies the interactiveness condition, then its
interactive behaviour is total, in the sense that for every ~x ∈ Σω there is at least one
~y ∈ Σω such that (~x, ~y) is an interaction pair of I. Note that we only consider the com-
putations with non-empty inputs, therefore, the input-active condition is necessary. By
confining our attention to the input-active computations—which, in the terminology of
[60], corresponds to adopting the full environmental activity postulate—, we may then
associate with every such ITM an ω-translation: we say that ITM I produces ~y on input
~x if (~x, ~y) is the interaction pair associated with an input-active computation of I.

Definition 3.2 (interactively computableω-translation). Anω-translation φ : Σω → Σω

is interactively computable iff there exists a deterministic ITM satisfying the interac-
tiveness condition that produces φ(~x) on input ~x for all ~x ∈ Σω.
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Van Leeuwen and Wiedermann present in [60] a characterisation of the interac-
tively computable ω-translations by showing that they can be approximated by classi-
cally computable partial functions on finite sequences over Σ. For finite and infinite
sequences ~x and ~y, we write ~x ≺ ~y if ~x is a finite and strict prefix of ~y, and ~x � ~y if ~x ≺ ~y
or ~x = ~y. We use the following definition of monotonic functions and limit-continuous
functions.

Definition 3.3 (monotonic and limit-continuous functions). 1. A partial function

f : Σ∗ ⇀ Σ∗

is monotonic if for all ~x, ~y ∈ Σ∗ such that ~x ≺ ~y and f (~y) is defined, it holds that
f (~x) is defined as well and f (~x) � f (~y).

2. A partial function
φ : Σω ⇀ Σω

is called limit-continuous if there exists a classically computable monotonic par-
tial function f : Σ∗ ⇀ Σ∗ such that φ(limk→∞ ~xk) = limk→∞ f (~xk) for all strictly
increasing chains ~x1 ≺ ~x2 ≺ · · · ≺ ~xk ≺ · · · with ~xk ∈ Σ∗.

In [60] a criterion of the interactively computable ω-translations is presented by
using limit-continuous functions.

Theorem 3.4 (interactively computable vs limit-continuality). A total ω-translation is
interactively computable iff it is limit-continuous.

3.2 Executability of Interactive Turing Machines
In this section we associate a transition system with every ITM, and then prove that it
is executable modulo divergence-preserving branching bisimilarity. It is convenient to
consider input and output as separate actions in the transition system associated with
an ITM. We denote by ?i the action of inputting the symbol i ∈ Σ, and by !o the action
of outputting the symbol o ∈ Σ; we letAτ = {?i, !o | i, o ∈ Σ} ∪ {τ}.

Definition 3.5 (LTSs associated with ITMs). Let I = (Q,−→I, qin) be an ITM. The
transition system T (I) associated with I is defined as follows:

1. its set of states is the set {(s, δ) | s ∈ Q∪{so | o ∈ Σλ, s ∈ Q}, δ is a tape instance};

2. its transition relation −→ is the least relation satisfying, for all s, t ∈ Q, i, o ∈ Σλ,
d, e ∈ D�, and δ, δL, δR ∈ D

∗
�:
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• (s, δLďδR)
?i
−→ (to, δL

<eδR) iff (s, d, i) −→I (t, e, L, o) and i ∈ Σ,

• (s, δLďδR)
?i
−→ (to, δLe >δR) iff (s, d, i) −→I (t, e,R, o) and i ∈ Σ,

• (s, δLďδR)
τ
−→ (to, δL

<eδR) iff (s, d, i) −→I (t, e, L, o) and i = λ,

• (s, δLďδR)
τ
−→ (to, δLe >δR) iff (s, d, i) −→I (t, e,R, o) and i = λ,

• (so, δ)
!o
−→ (s, δ) iff o ∈ Σ, and (so, δ)

τ
−→ (s, δ) iff o = λ.

3. its initial state is the configuration (qin, �̌).

To show that every transition systems associated with an ITM can be simulated

by an RTM, it is convenient to allow RTMs to have transitions of the form s
a[d/e]S
7−−−−−→t,

where S is a stay transition with no movement of the tape head. We refer to such
machines as RTMs with stay transitions. The operational semantics of RTMs can be
extended to an operational semantics for RTMs with stay transitions by adding the

clause: (s, δLďδR)
a
−→ (t, δLěδR) iff s

a[d/e]S
7−−−−−→t. The transition system of an RTM with

stay transitions can be simulated by an RTM up to divergence-preserving branching
bisimilarity.

Lemma 3.6 (RTM with stay transitions). The transition system associated with an
RTM with stay transitions is executable up to divergence-preserving branching bisimi-
larity.

Proof. We suppose thatM = (Q, 7→ , Ini) is an RTM with stay transitions, and its tran-
sition system is T (M). We define a normal RTMM′ = (Q1, 7→ 1, Ini1) that simulates
T (M) as follows, for all s, t ∈ Q and d, e ∈ D�:

1. Q1 = Q ∪ {st | s, t ∈ Q};

2. s
a[d/e]L
7−−−−−→1t iff s

a[d/e]L
7−−−−−→t;

3. s
a[d/e]R
7−−−−−→1t iff s

a[d/e]R
7−−−−−→t;

4. s
a[d/e]L
7−−−−−→1st and st

τ[d/d]R
7−−−−−→1t iff s

a[d/e]S
7−−−−−→t; and

5. Ini1 = Ini.

Then it is straightforward to show that T (M′) ↔∆
b T (M). �

The following lemma shows that every transition system associated with an ITM
can be simulated by an RTM.
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Lemma 3.7 (Simulating transition systems associated with ITMs). For every ITM I
there exists an RTMM, such that T (I) ↔∆

b T (M).

We let I = (Q,−→I, qin) be an ITM. By Lemma 3.6, it is enough to show that
there exists an RTM with stay transitionsM satisfying T (M) ↔∆

b T (I). We construct
M = (Q, 7→ , Ini) as follows:

1. Q = I ∪ O, where I = Q and O = {so | o ∈ Σλ, s ∈ Q};

2. the transition relation −→ is defined by:

(a) s
?i[d/e]M
7−−−−−−→to if (s, d, i) −→I (t, e,M, o),

(b) so
!o[e/e]S
7−−−−−−→s for all s ∈ S, o ∈ Σλ; and

3. Ini = qin.

Then according to Definitions 2.11 and 3.5, the transition systems T (M) and T (I) are
identical, and therefore T (M) ↔∆

b T (I).
As a consequence we have the following theorem.

Theorem 3.8 (executability of ITM). The transition system associated with an ITM is
executable modulo divergence-preserving branching bisimilarity.

3.3 Executable ω-Translations

Recall that an ω-translation is defined to be interactively computable if, and only if, it
can be realised by an ITM. RTMs are designed for investigating the expressive power
of transition systems, rather than ω-translations, and not every RTM naturally has an
ω-translation associated with it. Imposing some restrictions on the formalism of RTMs,
however, we shall define a subclass of RTMs with which an ω-translation is naturally
associated. The ω-translation realised by such an RTM is then called executable, and
we shall establish that an ω-translation is interactively computable if, and only if, it is
executable.

By analogy to the systems described in the theory of interactive computation, we
let the RTMs for ω-translations execute in steps, in such a way that with every step a
pair of input and output actions can be associated. With every infinite computation of
the RTM we can then associate an interaction pair, and the RTM will thus give rise to
an ω-translation.
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Definition 3.9 (RTM for ω-translations). Let Aτ = {?i, !o | i, o ∈ {0, 1}} ∪ {τ}, and
letM = (Q, 7→ , Ini) be an RTM with Aτ as its set of labels. ThenM is an RTM for
ω-translations if it satisfies the following properties:

1. the set of states Q is partitioned into disjoint sets I of input states and E of exe-
cution states, i.e., Q = I ∪ E and I ∩ E = ∅;

2. the initial state Ini is an input state, i.e., Ini ∈ I;

3. for a transition s
a[d/e]M
7−−−−−−→t, if s ∈ I, then we have a ∈ {?0, ?1} and t ∈ E; if s ∈ E,

then we have a ∈ {!0, !1, τ} and t ∈ I;

4. for all (s, d) ∈ E ×D�, there is exactly one transition of the form s
a[d/e]M
7−−−−−−→t; and

5. for all (s, d) ∈ I × D�, there are exactly two transitions of the form s
a[d/e]M
7−−−−−−→t,

one with a =?0 and the other one with a =?1.

In the following lemma we establish some properties of the transition system asso-
ciated with an RTM for ω-translation.

Lemma 3.10 (I/O LTS). Let M be an RTM for ω-translation. Then the transition
system T (M) = (SM,−→M, ↑M) satisfies the following properties:

1. (Alternation) The set of states SM is partitioned into a set of input states IM and
a set of output states EM, i.e., SM = IM ∪ EM and IM ∩ EM = ∅. For every
transition s

a
−→ s′, if s ∈ IM, then a ∈ {?0, ?1} and s′ ∈ EM; if s ∈ EM, then

a ∈ {!0, !1, τ} and s′ ∈ IM.

2. (Unambiguity) For every s ∈ EM, there is exactly one outgoing transition s
a
−→

s′ with a ∈ {!0, !1, τ}.

3. (Totality) For every s ∈ IM, there are exactly two outgoing transitions, labelled
with ?0 and ?1, respectively.

Proof. Note that a state in SM is a configuration (s, δ) of M, and we can make a
partition of the set of all configurations according to the control states. If s ∈ I, then
we have (s, δ) ∈ IM; if s ∈ E, then we have (s, δ) ∈ EM, where I and E are defined in
Definition 3.9. We show the three properties in the lemma as follows.

1. (Alternation) By condition 1 in Definition 3.9, we have Q = I ∪E and I ∩E = ∅,
from which it follows that SM = IM ∪ EM and IM ∩ EM = ∅; moreover, by

condition 2, for a transition s
a[d/e]M
7−−−−−−→t, if s ∈ I, then we have a ∈ {?0, ?1} and
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t ∈ E; if s ∈ E, then we have a ∈ {!0, !1, τ} and t ∈ I, from which it follows that
for every transition s

a
−→ s′, if s ∈ IM, then a ∈ {?0, ?1} and s′ ∈ EM; if s ∈ EM,

then a ∈ {!0, !1, τ} and s′ ∈ IM.

2. (Unambiguity) By condition 3 in Definition 3.9, for all (s, d) where s ∈ E and d ∈

D�, there is exactly one transition s
a[d/e]M
7−−−−−−→t, from which it follows that for every

s ∈ EM, there is exactly one outgoing transition s
a
−→ s′ with a ∈ {!0, !1, τ}.

3. (Totality) By condition 4 in Definition 3.9, for all (s, d) where s ∈ I and d ∈

D�, there are exactly two transitions of the form s
a[d/e]M
7−−−−−−→t, with a =?0 or a =

?1, respectively, which infers that for every s ∈ IM, there are two outgoing
transitions labelled by ?0 and ?1, respectively.

�

We call a transition system that satisfies the conditions of Lemma 3.10 an i/o la-
belled transition system (I/O LTS). Moreover, by an analogy to the interactiveness con-
dition for ITMs, we impose an interactiveness condition on RTMs for ω-translation.

Definition 3.11 (interactive I/O LTS). An i/o transition system is interactive, if for

every s ∈ S and s
?i
−→ s0 with i ∈ {0, 1}, and for every sequence s0

a0
−→ s1

a1
−→ · · · ,

there exists a natural number k, such that sk
!o
−→ sk+1 with ak =!o and o ∈ {0, 1}.

An RTM for ω-translation is interactive if the associated i/o transition system is.

We define the ω-translation realized by an RTM by defining the ω-translation re-
alized by the i/o transition system associated with it. Let T = (S,−→, ↑) be an i/o
transition system, let s ∈ S, and let σ ∈ Aω, say σ = a0, a1, . . .; we write s

σ
−→ if

there exist s0, s′0, s1, s′1, . . . ∈ S such that s = s0, and si −→
∗ s′i

ai
−→ si+1 for all i ≥ 0.

(By −→∗ we denote the reflexive-transitive closure of the relation
τ
−→.) If σ ∈ Aω and

s
σ
−→, then σ is a weak infinite trace from s. We denote by Tr∞w (s) the set of weak

infinite traces from s, i.e.,

Tr∞w (s) = {σ ∈ Aω | s
σ
−→} .

Definition 3.12 (the ω-translation realized by an interactive I/O LTS). Let T be an i/o
transition system, and s0 be the initial state. For σ ∈ Tr∞w (s0), the input stream realised
by σ is the stream ~x ∈ Σω such that ~x = x1x2 . . ., where x j = i if ?i is the j-th input
action in σ, and similarly for the output stream realized by σ.

We define (~x, ~y) ∈ {0, 1}ω × {0, 1}ω as the pair of input and output streams realized
by σ as follows.
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1. Its input stream is ~x = x1x2 . . ., where x j = i, if ?i is the j-th input action in σ,
and

2. its output stream is ~y = y1y2 . . ., where y j = o, if !o is the j-th output action in σ.

We say that T realizes ω-translation φ : Σω → Σω iff, for every ~x ∈ Σω, there exists
a trace σ ∈ Tr∞w (s0) with ~x as its input stream, and for every such trace, its output
stream is ~y = φ(~x).

We can now define when an ω-translation is executable.

Definition 3.13 (executable ω-translation). An ω-translation is executable if it can be
realized by an executable i/o transition system.

Note that not every i/o transition system gives an ω-translation. The following
example shows that the interactiveness condition is necessary.

I0start E0 I1 E1 Ik Ek

?0

?1
τ

?0

?1

?0

?1

Figure 3.2: Interactivess is necessary for ω-translation

Example 3.14. Let T = (S,−→, ↑) be the i/o transition system in Figure 3.2 defined
as follows:

1. S = {Ik | k ∈ N} ∪ {Ek | k ∈ N};

2. S = {(Ik, ?0, Ek) | k ∈ N} ∪ {(Ik, ?1, Ek) | k ∈ N} ∪ (Ek, τ, Ik) | k ∈ N);

3. ↑= I0.

T satisfies all the conditions in Lemma 3.10, however, it is not interactive. It does not
realize any ω-translation, since no output stream is given from T .

The following lemma establishes that we can associate with every interactive i/o
transition system an ω-translation.

Lemma 3.15 (interactive I/O LTS). If an i/o transition system is interactive, then it
realises an ω-translation.
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Proof. Let T be an i/o interactive transition system, and let s0 be the initial state of T .
By Definition 3.12, we need to show that there exists an ω-translation φ such that for
every ~x ∈ Σω, there exists a trace σ ∈ Tr∞w (s0) with input stream ~x, and for every trace
with input stream ~x, its output stream is ~y = φ(~x).

By the alternation condition in Lemma 3.10, every σ ∈ Tr∞w (s0) is of the form
i0o0i1o1 . . . where i j ∈ {?0, ?1} and o j ∈ {!0, !1, τ}. Let ~x be an arbitrary input stream,
by the totality condition in Lemma 3.10, we can find a trace σ ∈ Tr∞w (s0) with input
stream ~x.

Moreover, given a trace σ with an infinite input stream ~x, by interactiveness, it
always produces an infinite output stream ~y.

Finally, by unambiguity, there do not exist two traces sharing the same input stream.
It follows that for every trace with input stream ~x, its output stream is ~y. Hence, we
relate with every input stream a unique output stream, in a way, we get a ω-translation
from T . �

We mapped every interactive i/o transition system to an ω-translation. Then we
imposed an executability restriction on i/o transition systems, which maps every exe-
cutable and interactive i/o transition system to an executable ω-translation. Now we
proceed to establish a correspondence between the executable ω-translations and the
interactively computable ω-translations.

It is not hard to show the following lemmas.

Lemma 3.16 (I/O LTSs and ω-translations). Let T1 and T2 be two interactive i/o tran-
sition systems, and T1 ↔b T2. Then they realize the same ω-translation.

Proof. We let s1 and s2 be the initial states of T1 and T2, respectively. As T1 ↔b T2,
we have that for every σ ∈ Tr∞w (s1), there exists a trace σ′ ∈ Tr∞w (s2), and they share
the same input and output stream, and vice versa. It follows that T1 and T2 realize the
same ω-translation. �

Lemma 3.17 (limit of traces of I/O LTS). Let T be an executable interactive i/o tran-
sition system, let s0 be its initial state, and let g be a function defined as follows:

g : Σ∗ → Σ∗ ,

satisfying that if g(x) = y, then for every σ ∈ Tr∞w (s0) with input ~x and output stream ~y,
if x ≺ ~x, then y ≺ ~y. Then g is computable.

Proof. We consider a finite trace from s0, and associate with such a trace its input
and output sequences in a similar way as defined in Definition 3.12. By Lemma 3.15,
there is only one finite trace with x as its input sequence; let y be the associated output
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sequence. By totality, for every x ∈ Σ∗, there exists such a finite trace with y = g(x)
as the associated output sequence. Therefore, the function g is computable if the finite
traces associated with every input sequence x are computable.

As T is executable, the transition relation of i/o transition system is computable.
We can design a computable procedure to simulate the execution of T on every input
sequence x ∈ Σ∗. So g is computable. �

We have the following theorem.

Theorem 3.18 (executable ω-translation). An ω-translation is executable iff it is a
limit-continuous total function.

Proof. We let φ be an ω-translation.

1. For the “only if” part, we assume that φ is executable, and show that it is a limit-
continuous total function. It suffices to show that there exists a computable total
function g : Σ∗ → Σ∗, such that g is monotonic and for all strictly increasing
chains u1 ≺ u2 ≺ . . . ≺ ut ≺ . . . with ut ∈ Σ∗ (t ≥ 1), one has φ(limt→∞ ut) =

limt→∞ g(ut).

We assume that φ is realized by an executable interactive i/o transition system T ,
and we let s0 be the initial state of T . By Lemma 3.17 the following function is
computable: g : Σ∗ → Σ∗, satisfying that if g(x) = y, then for every σ ∈ Tr∞w (s0)
with input stream ~x and output stream ~y, if x ≺ ~x, then y ≺ ~y. By unambiguity
and totality, g is a monotonic and total computable function.

Moreover, for a strictly increasing chain u1 ≺ u2 ≺ . . . ≺ ut ≺ . . . with ut ∈ Σ∗

for t ≥ 1, the computation of limt→∞ g(ut) is the execution of a trace σ with the
input stream limt→∞ ut. Hence we have φ(limt→∞ ut) = limt→∞ g(ut).

Thus, g is the computable total function we need, and it follows that φ is a com-
putable limit-continuous total function.

2. For the “if” part, we assume that φ is a total limit-continuous function, and de-
sign an RTM M to realize this translation. By Theorem 3.4, φ is interactively
computable by some ITM M′. According to Definition 3.5 and Lemma 3.10,
the transition system associated withM′ is an i/o transition system. Moreover,
according to Theorem 3.8, it is an executable i/o transition system. Therefore,
we have shown that φ is an executable ω-translation by Lemma 3.16.

�

By Theorem 3.4 and Theorem 3.18, we have the following corollary.
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Corollary 3.19 (executable ω-translation). An ω-translation is executable iff it is in-
teractively computable.

Therefore, the classes of computable limit-continuous functions, interactively com-
putable ω-translations and executable ω-translations coincide.

3.4 Advice
In [58], the computational power of evolving interactive systems is studied using ITMs.
Particularly, a mechanism called advice function is introduced to enhance the compu-
tational power of an ITM. In this way, the insertion of external information into the
course of a computation is allowed, which leads to a non-uniform operation, which
means the behaviour of a machine varies with different advice functions. In this sec-
tion, we introduce the notion of advice as a process in parallel composition with an
RTM, and show that advice processes indeed give the systems more expressive power.

In this section, we consider advices as functions over natural numbers. In order to
record a number on the tape, a natural number n is encoded by a sequence of n “1”s
ending with a “0”. In [58], the notion of ITM with advice is defined as follows.

Definition 3.20 (advice functions). An advice function is a function f : N → N. An
ITM with advice (ITM/A) is equipped with a separate advice tape and a distinguished
advice state. By writing the value of the argument x on the advice tape and by entering
the advice state, the value of f (x) will appear on the advice tape in a single step. By
this action, the original contents of the advice tape is completely overwritten.

Here we do not put a restriction on the length of the advice function as in [60],
since it does not make a difference in the issue of computability, and we are not yet
interested in the issue of complexity. Moreover, we do not restrict the advice functions
to computable functions. From [60] a computable advice only yields a speedup to the
computing procedure, it does not alter the computability of the machine. It is obvious
that ITMs with uncomputable advice functions cannot be simulated by any RTM, as
uncomputable advice functions cannot be computed by the mechanism of RTMs. As
an extension, we equip RTMs with advice processes which enable the simulation of
ITM/As.

An advice process A f is designed to compute the function f , and can interact with
an RTMM. As an advice function is not necessarily computable, we cannot associate
with every advice process an executable transition system. An RTMM communicates
with A f as follows. We presuppose an input channel in and an output channel out.
WhenM needs to get the result of f (i), it enters a special control state a f , and starts to
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send a sequence of i “1” s and a “0” , which is already written on the tape, to the channel
in, and then, it receives the result sequence f (i) “1”s and a “0” from out channel, and
writes them on the tape. This procedure ends in another control state. We can model
an advice process as follows.

Definition 3.21 (the advice process for f ). Let f : N → N be a function. A f is the
advice process for f with transition system T (A f ) = (S,→, ↑), where

1. S = {si | i = 0, 1, 2, . . .} ∪ {ti | i = 0, 1, 2, . . .}, and

2. si
in?1
−→ si+1, i = 0, 1, 2, . . . si

in?0
−→ t f (i), i = 1, 2, . . .

ti
out!1
−→ ti−1, i = 1, 2, . . . t0

out!0
−→ s0

3. ↑= s0.

The behaviour of A f is deterministic. It receives a sequence of i “1”s from the
channel in, followed by a “0” symbol, indicating the end of the sequence, and then, it
produces f (i) “1”s to the channel out, also followed by a “0” symbol. This procedure
is repeated indefinitely.

The parallel composition of an RTMM and an advice process A f for f is written
as [M ‖ A f ]C. The parallel composition is defined in the same way as the parallel
composition of two RTMs in Definition 2.14, where C = {in, out} is the set of restricted
names for communication.

Definition 3.22 (RTMs with advice). LetM be an RTM and A f be an advice process
for f . We call [M ‖ A f ]C a Reactive Turing Machine with advice (RTM/A), where
C = {in, out}.

Note that, since advice functions and advice processes both introduce the power of
computing functions on natural numbers, by analogy to Corollary 3.19, we have the
following Corollary.

Corollary 3.23. An ω-translation is realisable by an ITM/A iff it is realisable by an
RTM/A.

By analogy to normal RTMs, we also define a notion of executability with respect
to RTM/A.

Definition 3.24 (executability with respect to RTM/A). A transition system T is exe-
cutable with advice process A f modulo a behavioural equivalence ≡, if there exists an
RTM/A [M ‖ A f ]C such that T ≡ T (M).
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In the theory of executability, it is a natural question to figure out the expressive
power of the labelled transition systems associated with RTM/As. We now proceed
to show that every boundedly branching labelled transition system can be simulated
by some RTM/A up to divergence-preserving branching bisimilarity, provided that the
advice is not restricted to evaluate computable functions, that is, we expect advice
processes with the power of computing arbitrary functions.

Let T be any bounded branching transition system (not necessarily effective). Based
on a presupposed encoding of its sets of states and actions and its transition relation,
let the advice function fT be such that for the encoding of a state it yields the encoding
of the set of all outgoing transitions of that state. It is straightforward to define an RTM
that simulates T with the help of fT . Then we obtain the following result.

Theorem 3.25 (boundedly branching LTSs and RTM/A). If T is a countable boundedly
branching labelled transition system, then there exists an advice process A f and an
RTM/A [M ‖ A f ]C such that

T ([M ‖ A f ]C) ↔∆
b T .

Proof. We assume that T = (ST ,−→T , ↑T ) is anAτ-labelled transition system, and we
assume that it has n distinct action labels and its branching degree is bounded by k. We
also assume an encoding d e that encodes Aτ and ST as natural numbers. We denote
by dae the encoding of an action a and denote by dse be the encoding of a state s , and
denote by dx1, x2, . . . , xne the encoding of an n-tuple (x1, x2, . . . , xn).

We declare an advice process A f that realizes the following function:

f (dse) = da1, . . . , am, s1, . . . , sme ,

where (a, s) ∈ {(a1, s1), . . . , (am, sm)} iff s
a
−→T s.

We characterise an outline of the execution ofM as follows. (We omit the position
of the tape head since it is not crucial.)

1. We need the following control states: initial, advice, decode, nextA≤k
τ

(A≤k
τ ranges

over allAτ words with length of at most k, i.e., there are 2k such states), choosei

(i ≤ k).

2. The execution ofM is as follows, its initial configuration is (initial,�).

(a) In the state initial, the machine writes the encoding of the initial state of
the transition system d↑T e on the tape, and reaches advice state.

(initial,�) −→∗ (advice, d↑T e) .
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(b) In the state advice, the machine sends the encoding of the current state
ds0e to the advice process, and gets the encoding of the list of all possible
transitions da1, . . . , am, s1, . . . , sme from the advice process.

(advice, ds0e) −→
∗ (decode, da1, . . . , am, s1, . . . , sme) .

(c) In the state decode, the machine decodes all the actions from the tape, and
enters one of the next state.

(decode, da1, . . . , am, s1, . . . , sme) −→
∗ (next{a1,...,am}, ds1, . . . , sme) .

(d) In the state next{a1,...,am}, the machine chooses one of the actions. For every
i = 1, . . . ,m, there is a transition

(next{a1,...,am}, ds1, . . . , sme)
ai
−→ (choosei, ds1, . . . , sme) .

(e) In the state choosei, the machine projects the encoding ds1, . . . , sme to the
encoding of the i-th state, and enters advice state again.

(choosei, ds1, . . . , sme) −→
∗ (advice, dsie) .

The above procedure describes the simulation of a step of transition s0
ai
−→T si in

T . Note that the choice of the transition happens in the state next{a1,...,am}; all the other
states have only one outgoing transition, respectively. Moreover, no infinite τ-transition
sequence is introduced for simulation.

In a way, one may verify that T ([M ‖ A f ]C) ↔∆
b T . �

If we, instead, let the advice function fT be such that on the code of a pair of a
state s and a natural number i that yields the code of the ith outgoing transition of s,
then we can extend the simulation to transition systems with countably many states and
transitions.

Theorem 3.26 (countable LTSs and RTM/A). If T is a countable labelled transition
system, then there exists an RTM/A [M ‖ A f ]C such that

T ([M ‖ A f ]C) ↔b T .

Proof. We assume that T = (ST ,−→T , ↑T ) is a countable Aτ-labelled transition sys-
tem, and we assume that it has n distinct action labels and it possibly has infinite
branching. We also assume an encoding d e that encodes Aτ and ST as natural num-
bers. We denote by dae the encoding of an action a and denote by dse the encoding of
a state s , and denote by dx1, x2, . . . , xne the encoding of an n-tuple (x1, x2, . . . , xn).
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The transition relation −→T maps a state, for instance, s0, to a possibly infinite set
{(ai, si) | s0

ai
−→T si}, denoted by −→T (s0). We define an order <T over the elements

in the set s0 −→T such that (a, s) <T (a′, s′), if da, se <T da′, s′e.
We declare an advice function A f that realizes the following function:

f (ds0, ie) = dai, sie ,

where (ai, si) is the i-th element from −→T (s0) regarding to <T .
We characterise an outline of the execution ofM as follows. (We omit the position

of the tape head since it is not crucial.)

1. We need the following control states: initial, advice, decode, next{Aτ} ({Aτ}

ranges over all subsets ofAτ, so there are 2n such states), choosei (i = 1, 2).

2. The execution of M is as follows, we use a pair (s, δ) to denote the current
configuration of the machine.

(a) In the state initial, the machine writes the encoding of the initial state of
the transition system d↑T e on the tape, and reaches the state advice.

(initial,�) −→∗ (advice, d↑T , 1e) .

(b) In the state advice, the machine either increases the counter i by 1, or sends
ds0, ie to the advice, and gets d(ai, si)e from the advice.

(advice, ds0, ie) −→
∗ (advice, ds0, i + 1e), or

(advice, ds0, ie) −→
∗ (decode, ds0, si, aie)

(c) In the state decode, the machine decodes the action ai from the tape, and
enters the state nextai .

(decode, ds0, si, aie) −→
∗ (nextai , ds0, sie) .

(d) In the state nextai , the machine either performs the action, or changes its
current choice to another transition.

(nextai , ds0, sie)
τ
−→ (choose1, ds0, sie), or

(nextai , ds0, sie)
ai
−→ (choose2, ds0, sie) .

(e) In the state choosei (i=1,2), the machine projects the encoding ds1, s2e to
the encoding of the i-th state, and enters the state advice again.

(choosei, ds1, s2e) −→
∗ (advice, dsi, 1e) .
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One can verify that

R = {(s, s′) | s ∈ ST , s′ = (advice, ds, ie) or (decode, ds, ai, sie)
or (nextai , ds, sie) or (choose1, ds, sie) or (choose2, dsi, se)}

is a branching bisimulation relation. Hence, we have T ([M ‖ A f ]C) ↔b T . �

Note that the transition system associated with an RTM/A is boundedly branching.
Hence, by Theorem 2.32, if a transition system has no divergence up to ↔∆

b and is
unboundedly branching up to ↔∆

b , then it is not executable modulo ↔∆
b . It follows

that there exist countable unboundedly branching transition systems that cannot be
simulated by an RTM/A modulo↔∆

b .

3.5 Remarks
We have discussed the relationship between two models of computation that both take
interaction into account. We have established that the model of RTMs subsumes and
is more expressive than the model of ITMs when it comes to specify behaviour, and
coincides with the model of ITMs when defining ω-translations.

Furthermore, we have shown that RTMs admit an extension with advice that facil-
itates modelling non-uniform behaviour. In [13] it was established that every effective
transition system can be simulated by an RTM. Our result that every countable tran-
sition system can be simulated by an RTM with advice further confirms the universal
expressivity of the notion of RTM.

Finally, I list a couple of points as directions for future work:

1. In [81], a complexity theory for interactive computation has been defined on the
basis of ITMs and ω-translations. Clearly, such a complexity theory could also
be based on the restricted class of RTMs for ω-translations. Such a complexity
theory could then be generalised further towards a complexity theory for general
executable behaviour.

2. In [65], I/O automata were introduced as a formal model for describing asyn-
chronous concurrent systems. The interaction between systems is described by
input or output actions through particular channels in an I/O automaton. We
could extract an input and an output sequence to describe the process of interac-
tion, and in a way, the capability of making interactive computation for an I/O
automaton could also be expressed in terms of interactive translations. In the
future we intend to make use our notion of interactive I/O LTS to investigate the
relationship between I/O automata and RTMs.
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3. In computability theory, there is an arithmetical hierarchy for uncomputable
functions [76]. The arithmetical hierarchy naturally distinguishes different kinds
of functions, which could be advice functions in RTM/As. We can impose this
hierarchy on RTM/As, which allows RTMs to equip different classes of advice
functions. As a consequence, we get a bunch of variations of RTM/As, as well as
the classes of associated transition systems. It could be interesting future work to
establish a hierarchy on those transition systems. In a way, we expect a hierarchy
on unexecutable transition systems with respect to the advice functions allowed.
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Chapter 4

Sequential Composition and
Intermediate Termination

This chapter focuses on the executability theory on a process calculus called TCP,
which includes two problems, namely, the comparison between pushdown processes
context-free processes, and the expressivity regarding to RTMs of a process calcu-
lus using the iteration and nesting operators instead of a recursive definition. In the
first problem, the pushdown processes refers to the transition systems associated with
pushdown automata, and the context-free processes refers to the transition systems
associated with context-free grammars. In the second problem, iteration and nesting
operators are two alternative choices for a process calculus to specify a transition sys-
tem with infinite states. They appeared in [18, 22] as a suitable replacement for the
recursive definitions. Neither problem has an obvious solution in the current setting
of the operational semantics of the sequential composition operator in the presence of
intermediate termination. To overcome this difficulty, we propose a revised semantics,
and solve the two problems mentioned above.

Sequential composition is a standard operator in many process calculi. The func-
tionality of the sequential composition operator is to concatenate the behaviours of
two systems. It has been widely used in many process calculi with the notation “·”.
We illustrate its operational semantics by a TCP process P · Q [4]. If the process P
has a transition P

a
−→ P′ for some action label a, then the composition P · Q has the

transition P · Q
a
−→ P′ · Q. Termination is an important behaviour for models of com-

putation [4]. A semantic distinction between successful and unsuccessful termination
in concurrency theory (CT) is especially important for a smooth incorporation of the

49
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classical theory of automata and formal languages (AFT): the distinction is used to ex-
press whether a state in an automaton is accepting or not. Automata may even have
states that are accepting and may still perform transitions; this phenomenon we call in-
termediate termination. From a concurrency-theoretic point of view, such behaviour is
perhaps somewhat unnatural. To be able to express it nevertheless, it starts with having
a constant 1 expressing successful termination, and we let an alternative composition
inherit the option to terminate from just one of its components. The expression a.(b+1)
then denotes the process that does an a-transition and subsequently enters a state that
is successfully terminated but can also do a b-transition.

To specify the operational semantics of sequential composition in a setting with an
explicit successful termination, usually the following three rules are added: the first one
states that the sequential composition P · Q terminates if both P and Q terminate; the
second one states that if P admits a transition P

a
−→ P′, then P · Q admits a transition

P · Q
a
−→ P′ · Q; and the third one states that if P terminates, and there is a transition

Q
a
−→ Q′, then we have the transition P · Q

a
−→ Q′.

In this chapter, we discuss a complication resulting from these operational seman-
tics of the sequential composition operator. The complication is that a process expres-
sion P with the option to terminate is transparent in a sequential context P ·Q: if P may
still perform observable behaviour other than termination, then this may be skipped by
doing a transition from Q. There are two complications associated with transparency in
our attempts to achieve a smooth integration of process theory and the classical theory
of automata and formal languages [8]:

The relationship between context-free processes (i.e., processes that can be speci-
fied with a guarded recursive specification over a language with action constants, con-
stants for deadlock (0) and successful termination (1), and binary operations for se-
quential and alternative composition) and pushdown automata has been discussed a
lot in the literature [9]. We observe that context-free processes may have unbounded
branching modulo branching bisimilarity by stacking unboundedly many transparent
terms with sequential composition. As far as we know, it is still an open problem
whether pushdown processes may have unbounded branching. The best known cor-
respondence between context-free processes and pushdown processes is that every
context-free process is equivalent to a pushdown process modulo contrasimulation. It
is not known whether unboundedly branching behaviour can or cannot be specified in
a pushdown process modulo rooted branching bisimulation or any behavioural equiva-
lence stronger than contrasimulation [9]. In order to improve the result to a finer notion
of behavioural equivalence, we need to eliminate the problem of unbounded branch-
ing. The culprit for not having a better correspondence between context-free processes
and pushdown processes turns out to be the semantics of intermediate termination: this
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chapter shows that with just a minor adaptation of the semantics a decent correspon-
dence, even modulo strong bisimilarity, is obtained

Transparency also complicates matters if one wants to specify some form of mem-
ory (e.g., a counter, a stack, or a tape) that always has the option to terminate, but at
the same time does not lose data. If the standard process algebraic specifications of
such memory processes are generalised to a setting with intermediate termination, then
either they are not always terminating, or they are ‘forgetful’ and may nondeterministi-
cally lose data. This is a concern when one tries to specify the behaviour of a pushdown
automaton or a Reactive Turing Machine in a process calculus [13, 62, 63]. The pro-
cess calculus TCP with iteration and nesting is Turing complete [18, 21]. Moreover, it
follows from the result in [21] that it is reactively Turing powerful if intermediate ter-
mination is not considered. However, it is not clear to us how to reconstruct the proof
of reactive Turing powerfulness if termination is considered. Due to the forgetfulness
on the stacking of transparent process expressions, it is not clear to us how to define a
stack or even a counter that is always terminating, which is crucial for establishing the
reactive Turing powerfulness.

In order to avoid the (in some cases) undesirable features of unbounded branch-
ing and forgetfulness, we propose a revised operational semantics for the sequential
composition operator. The modification consists of disallowing a transition from the
second component of a sequential composition if the first component is still able to
perform a transition. Thus, with the revised operator we avoid the problems mentioned
above. We shall prove that every context-free process is bisimilar to a pushdown pro-
cess, and that TCP with iteration and nesting is reactively Turing powerful modulo
divergence-preserving branching bisimilarity (without resorting to recursion) in the re-
vised semantics.

The research presented in this chapter is part of an attempt to achieve a smoother
integration of the classical theory of automata and formal languages within concur-
rency theory . The idea is to recognise that a finite automaton is just a special type of
labelled transition system, that more complicate automata (pushdown automata, Turing
machines) naturally generate transition systems, and that there is a natural correspon-
dence between regular expressions and grammars on the one hand and certain process
calculi on the other hand. In [8, 11, 12] various notions of automata from automata and
formal languages modulo branching bisimilarity have been studied. In [10] the cor-
respondence between finite automata and regular expressions extended with parallel
composition modulo strong bisimilarity was explored.

The chapter is structured as follows. We first introduce TCP and its variants with
the standard version of sequential composition in Section 4.1. Next, we discuss the
complications caused by transparency in Section 4.2. Then, in Section 4.3, we propose
the revised operational semantics of the sequential composition operator, and show that
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rooted divergence-preserving branching bisimulation is a congruence. In Section 4.4,
we revisit the relationship between context-free processes and pushdown automata, and
show that every context-free process is bisimilar to a pushdown process in our revised
semantics. In Section 4.5, we prove that TCP with iteration and nesting is reactively
Turing powerful in the revised semantics. In Section 4.6, we draw some conclusions
and propose some future work.

4.1 TCP and Variations of TCP

4.1.1 TSP
We start this section by introducing the process calculus Theory of Sequential Processes
(TSP) that allows us to describe transition systems with behaviours that are sequentially
compositional [4].

Let N be a countably infinite set of names. The set of TSP process expressions P
is generated by the following grammar (a ∈ Aτ, N ∈ N , P ∈ P):

P := 0 | 1 | a.P | P · P | P + P | N .

We briefly comment on the operators in this syntax. The constant 0 denotes dead-
lock, the unsuccessfully terminated process. The constant 1 denotes termination, the
successfully terminated process. For each action a ∈ Aτ there is a unary operator a.
denoting action prefix; the process denoted by a.P can do an a-labelled transition to
the process P. The binary operator + denotes alternative composition or choice. The
binary operator · represents the sequential composition of two processes.

Let P be an arbitrary process expression; we use an abbreviation inductively defined
by:

1. P0 = 1; and

2. Pn+1 = P · Pn for all n ∈ N.

A recursive specification E is a set of equations E = {N def
= P | N ∈ N , P ∈ P},

satisfying:

1. for every N ∈ N it includes at most one equation with N as left-hand side, which
is referred to as the defining equation for N; and

2. if some name N′ occurs in the right-hand side P′ of some equation N′ = P′ in E,
then E must include a defining equation for N′.
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An occurrence of a name N in a process expression is guarded if the occurrence
is within the scope of an action prefix a. for some a ∈ A (τ cannot be a guard). A
recursive specification E is guarded if all occurrences of names in right-hand sides of
equations in E are guarded.

We use structural operational semantics to associate a transition relation with TSP
process expressions. In many process calculi, process terms are assumed to contain
some variables. A term is closed iff it does not contain any free variables. Structural
operational semantics induces a transition relation on closed terms. We let −→ be the
Aτ-labelled transition relation induced on the set of process expressions by operational
rules in Table 4.1. Note that we presuppose a recursive specification E.

1 ↓ a.P
a
−→ P

P1
a
−→ P′1

P1 + P2
a
−→ P′1

P2
a
−→ P′2

P1 + P2
a
−→ P′2

P1 ↓

P1 + P2 ↓

P2 ↓

P1 + P2 ↓

P1 ↓ P2 ↓

P1 · P2 ↓

P1
a
−→ P′1

P1 · P2
a
−→ P′1 · P2

P1 ↓ P2
a
−→ P′2

P1 · P2
a
−→ P′2

P
a
−→ P′ (N def

= P) ∈ E

N
a
−→ P′

P ↓ (N def
= P) ∈ E

N ↓

Table 4.1: The operational semantics of TSP

Here we use P
a
−→ P′ to denote an a-labelled transition (P, a, P′) ∈ −→. We say a

process expression P′ is reachable from P is there exist process expressions P0, . . . , Pn

and labels a1, . . . , an such that P = P0
a1
−→ · · ·

an
−→ Pn = P′.

Given a TSP process expression P, the transition system T (P) = (SP,−→P, ↑P, ↓P)
associated with P is defined as follows:

1. the set of states SP consists of all process expressions reachable from P;

2. the transition relation −→P is the restriction to SP of the transition relation de-
fined on all process expressions by the structural operational semantics, i.e.,
−→P = −→ ∩ (SP ×Aτ × SP);
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3. ↑P = P; and

4. the set of final states ↓P consists of all process expressions Q ∈ SP such that Q ↓,
i.e., ↓P = ↓∩SP.

4.1.2 TCP

We also use (a restricted variant of) the process calculus TCP in later sections. It is
derived from the Theory of Communicating Processes (TCP) introduced in [4] which
uses silent steps as the abstraction of encapsulated communication. It is obtained by
adding a parallel composition operator to TSP. Let C be a set of channels and D� be
a set of data symbols. For every subset C′ ⊆ C, we presuppose a special set of actions
IC′ ⊆ Aτ defined by: IC′ = {c?d, c!d | d ∈ D�, c ∈ C′}.

The actions c?d and c!d denote the events that a datum d is received or sent along
channel c, respectively. We include binary parallel composition operators [ ‖ ]C′
(C ⊆ C). Communication along the channels in C′ is enforced and communication
results in τ.

Let N be a countably infinite set of names. The set of TCP process expressions P
is generated by the following grammar (a ∈ Aτ, N ∈ N , P ∈ P):

P := 0 | 1 | a.P | P · P | P + P | [P ‖ P]C′ | N .

The operational semantics of the parallel composition operators is presented in Ta-
ble 4.2.

P1 ↓ P2 ↓

[P1 ‖ P2]C′ ↓

P1
a
−→ P′1 a < IC′

[P1 ‖ P2]C′
a
−→ [P′1 ‖ P2]C′

P2
a
−→ P′2 a < IC′

[P1 ‖ P2]C′
a
−→ [P1 ‖ P′2]C′

P1
c?d
−→ P′1 P2

c!d
−→ P′2 c ∈ C′

[P1 ‖ P2]C′
τ
−→ [P′1 ‖ P′2]C′

P1
c!d
−→ P′1 P2

c?d
−→ P′2 c ∈ C′

[P1 ‖ P2]C′
τ
−→ [P′1 ‖ P′2]C′

Table 4.2: The operational semantics of parallel composition in TCP
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By analogy to TSP, we also associate with every TCP process a labelled transition
system according to the operational semantics given in Table 4.1 and Table 4.2.

In [13], the expressivity of TCP is studied, TCP it is proved to be equivalent to
RTM by excluding the sequential composition operator.

Theorem 4.1 (expressivity of TCP). TCP excluding the sequential composition oper-
ator is reactively Turing powerful and executable modulo↔∆

b .

Remark 4.2. The reactively Turing powerfulness result still holds for TCP with the
sequential composition operator, but the executability result does not.

As a consequence, we also have the reactive Turing powerfulness of TCP. How-
ever, it is not executable modulo divergence-preserving branching bisimilarity by The-
orem 2.32, since we may define processes with unboundedly branching degree in
TCP. (There is an example in Section 4.2.) We only have its executability modulo
the divergence-insensitive variant of branching bisimilarity.

Corollary 4.3 (reactive Turing powerfulness and executability of TCP). TCP is

1. reactively Turing powerful modulo↔∆
b , and

2. executable modulo↔b, but not modulo↔∆
b .

4.1.3 TCP with Non-regular Iterators
In this chapter, we aim to find some reactively Turing powerful variants of TCP without
recursive specification. Inspired by the work by Bergstra, Bethke and Ponse [18, 21],
there are some non-regular iterators that might produce behaviours similar to recursive
specification of TCP processes. In particular, we consider TCP without recursion but
with iteration and nesting [18, 21] in which a binary nesting operator ] and a Kleene
star operator ∗ are added. Different from them, we use a unary Kleene star operator.
We define TCP with iteration and nesting (TCP]) with process expressions generated
by the following grammar:

P := 0 | 1 | a.P | P · P | P + P | [P ‖ P]C′ | P]P | P∗ .

We give the operational semantics of these two operators in Table 4.3.
To get some intuition for the operational interpretation of these operators, note that

the processes P∗ and P1
]P2 respectively satisfy the following equations modulo strong

bisimilarity:

P∗ = P · P∗ + 1
P1

]P2 = P1 · (P1
]P2) · P1 + P2 .
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P∗ ↓
P

a
−→ P′

P∗
a
−→ P′ · P∗

P1
a
−→ P′1

P1
]P2

a
−→ P′1 · (P1

]P2) · P1

P2
a
−→ P′2

P1
]P2

a
−→ P′2

P2 ↓

P1
]P2 ↓

.

Table 4.3: The operational semantics of nesting and iteration

Note that for these operators, having P ↓ or P1 ↓ does not give rise to additional
behaviour.

4.2 Transparency
Process expressions that have the option to terminate are said to be transparent in a
sequential context: if P has the option to terminate and Q

a
−→ Q′, then P · Q

a
−→ Q′

even if P can still do transitions. In this section we shall explain how transparency
gives rise to two phenomena that are undesirable in certain circumstances. First, it
facilitates the specification of unbounded branching behaviour with a guarded recursive
specification over TSP. Second, it gives rise to forgetful stacking of variables, and as a
consequence it is not clear how to specify an always terminating half-counter in TCP].

We first discuss process expressions with unbounded branching. It is well-known
from formal language theory that the context-free languages are exactly the languages
accepted by pushdown automata. The process-theoretic formulation of this result is
that every transition system specified by a TSP specification is language equivalent
to the transition system associated with a pushdown automaton and, vice versa, every
transition system associated with a pushdown automaton is language equivalent to the
transition system associated with some TSP specification. The correspondence fails,
however, when language equivalence is replaced by (strong) bisimilarity. The tightest
result currently known is that for every context-free process there is a pushdown pro-
cess to simulate it modulo contrasimulation [9] (the notion of context-free processes
and pushdown processes are defined in Section 4.4); but we do not know whether there
are stronger behavioural equivalences in the spectrum of [40] for which a simulation
exists. Hence, we conjecture that not every context-free process is simulated by a
pushdown process modulo branching bisimilarity. An observation is that context-free
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Xstart X · Y X · Y2 X · Yn−1 X · Yn

YnYn−1Y2Y1

a

b

a

b b

a

b b

c

c
c

c
c

c
c

c

c

c

c

Figure 4.1: A transition system with unbounded branching behaviour

processes may have an unbounded branching degree.

Example 4.4 (unbounded branching). Consider the following process:

X = a.X · Y + b.1
Y = c.1 + 1 .

The transition system associated with X is illustrated in Figure 4.1. Note that every
state in the second row is a terminating state. The state Yn has n c-labelled transitions
to 1,Y,Y2, . . . ,Yn−1, respectively. Therefore, every state in this transition system has
finitely many transitions leading to distinct states, but there is no upper bound on the
number of transitions from each state. Therefore, we say that this transition system has
an unbounded branching degree.

Note that the process defined by the TSP specification above is not strongly bisimi-
lar to a pushdown process since it has an unbounded branching degree, whereas a push-
down process is always boundedly branching. The correspondence does hold modulo
contrasimulation [9], and it is an open problem as to whether the correspondence holds
modulo branching bisimilarity. In Section 4.4, we show that with a revised operational
semantics for sequential composition, we eliminate such unbounded branching and in-
deed obtain a correspondence between pushdown processes and context-free processes
modulo strong bisimilarity.

Next, we discuss the phenomenon of forgetfulness. Bergstra et al. show how one
can specify a half counter using iteration and nesting, which then allows them to con-
clude that the behaviour of a Turing machine can be simulated in the calculus with
iteration and nesting (not including recursion) [18, 21].
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CC0start CC1 CC2 CCn−1 CCn

BBnBBn−1BB2BB1BB0

a

b

a

b b

a

b b

aaa

c

Figure 4.2: The transition system of a half counter

The half counter is specified as follows:

CCn = a.CCn+1 + b.BBn (n ∈ N)
BBn = a.BBn−1 (n ≥ 1)
BB0 = c.CC0 .

The behaviour of a half counter is shown in Figure 4.2. The initial state is CC0.
From CC0 an arbitrary number of a transitions is possible. After a b-labelled transition,
the process performs the same number of a-labelled transitions as before the b-labelled
transition, to the state BB0. In state BB0, a zero testing transition labelled by c is
enabled, leading back to the state CC0.

An implementation in a calculus with iteration and nesting is provided in [21] as
follows.

Example 4.5 (An implementation of the half counter). Consider the following TCP]

process HCC defined by:
HCC = ((a]b) · c)∗ .

We briefly explain the behaviour of the process HCC. We let:

HCCn = (a]b · an · c) · HCC,

HBBn = an · c · HCC .

Then its transition system is shown in Figure 4.3. It is straightforward to establish
that ((a]b) · an · c) · HCC is equivalent to CCn for all n ≥ 1 modulo strong bisimilarity,
and (an · c) · HCC is equivalent to BBn for all n ∈ N modulo strong bisimilarity.

In a context with intermediate termination, one may wonder if it is possible to
generalize their result. It is, however, not clear how to specify an always terminating
half counter. At least, a naive generalisation of the specification of Bergstra et al. does
not do the job. The culprit is forgetfulness.
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HCCstart HCC1 HCC2 HCCn−1 HCCn

HBBnHBBn−1HBB2HBB1HBB0

a

b
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b b
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aaa

c

Figure 4.3: An implementation of the half counter in TCP]

C0start C1 C2 Cn−1 Cn

BnBn−1B2B1B0

a

b

a

b b

a

b b

aaa

c

Figure 4.4: The transition system of an always terminating half counter

We define a half counter that terminates in every state as follows:

Cn = a.Cn+1 + b.Bn + 1 (n ∈ N)
Bn = a.Bn−1 + 1 (n ≥ 1)
B0 = c.C0 + 1 .

Its behaviour is illustrated in Figure 4.4. In the following example, we show that
due to the phenomenon of forgetfulness, a naive generalization of the implementation
from Example 4.5 fails.

Example 4.6 (forgetfulness). Now consider the process HC defined by:

HC = ((a + 1).](b + 1). · (c + 1))∗ .

We let

HCn = ((a + 1)](b + 1) · (a + 1)n · (c + 1)) · HC,

HBn = (a + 1)n · (c + 1) · HCC .
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HCstart HC1 HC2 HCn−1 HCn

HBnHBn−1HB2HB1HB0

a

b
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Figure 4.5: A failed implementation of the always terminating half counter in TCP]

Its transition system is illustrated in Figure 4.5. Note that due to transparency, ((a+

1)n ·(c+1)) ·HC is not equivalent to Bn modulo any reasonable behavioural equivalence
for n > 1 since Bn only has an a-labelled transition to Bn−1 whereas the other process
has at least n + 1 transitions leading to HC, (c + 1) ·HC, (a + 1) · (c + 1) ·HC, . . . , (a +

1)n−1 · (c + 1) · HC, respectively. This process may choose to “forget” the transparent
process expressions that have been stacked using the sequential composition operator.
We conjecture that, due to forgetfulness, the always terminating half counter cannot be
specified in TCP].

In Section 4.5, we show that with the revised semantics, it is possible to specify
an always terminating half counter and we shall prove that TCP extended with ∗ and ]
(but without recursion) is reactively Turing powerful.

4.3 A Revised Semantics of the Sequential Composition
Operator

In this section, we revise the operational semantics for sequential composition and pro-
pose a calculus TCP;. The revised operational semantics resembles similar operators
for sequencing discussed in [2] and [23]. We obtain the calculus by replacing the se-
quential composition operator · by ; in the syntax of TCP. Note that we also use the
abbreviation of Pn; as we did for the standard version of the sequential composition
operator.

The operational rules for ; are given in Table 4.4.
Note that the third rule has a negative premise P1 6−→. Intuitively, this rule is only

applicable if there does not exist a closed term P′1 and an action a ∈ Aτ such that
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P1 ↓ P2 ↓

P1;P2 ↓

P1
a
−→ P′1

P1;P2
a
−→ P′1;P2

P1 ↓ P2
a
−→ P′2 P1 6−→

P1;P2
a
−→ P′2

.

Table 4.4: The revised semantics of sequential composition

the transition P1
a
−→ P′1 is derivable. In the operational semantics, we use negative

premises, which has been discussed in [48, 27]. In order to obtain a sound semantics,
we need to establish a stratification for the transitions [27]. For this purpose, we have
to restrict the calculus to guarded recursive specifications. In this section, we provide
a stratification for the calculus TSP;. We reformulate the idea in [27] by giving a
stratification to the process terms.

Definition 4.7 (Stratification). LetP be the set of process terms, A function S : P → α
where α is an ordinal, is called a stratification of P, if for every rule r in the operational
semantics, and every substitution σ : V → P where V is the set of variables, it holds
that:

for all P1 ∈ pprem(σ(r)) : S (P1) ≤ S (conc(σ(r))) and
for all P1 ∈ nprem(σ(r)) : S (P1) < S (conc(σ(r)))

We use pprem to denote the set of terms appears on the left-hand side in a positive
premises of a rule, nprem to denote the set of terms appears on the left-hand-side in
a negative premises of a rule, and conc to denote the set of terms appears on the left-
hand-side in a conclusion a rule. We apply the above notation to arbitrary substitutions
of a rule.

Lemma 4.8 (Stratification for TSP;). There exists a stratification for guarded recursive
specifications in TSP;.
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Proof. We hereby give a stratification to the terms in TSP;.

S (0) = 0
S (1) = 0

S (a.P) = 0
S (P1 + P2) = S (P1) + S (P2) + 1

S (P1;P2) = S (P1) + S (P2) + 1

S (X) = S (P), (X def
= P ∈ N)

It is straightforward from Definition 4.7 that S is a valid stratification for guarded
recursive specifications in TSP;. Note that for all terms X with X def

= P ∈ N), we have
S (X) = 0. We do not have this property for unguarded recursive specifications. �

We can easily convert the above stratification on process terms to adapt the defini-
tion of the stratification on transitions in [27] by giving the stratification of a transition
by the process term on its left-hand-side. Hence, we may conclude that the revised
semantics is well-founded for guarded recursive specifications by Theorem 6.1 in [27].
Moreover, there is also a sound formalisation of this intuition, using the notions of
irredundant and well-supported proof, see Section 5 of [41].

As a consequence of the revised semantics, the branching degree of a context-free
process is bounded and sequential compositions may have the option to terminate,
without being forgetful. We illustrate this idea by the following example.

Example 4.9 (a transition system in the revised semantics). Let us revisit Example ??.
We rewrite it with the revised sequential composition operator:

X = a.X;Y + b.1
Y = c.1 + 1 .

Its transition system is illustrated in Figure 4.6. Every state in the transition system now
has a bounded branching degree. For instance, compared with Figure 4.1, a transition
from Y5; to Y2; is abandoned because Y has a transition and only the transition from the
first Y in the sequential composition is allowed.

Congruence is an important property to fit a behavioural equivalence into an ax-
iomatic framework. We start from investigating the congruence property of ↔ with
respect to TCP;.

Theorem 4.10 (↔ is a congruence). ↔ is a congruence with respect to TCP;.
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Xstart X;Y X;Y2; X;Yn−1; X;Yn;

Yn;Yn−1;Y2;Y1

a

b

a

b b

a

b b

ccc

Figure 4.6: A transition system in the revised semantics

Proof. We show that ↔ is compatible for each operator a.,+, ;, ‖. For simplicity, we
omit the symmetrical cases and the verification of termination condition.

1. Suppose that P ↔ Q; we show that a.P ↔ a.Q. To this end, we verify that
R = {(a.P, a.Q) | P ↔ Q} ∪ ↔ is a strong bisimulation.

We let a.PRa.Q, then P ↔ Q; the transition a.P
a
−→ P is simulated by a.Q

a
−→

Q with PRQ. Therefore, R is a strong bisimulation.

2. Suppose that P1 ↔ Q1 and P2 ↔ Q2; we show that P1 + P2 ↔ Q1 + Q2. To
this end, we verify that R = {(P1 + P2,Q1 + Q2) | P1 ↔ Q1, P2 ↔ Q2} ∪ ↔ is a
strong bisimulation.

We let P1+P2RQ1+Q2, then we only consider P1 ↔ Q1 and P2 ↔ Q2 (since the
other case is trivial). A transition P1 + P2

a
−→ P′ is simulated by Q1 + Q2

a
−→ Q′

in one of the following cases:

(a) if P1
a
−→ P′, then Q1

a
−→ Q′ with P′ ↔ Q′; or

(b) if P2
a
−→ Q′, then Q2

a
−→ Q′ with P′ ↔ Q′.

In both cases, we have P′RQ′; so R is a strong bisimulation.

3. Suppose that P1 ↔ Q1 and P2 ↔ Q2; we show that [P1 ‖ P2]C′ ↔ [Q1 ‖ Q2]C′ .
To this end, we verify that R = {([P1 ‖ P2]C′ , [Q1 ‖ Q2]C′ ) | P1 ↔ Q1, P2 ↔

Q2} ∪ ↔ is a strong bisimulation.

We let [P1 ‖ P2]C′R[Q1 ‖ Q2]C′ , then we only consider P1 ↔ P2 and Q1 ↔ Q2

(since the other case is trivial). A transition [P1 ‖ P2]C′
a
−→ P′ is simulated by

[Q1 ‖ Q2]C′
a
−→ Q′ in one of the following cases:

(a) if P1
a
−→ P′1, a < IC′ , then we have Q1

a
−→ Q′1 with P′1 ↔ Q′1, and

Q′ = [Q′1 ‖ Q2]C′ ; or
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(b) if P2
a
−→ P′2, a < IC′ , then we have Q2

a
−→ Q′2 with P′2 ↔ Q′2, and

Q′ = [Q1 ‖ Q′2]C′ ; or

(c) if P1
c?d
−→ P′1 and P2

c!d
−→ P′2, then we have Q1

c?d
−→ Q′1 and Q2

c!d
−→ Q′2 with

P′1 ↔ Q′1 and P′2 ↔ Q′2, moreover, a = τ, and Q′ = [Q′1 ‖ Q′2]C′ ; or

(d) if P1
c!d
−→ P′1 and P2

c?d
−→ P′2, then we have Q1

c!d
−→ Q′1 and Q2

c?d
−→ Q′2 with

P′1 ↔ Q′1 and P′2 ↔ Q′2, moreover, a = τ, and Q′ = [Q′1 ‖ Q′2]C′ .

In all cases, we have P′RQ′, so R is a strong bisimulation.

4. Suppose that P1 ↔ Q1 and P2 ↔ Q2; we show that P1;P2 ↔ Q1;Q2. To this
end, we verify that R = {(P1;P2,Q1;Q2) | P1 ↔ Q1, P2 ↔ Q2} ∪ ↔ is a strong
bisimulation.

We let P1;P2RQ1;Q2) then we only consider P1 ↔ Q1 and P2 ↔ Q2 (since the
other case is trivial). A transition P1;P2

a
−→ P′ is simulated by Q1;Q2

a
−→ Q′ in

one of the following cases:

(a) if P1
a
−→ P′1, then we have Q1

a
−→ Q′1 with P′1 ↔ Q′1, and Q′ = Q′1;Q2; or

(b) if P1 6−→, P1 ↓ and P2
a
−→ P′2, then we have Q1 6−→, Q1 ↓ and Q2

a
−→ Q′2

with P′2 ↔ Q′2, and Q′ = Q′2.

In both cases, we have P′RQ′, so R is a strong bisimulation.

To conclude,↔ is a congruence for TCP;. �

Strong bisimulation is considered to be too strong for many cases in concurrency
theory. In this thesis, we are more interested in the congruence property for branch-
ing bisimulation. However, we observe that the congruence property does not hold
in the absence of either the rootedness condition or the divergence-preserving condi-
tion. Rootedness condition is required for the nondeterministic choice operator, and
divergence-preserving condition is required for the revised sequential composition op-
erator. We have that in the revised semantics, ↔∆

rb is a congruence. Note that the con-
gruence property can also be inferred from a recent result of Fokkink, van Glabbeek
and Luttik [35].

Theorem 4.11 (↔∆
rb is a congruence). ↔∆

rb is a congruence with respect to TCP;.

Proof. We use the following facts:



4.3. A REVISED SEMANTICS OF THE SEQUENTIAL COMPOSITION OPERATOR65

1. Rooted divergence-preserving branching bisimilarity is also a rooted divergence-
preserving branching bisimulation relation since rooted divergence-preserving
branching bisimilarity is defined to be the largest rooted divergence-preserving
branching bisimulation.

2. Rooted divergence-preserving branching bisimilarity is a subset of divergence-
preserving branching bisimilarity since rooted divergence-preserving branching
bisimilarity is a rooted divergence-preserving branching bisimulation and there-
fore it is a divergence-preserving branching bisimulation.

We show that↔∆
rb is compatible for each operator a.,+, ;, ‖.

1. Suppose that P ↔∆
rb Q; we show that a.P ↔∆

rb a.Q. To this end, we verify that
R = {(a.P, a.Q) | P ↔∆

rb Q} ∪ ↔∆
rb is a rooted divergence-preserving branching

bisimulation.

To prove that the pair (a.P, a.Q) with P rooted divergence-preserving branching

bisimilar to Q satisfies condition 1 of Definition 2.7, suppose that a.P
b
−→ P′.

Then, according to the operational semantics, b = a and P′ = P. By the opera-
tional semantics, we also have that a.Q

a
−→ Q and, by assumption, P and Q are

divergence-preserving branching bisimilar.

For the termination condition, it is trivially satisfied since both processes do not
terminate. The divergence-preserving condition of R is also trivially satisfied
since only an a-labelled transition is allowed from both processes.

2. Suppose that P1 ↔
∆
rb Q1 and P2 ↔

∆
rb Q2; we show that P1 + P2 ↔

∆
rb Q1 + Q2. To

this end, we verify that R = {(P1 + P2,Q1 + Q2) | P1 ↔
∆
rb Q1, P2 ↔

∆
rb Q2} ∪↔

∆
rb

is a rooted divergence-preserving branching bisimulation relation.

Suppose that P1 + P2
a
−→ P′; then we have P1

a
−→ P′ or P2

a
−→ P′. We only

consider the first case. Since P1 ↔
∆
rb Q1, we have Q1

a
−→ Q′ with P′ ↔∆

b Q′.

Then we have Q1 + Q2
a
−→ Q′ with P′ ↔∆

b Q′. The same argument holds for the
symmetrical case.

If P1 + P2 ↓ , then we have either P1 ↓ or P2 ↓. Without loss of generality, we
suppose that P1 ↓. Since P1 ↔

∆
rb Q1, we have Q1 ↓. Therefore, Q1 + Q2 ↓.

Moreover, the divergence preservation condition is trivially satisfied.

Hence, R is a rooted divergence-preserving branching bisimulation relation.

3. Suppose that P1 ↔
∆
rb Q1 and P2 ↔

∆
rb Q2; we show that [P1 ‖ P2]C′ ↔∆

rb [Q1 ‖

Q2]C′ . To this end, we verify that R = {([P1 ‖ P2]C′ , [Q1 ‖ Q2]C′ ) | P1 ↔
∆
rb
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Q1, P2 ↔
∆
rb Q2}∪↔

∆
rb is a rooted divergence-preserving branching bisimulation

relation.

We first show that R′ = {([P1 ‖ P2]C′ , [Q1 ‖ Q2]C′ ) | P1 ↔
∆
b Q1, P2 ↔

∆
b

Q2} ∪ ↔
∆
b is a divergence-preserving branching bisimulation.

Suppose that [P1 ‖ P2]C′
a
−→ P′; then we distinguish several cases.

(a) If P1
a
−→ P′1, a < IC′ and P′ = [P′1 ‖ P2]C′ , then, since P1 ↔

∆
b Q1, we

have Q1 −→
∗ Q′′1

a
−→ Q′1 with P′1 ↔

∆
b Q′1 and P1 ↔

∆
b Q′′1 . Then we

have [Q1 ‖ Q2]C′ −→
∗ [Q′′1 ‖ Q2]C′

a
−→ [Q′1 ‖ Q2]C′ with P1 ↔

∆
b Q′′1 ,

P′1 ↔
∆
b Q′1 and P2 ↔

∆
b Q2. Thus we have ([P′1 ‖ P2]C′ , [Q′1 ‖ Q2]C′ ) ∈ R′

and ([P1 ‖ P2]C′ , [Q′′1 ‖ Q2]C′ ) ∈ R′.

(b) If P1
c?d
−→ P′1, P2

c!d
−→ P′2 and c ∈ C′, then [P1 ‖ P2]C′

τ
−→ [P′1 ‖ P′2]C′ .

Since P1 ↔
∆
b Q1 and P2 ↔

∆
b Q2, we have Q1 −→

∗ Q′′1
c?d
−→ Q′1, Q2 −→

∗

Q′′2
c!d
−→ Q′2 with P′1 ↔

∆
b Q′1 , P ↔∆

b Q′′1 , P′2 ↔
∆
b Q′2, and P2 ↔

∆
b Q′′2 .

Then we have [Q1 ‖ Q2]C′ −→
∗ [Q′′1 ‖ Q′′2 ]C′

τ
−→ [Q′1 ‖ Q′2]C′ with

P1 ↔
∆
b Q′′1 , P2 ↔

∆
b Q′′2 , P′1 ↔

∆
b Q′1 and P′2 ↔

∆
b Q′2. Thus we have

([P1 ‖ P2]C′ , [Q′′1 ‖ Q′′2 ]C′ ) ∈ R′ and ([P′1 ‖ P′2]C′ , [Q′1 ‖ Q′2]C′ ) ∈ R′.

If [P1 ‖ P2]C′ ↓, then we have P1 ↓ and P2 ↓. Since P1 ↔
∆
b Q1 and P2 ↔

∆
b Q2,

we have Q1 −→
∗ Q′1 ↓ and Q2 −→

∗ Q′2 ↓ for some Q′1 and Q′2. Therefore,
[Q1 ‖ Q2]C′ −→

∗ [Q′1 ‖ Q′2]C′ ↓.

Moreover, the divergence-preserving condition is trivially satisfied. Hence, we
have R′ is a divergence-preserving branching bisimulation relation.

Now we show that R is a rooted divergence-preserving branching bisimulation.
Suppose that [P1 ‖ P2]C′

a
−→ P′; then we distinguish several cases.

(a) If P1
a
−→ P′1 a < IC′ and P′ = [P′1 ‖ P2]C′ , then, since P1 ↔

∆
rb Q1, we have

Q1
a
−→ Q′1 with P′1 ↔

∆
b Q′1. Then we have [Q1 ‖ Q2]C′

a
−→ [Q′1 ‖ Q2]C′

with P′1 ↔
∆
b Q′1 and P2 ↔

∆
b Q2. Thus we have [P′1 ‖ P2]C′ ↔∆

b [Q′1 ‖
Q2]C′ .

(b) If the transition is derived from a communication between the parallel com-

ponents, i.e., P1
c?d
−→ P′1, P2

c!d
−→ P′2 and c ∈ C′, then [P1 ‖ P2]C′

τ
−→ [P′1 ‖

P′2]C′ . Since P1 ↔
∆
rb Q1 and P2 ↔

∆
rb Q2, we have Q1

c?d
−→ Q′1, Q2

c!d
−→ Q′2

with P′1 ↔
∆
b Q′1 and P′2 ↔

∆
b Q′2. Then we have [Q1 ‖ Q2]C′

τ
−→ [Q′1 ‖
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Q′2]C′ with P′1 ↔
∆
b Q′1 and P′2 ↔

∆
b Q′2. Thus we have [P′1 ‖ P′2]C′ ↔∆

b [Q′1 ‖
Q′2]C′ .

If [P1 ‖ P2]C′ ↓, then we have P1 ↓ and P2 ↓. Since P1 ↔
∆
rb Q1 and P2 ↔

∆
rb Q2,

we have Q1 ↓ and Q2 ↓. Therefore, [Q1 ‖ Q2]C′ ↓.

Moreover, the divergence-preserving condition is trivially satisfied.

Hence, we have R is a rooted divergence-preserving branching bisimulation re-
lation.

4. Suppose that P1 ↔
∆
rb Q1 and P2 ↔

∆
rb Q2; we show that P1;P2 ↔

∆
rb Q1;Q2. To

this end, we verify that R = {(P1;P2,Q1;Q2) | P1 ↔
∆
rb Q1, P2 ↔

∆
rb Q2} ∪ ↔

∆
rb is

a rooted divergence-preserving branching bisimulation relation.

We first show that R′ = {(P1;P2,Q1;Q2) | P1 ↔
∆
b Q1, P2 ↔

∆
rb Q2} ∪ ↔

∆
b is a

divergence-preserving branching bisimulation relation.

Suppose that P1;P2
a
−→ P′; then we distinguish several cases.

(a) If P1
a
−→ P′1, then P′ = P′1;P2. Since P1 ↔

∆
b Q1, we have Q1 −→

∗ Q′′1
a
−→

Q′1 with P′1 ↔
∆
b Q′1 and P1 ↔

∆
b Q′′1 . Then we have Q1;Q2 −→

∗ Q′′1 ;Q2
a
−→

Q′1;Q2 with P1 ↔
∆
b Q′′1 , P′1 ↔

∆
b Q′1, and P2 ↔

∆
rb Q2. Thus, we have

(P′1;P2,Q′1;Q2) ∈ R′ and (P1;P2,Q′′1 ;Q2) ∈ R′.

(b) If P1 ↓, P2
a
−→ P′2 and P1 6−→. Since P1 ↔

∆
b Q1 and P2 ↔

∆
rb Q2, we have

Q1 −→
∗ Q′1 ↓, Q′1 6−→ for some Q′1 with P1 ↔

∆
b Q′1, and Q2

a
−→ Q′2, with

P′2 ↔
∆
b Q′2. Then, we have Q1;Q2 −→

∗ Q′1;Q2
a
−→ Q′2 with P′2 ↔

∆
b Q′2 and

P1 ↔
∆
b Q′1. Thus we have (P′2,Q

′
2) ∈ R′ and (P1;P2,Q′1;Q2) ∈ R.

If P1;P2 ↓, then we have P1 ↓ and P2 ↓. Since P1 ↔
∆
b Q1 and P2 ↔

∆
rb Q2, we

have Q1 −→
∗ Q′1 ↓ for some Q′1 and Q2 ↓. Therefore, Q1;Q2 −→

∗ Q′1;Q2 ↓.

Moreover, the divergence preservation condition trivially is satisfied since no
infinite τ-transition sequence is introduced in the simulation.

Hence, R is a divergence-preserving branching bisimulation relation.

Now we show that R is a rooted divergence-preserving branching bisimulation
relation.

We suppose that P1;P2
a
−→ P′, and we distinguish several cases:

(a) If P1
a
−→ P′1, then P′ = P′1;P2. Since P1 ↔

∆
rb Q1, we have Q1

a
−→ Q′1

with P′1 ↔
∆
b Q′1. Then we have Q1;Q2

a
−→ Q′1;Q2 with P′1 ↔

∆
b Q′1 and

P2 ↔
∆
rb Q2. Thus, we have P′1;P2 ↔

∆
b Q′1;Q2.
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(b) If P1 ↓, P2
a
−→ P′2 and P1 6−→. Since P1 ↔

∆
rb Q1 and P2 ↔

∆
rb Q2, we

have Q1 ↓, Q2
a
−→ Q′2, with P′2 ↔

∆
b Q′2, and Q1 6−→. Then, we have

Q1;Q2
a
−→ Q′2 with P′2 ↔

∆
b Q′2.

If P1;P2 ↓, then we have P1 ↓ and P2 ↓. Since P1 ↔
∆
rb Q1 and P2 ↔

∆
rb Q2, we

have Q1 ↓ and Q2 ↓. Therefore, Q1;Q2 ↓.

Moreover, we verify that the divergence preservation condition is satisfied.

Hence, we have R is a rooted divergence-preserving branching bisimulation re-
lation.

�

Unlike the divergence-preserving variant of rooted branching bisimilarity, the more
standard variant that does not require divergence-preservation (↔rb) is not a congru-
ence for TCP;. We give a counterexample as follows.

Example 4.12 (↔rb is not a congruence for TCP;.). Consider the following TCP; pro-
cess:

P1 = τ.1
P2 = τ.P2

Q = a.1 .

We have P1 ↔rb P2 but not P1;Q ↔rb P2;Q, for P1;Q can do an a-transition after the
τ-transitions, whereas P2;Q can only do τ transitions.

We also define a version of TCP with iteration and nesting (TCP]) in the revised
semantics. By removing the facility of recursive specification and adding the operations
∗ and ], we get TCP]. The operational rules for ∗ and ] are obtained by replacing, in
the rules in Figure 4.3, all occurrences of · by ;, see Table 4.5.

4.4 Context-free Processes and Pushdown Process
The relationship between context-free processes and pushdown processes has been
studied in the literature [30, 9]. We consider the process calculus Theory of Sequential
Processes (TSP;). We define context-free processes as follows:

Definition 4.13 (context-free processes). A context-free process is the strong bisimu-
lation equivalence class of the transition system generated by a finite guarded recursive
specification over TSP;.
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P∗ ↓
P

a
−→ P′

P∗
a
−→ P′;P∗

P1
a
−→ P′1

P1
]P2

a
−→ P′1;(P1

]P2);P1

P2
a
−→ P′2

P1
]P2

a
−→ P′2

P2 ↓

P1
]P2 ↓

Table 4.5: The revised semantics of iteration and nesting

Note that there is a method to rewrite every context-free process into Greibach
normal form [6], which is also valid in the revised semantics. In this paper, we only
consider context-free processes in Greibach normal form , i.e., defined by guarded
recursive specifications of the form

X =
∑
i∈IX

αi.ξi(+1) .

In this form, every right-hand side of every equation consists of a number of sum-
mands, indexed by a finite set IX (the empty sum denotes 0), each of which is 1, or of
the form αi.ξi, where ξi is the sequential composition of names (the empty sequence
denotes 1).

It is well-known that context-free grammars and pushdown automata generate the
same class of languages [54]. In concurrency theory, we focus on correspondence mod-
ulo other behavioural equivalence relations like bisimulation. We shall show that every
context-free process is equivalent to a pushdown process modulo strong bisimilarity.
The notion of pushdown automaton is defined as follows:

Definition 4.14 (pushdown automata). A pushdown automaton (PDA) is a 7-tuple
(Q,Σ,D, 7→, Ini,Z,Fin), where

1. Q is a finite set of states,

2. Σ is a finite set of input symbols,

3. D is a finite set of stack symbols,

4. 7→ ⊆ S × D × Σ × D∗ × S is a finite transition relation, (we write s
a[d/δ]
7−−−−→t for

(s, d, a, δ, t) ∈ 7→),
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5. Ini ∈ S is the initial state,

6. Z ∈ D is the initial stack symbol, and

7. Fin ⊆ S is the set of accepting states.

We use a sequence of stack symbols δ ∈ D∗ to represent the contents of a stack.
We associate with every pushdown automaton a labelled transition system. The bisim-
ulation equivalence classes of transition systems associated with pushdown automata
are referred to as pushdown processes.

Definition 4.15 (pushdown processes). Let M = (Q,Σ,D, 7→, Ini,Z,Fin) be a PDA.
The transition system T (M) = (ST ,−→T , ↑T , ↓T ) associated with M is defined as
follows:

1. its set of states is the set ST = {(s, δ) | s ∈ Q, δ ∈ D∗} of all configurations ofM,

2. its transition relation −→T ⊆ ST × Aτ × ST is the relation satisfying, for all

a ∈ Σ, d ∈ D, δ, δ′ ∈ D∗: (s, dδ)
a
−→T (t, δ′δ) iff s

a[d/δ′]
7−−−−−→t,

3. its initial state is the configuration ↑T= (Ini,Z), and

4. its set of terminating states is the set ↓T= {(s, δ) | s ∈ Q, s ∈ Fin, δ ∈ D∗}.

In order to simulate a context-free process using a pushdown process modulo strong
bisimilarity, we need to design a pushdown process such that the associated states and
the transitions have a correspondence with the ones associated with the context-free
process. Moreover, in a context-free process, we should distinguish terminating states
and non-terminating ones, but we are not able to obtain this information without check-
ing every name that appears in a sequential composition. To decide the correct states to
terminate in a pushdown process, we introduce a mechanism to check the appearance
of names by using marked names. Recall that a context-free process is defined by a
recursive specification in Greibach normal form; all states of the context-free process
are denoted by sequences of names defined in this recursive specification. Note that
a sequence of names denotes a terminating state only if all names have the option to
terminate. Hence, to be able to determine whether a configuration of the pushdown
automaton should have the option to terminate, we need to know whether all names
currently on the stack have the option to terminate. We annotate the states of the push-
down automaton with the subset of names currently on the stack. We shall use the
stack to record the sequence of names corresponding to the current state. The deepest
occurrence of a name on the stack is marked and we shall include special transitions in
the automaton for the treatment of marked names. If a marked name is removed from
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{X}start {X,Y} {Y} ∅
a[X†/X†Y†]

b[X†/ε]

a[X†/X†Y]

b[X†/ε]

c[Y/ε]

c[Y†/ε]

Figure 4.7: A PDA to simulate the process in Figure 4.6

the stack, then, intuitively, it should be removed from the set annotating the state from
the set. On the other hand, if a name not in the set is added to the stack, then we shall
mark that name and add that name to the set annotating the state. As an example, we
introduce a PDA as in Example 4.16 to simulate the process in Figure 4.6 modulo ↔
as follows.

Example 4.16 (simulating CFP by PDP). Consider a PDA (Q,Σ,D, 7→, Ini,Z,Fin) with

1. Q = {∅, {X}, {Y}, {X,Y}};

2. Σ = {a, b, c};

3. D = {X,Y, X†,Y†}

4. 7→= {({X}, X†, a, X†Y†, {X,Y}), ({X}, X†, b, ε, ∅), ({X,Y}, X†, a, X†Y, {X,Y}),
({X,Y}, X†, b, ε, {Y}), ({Y},Y, c, ε, {Y}), ({Y},Y†, c, ε, ∅), };

5. Ini = {X};

6. Z = X†; and

7. Fin = {∅, {Y}}.

Its behaviour is shown in Figure 4.7. In the state {X}, the PDA may choose to stack
a Y symbol by an a-labelled transition, or to make a b-labelled transition to enter a
terminating state. In the state {X,Y}, the symbols X and Y are included in its stack, and
it may choose to make an a-labelled transition to stack more Y’s or choose to make a
b-labelled transition to pop the symbol X, and enters the state {Y}. Finally, in the state
{Y}, the PDA has the option to terminate; moreover, the PDA only has Y as its stack
symbol, and it can only make a c-labelled transition to reduce the number of Y’s by 1
until it reaches the last one where it could make a c-labelled action and terminate.



72CHAPTER 4. SEQUENTIAL COMPOSITION AND INTERMEDIATE TERMINATION

To obtain a general result, we consider a context-free process given by a set of
namesV = {X0, X1, . . . , Xm} with X0 as the initial state, where

X j =
∑
i∈IX j

αi j.ξi j(+1) .

We briefly explain how every process expression ξ is simulated by a configuration
ofM such that the sequence of names in ξ is stored in the stack. The first appearance
of every name from the bottom of the stack is marked with †. The state is marked by a
set that contains all the names in ξ. A state is terminating if and only if all the names
in the set from the subscript of the state are terminating.

We introduce the following auxiliary functions:

1. length : V∗ → N, length(ξ) is the length of ξ;

2. get : V∗ × N→V, get(ξ, i) is the i-th name of ξ;

3. suffset : V∗ × N → 2|V|, suffset(ξ, i) = {get(ξ, j) | j = i + 1, . . . , length(ξ)}
computes the set that contains all the names in the suffix which starts from the
i-th name of ξ.

We define a PDAM = (Q,Σ,D, 7→, Ini,Z,Fin) to simulate the transition system asso-
ciated with X0 as follows:

1. Q = {D | D ⊆ V};

2. Σ = Aτ;

3. D = V ∪ {X† | X ∈ V};

4. the set of transitions 7→ is defined as follows:

7→ = {(D, X†j , αi j, δ(D, X
†

j , ξi j),merge(D, X†j , ξi j)) | i ∈ IX j , j = 1, . . . , n, D ⊆ V}

∪ {(D, X j, αi j, δ(D, X j, ξi j),merge(D, X j, ξi j)) | i ∈ IX j , j = 1, . . . , n, D ⊆ V} ;

δ(D, X, ξ) denotes the string of symbols from ξ to push into the stack in the state
D with X as the top symbol; and ‖ (D, X, ξ) denotes the resulting state obtained
from a transition that make the above pushing operation; δ(D, X†j , ξi j) is a string
defined as follows: for k = 1, . . . , length(ξi j), we let Xk = get(ξi j, k),

(a) if Xk < (D\{X j})∪ suffset(ξi j, k), then the k-th symbol of δ(D, X†j , ξi j) is X†k ,

(b) otherwise, the k-th symbol of δ(D, X†j , ξi j) is Xk,
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δ(D, X j, ξi j) is a string of length length(ξi j) defined as follows: for k = 1, . . . , length(ξi j),
we let Xk = get(ξi j, k),

(a) if Xk < D ∪ suffset(ξi j, k), then the k-th symbol of δ(D, X j, ξi j) is X†k ,

(b) otherwise, the k-th symbol of δ(D, X j, ξi j) is Xk, and

we also define merge(D, X†j , ξi j) = (D\{X j})∪suffset(ξi j, 0) and merge(D, X j, ξi j) =

D ∪ suffset(ξi j, 0);

5. Ini = {X0}; Z = X†0 ;

6. Fin = {D | for all X ∈ D, X ↓}.

We have the following result:

Lemma 4.17. T (X0) ↔ T (M).

Proof. We first define an auxiliary function stack : V∗ → D∗. We let ξ ∈ V∗ and for
k = 1, . . . , length(ξ), we let Xk = get(ξ, k). stack(ξ) is given by:

1. if Xk < suffset(ξ, k), then the k-th element of stack(ξ) is X†k ;

2. otherwise, the k-th element of stack(ξ) is Xk,

Note that stack(Xξ) and stack(ξ) share the same suffix of length length(ξ), and we use
this fact to show that the relation

R = {(ξ, (suffset(ξ, 0), stack(ξ))) | ξ ∈ V∗} ,

is a strong bisimulation. We assume that ξ is not an empty sequence, since it is trivial
if ξ is an empty sequence.

If ξ = X jξ for some 0 ≤ j ≤ m, then it has the following transitions:

X jξ
′

αi j
−→ ξi jξ

′, i ∈ IX j .

We need to show that they are simulated by the transitions:

(suffset(ξ, 0), stack(ξ))
αi j
−→ (suffset(ξi jξ

′, 0), stack(ξi jξ
′)), i ∈ IX j ,

in a way, we have (xi j, (suffset(ξi jξ
′, 0), stack(ξi jξ

′))) ∈ R.
We consider the configuration (suffset(ξ, 0), stack(ξ)), we distinguish two cases ac-

cording to whether the symbol on top of the stack is the deepest occurrence of that
symbol on the stack, or not.
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1. If get(stack(ξ), 1) = X†j , thenM has the transition

(suffset(ξ, 0), X†j , αi j, δ(suffset(ξ, 0), X†j , ξi j),merge(suffset(ξ, 0), X†j , ξi j)) .

In the new configuration, the stack is S = δ(suffset(ξ, 0), X†j , ξi j)stack(ξ′). We
verify that S = stack(ξi jξ

′). Note that they share the same suffix stack(ξ′). We
only need to verify the first length(ξi j) elements. For the l-th element, we let
Xl = get(ξi j, l), and we distinguish with two cases.

(a) If Xl < (suffset(ξ, 0)\{X j}) ∪ suffset(ξi j, l), then the l-th element of S is X†l .
Since get(stack(ξ), 1) = X†j , from the definition of stack, we have X j <
suffset(ξ, 1) = suffset(ξ′, 0). Therefore, suffset(ξ, 0)\{X j} = suffset(ξ′, 0).
In this case, Xl < suffset(ξ′, 0) ∪ suffset(ξi j, l). Moreover, we have Xl <

suffset(ξi jξ
′, l), therefore, the l-th element of stack(ξi jξ

′) is also X†l .

(b) Otherwise, then the l-th element of S is Xl. By the definition of stack, we
get that the l-th element of stack(ξi jξ

′) is also Xl.

Moreover, we verify that the new state merge(suffset(ξ, 0), X†j , ξi j) = suffset(ξi jξ
′, 0).

Note that we have

merge(suffset(ξ, 0), X†j , ξi j) = (suffset(ξ, 0)\{X j}) ∪ suffset(ξi j, 0)

= suffset(ξ′, 0) ∪ suffset(ξi j, 0) = suffset(ξi jξ
′, 0) .

Hence, we have (suffset(ξ, 0), stack(ξ))
αi j
−→ (suffset(ξi jξ

′, 0), stack(ξi jξ
′)).

2. if get(stack(ξ), 1) = X j, thenM has the transition

(suffset(ξ, 0), X j, αi j, δ(suffset(ξ, 0), X j, ξi j),merge(suffset(ξ, 0), X j, ξi j)) ,

In the new configuration, the new stack is S = δ(suffset(ξ, 0), X j, ξi j)stack(ξ′).
We verify that S = stack(ξi jξ

′). Note that they share the same suffix stack(ξ′).
We only need to verify the first length(ξi j) elements. For the l-th element, we let
Xl = get(ξi j, l), and we distinguish with two cases.

(a) If Xl < (suffset(ξ, 0)) ∪ suffset(ξi j, l), then the l-th element of S is X†l .
Since get(stack(ξ), 1) = X j, from the definition of stack, we have X j ∈

suffset(ξ, 1) = suffset(ξ′, 0). Therefore, suffset(ξ, 0) = suffset(ξ′, 0). In
this case, Xl < suffset(ξ′, 0) ∪ suffset(ξi j, l). Moreover, we have Xl <

suffset(ξi jξ
′, l), therefore, the l-th element of stack(ξi jξ

′) is also X†l .
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(b) Otherwise, then the l-th element of S is Xl. By the definition of stack, we
get that the l-th element of stack(ξi jξ

′) is also Xl.

Moreover, we verify that the new state merge(suffset(ξ, 0), X j, ξi j) = suffset(ξi jξ
′, 0).

Note that we have

merge(suffset(ξ, 0), X j, ξi j) = suffset(ξ, 0) ∪ suffset(ξi j, 0)
= suffset(ξ′, 0) ∪ suffset(ξi j, 0) = suffset(ξi jξ

′, 0) .

Hence, we have (suffset(ξ, 0), stack(ξ))
αi j
−→ (suffset(ξi jξ

′, 0), stack(ξi jξ
′)).

We conclude from the above two cases that the transitions are indeed simulated.
Using a similar analysis, we also have all the transitions from (suffset(ξ, 0), stack(ξ))

are simulated by X jξ
′.

Now we consider the termination condition. ξ ↓ iff for all X ∈ suffset(ξ, 0), X ↓.
Note that (suffset(ξ, 0), stack(ξ)) ↓ iff for all X ∈ suffset(ξ, 0), X ↓. Therefore, termina-
tion condition is also verified.

Hence, we have T (X0) ↔ T (M). �

We have the following theorem.

Theorem 4.18 (simulating CFP by PDP). For every name X defined in a guarded
recursive specification in Greibach normal form there exists a PDA M, such that
T (X) ↔ T (M).

Note that the converse of this theorem does not hold in general, that is, not every
pushdown process can be simulated by a context-free process modulo↔. A counterex-
ample was established by F. Moller in [70]. We rephrase the example as follows:

Example 4.19. Consider a PDA (Q,Σ,D, 7→, Ini,Z,Fin) with

1. Q = {p, q};

2. Σ = {a, b, c};

3. D = {X}

4. 7→= {(p, X, a, XX, p), (p, X, b, ε, X), (p, X, c, ε, q), (q, X, b, ε, q)};

5. Ini = p;

6. Z = X; and
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7. Fin = q.

The transition system associated with the above PDA cannot be specified by any context-
free process. The language given by the above PDA is {anbmcbn−m | m, n ∈ N, m ≤ n}
which is not context-free. Therefore, there is no context-free process which is language
equivalent to the above PDA. Hence, there is no context-free process which is strongly
bisimilar to the above PDA either. Moreover, this counterexample is also valid modulo
↔b.

4.5 Executability in the Context of Termination

In this section, we shall discuss the theory of executability. We shall prove that TCP]

is reactively Turing powerful in the context of termination. Our aim in this section
is to prove that all executable processes can be specified, up to divergence-preserving
branching bisimilarity in TCP]. TCP] is obtained from TCP by removing recursive
definitions and adding the iteration and nesting operators.

To see that TCP] is executable modulo branching bisimilarity, it suffices to observe
that the transition systems associated with TCP] processes are effective. Thus we can
apply the result from [13] and conclude that they are executable modulo↔b.

Next we show that TCP] is reactively Turing powerful by specifying the transi-
tion system associated with a reactive Turing machine in TCP] modulo ↔∆

b . Inspired
from [18], the proof proceeds in five steps:

1. We first specify an always terminating half counter.

2. Then we show that every regular process can be specified in TCP].

3. Next we use two half counters and a regular process to encode an always termi-
nating stack.

4. With two stacks and a regular process we can specify a tape.

5. Finally we use a tape and a regular control process to specify an RTM.

We first recall the infinite specification in TSP; of an always terminating half counter
from Figure 4.4.

We provide a specification of a half counter in TCP] as follows:

HC = ((a + 1)](b + 1);(c + 1))∗
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Figure 4.8: An implementation of the always terminating half counter in TCP]

To illustrate its behaviour, we let

HCn = ((a + 1)](b + 1);(a + 1)n;;(c + 1));HC,

HBn = (a + 1)n;;(c + 1);HC .

We exhibit its transition system in Figure 4.8.
We have the following lemma:

Lemma 4.20 (the always terminating half-counter). C0 ↔
∆
b HC.

Proof. We verify that HC ↔∆
b C0. Consider the following relation:

R1 = {(C0,HC)} ∪ {(Cn, (a + 1)](b + 1);(a + 1)n;;(c + 1);HC) | n ≥ 1}
∪ {(Bn, (a + 1)n;;(c + 1);HC) | n ∈ N} .

We let R2 be the inverse of R1. We show that R = R1∪R2 (the symmetrical closure
of R1) is a divergence-preserving branching bisimulation as follows:

Note that R satisfies the divergence-preserving condition since there is no infinite
sequence of τ transitions. In this proof, we only treat the pairs in R1, since we can use
the symmetrical argument for the pairs in R2. We first consider the pair (C0,HC). Note
that C0 has the following transitions:

C0
a
−→ C1, and

C0
b
−→ B0 ,

which are simulated by:

HC
a
−→ (a + 1)](b + 1);(a + 1);(c + 1);HC, and

HC
b
−→ (c + 1);HC ,
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with (C1, (a + 1)](b + 1);(a + 1);(c + 1);HC) ∈ R and (B0, (c + 1);HC) ∈ R. Moreover,
we have C0 ↓ and HC ↓.

Now we consider the pair (Cn, (a + 1)](b + 1);(a + 1)n;;(c + 1);HC), with n ≥ 1.
Note that Cn has the following transitions:

Cn
a
−→ Cn+1, and

Cn
b
−→ Bn ,

which are simulated by:

(a + 1)](b + 1);(a + 1)n;;(c + 1);HC
a
−→ (a + 1)](b + 1);(a + 1)n+1;;(c + 1);HC, and

(a + 1)](b + 1);(a + 1)n;;(c + 1);HC
b
−→ (a + 1)n;;(c + 1);HC ,

with (Cn+1, (a + 1)](b + 1);(a+1)n+1;;(c+1);HC) ∈ R and (Bn, (a+1)n;;(c+1);HC) ∈ R.
Moreover, we have Cn ↓ and (a + 1)](b + 1);(a + 1)n;;(c + 1);HC ↓.

Now we proceed to consider the pair (B0, (c + 1);HC). Note that B0 has the follow-
ing transition:

B0
c
−→ C0 ,

which is simulated by:

(c + 1);HC
c
−→ HC ,

with (C0,HC) ∈ R. Moreover, we have B0 ↓ and (c + 1);HC ↓.
Next we consider the pair (Bn, (a + 1)n;;(c + 1);HC), with n ≥ 1. Note that Bn has

the following transition:

Bn
a
−→ Bn−1 ,

which is simulated by:

(a + 1)n;;(c + 1);HC
a
−→ (a + 1)n−1;;(c + 1);HC ,

with (Bn−1, (a + 1)n−1;;(c + 1);HC) ∈ R. Moreover, we have Bn ↓ and (a + 1)n;;(c +

1);HC ↓.
Hence, we have C0 ↔

∆
b HC. �

Next we show that every regular process can be specified in TCP] modulo ↔∆
b . A

regular process is given by Pi =
∑n

j=1 αi j;P j + βi (i = 1, . . . , n) where αi j and βi are
finite sums of actions fromAτ and possibly with a 1-summand. We have the following
lemma.
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Lemma 4.21 (regular processes). Every regular process can be specified in TCP] mod-
ulo↔∆

b .

Proof. We consider a regular process with a finite set of action labelsAτ which is given
by Pi =

∑n
j=1 αi j;P j + βi (i = 1, . . . , n) where αi j and βi are finite sums of actions from

Aτ. We let c!0, c!1, . . . , c!(n + 1), c?0, c?1, . . . , c?(n + 1) be labels that are not inAτ.
Consider the following process:

Gi =

n∑
j=1

αi j;(c! j + 1) + βi;(c!0 + 1)

M =

 n∑
j=1

(c? j + 1);G j + (c!(n + 1) + 1);(c?(n + 1) + 1)

](c?0 + 1)

N =

n+1∑
j=1

(c? j + 1);(c! j + 1)


]

((c?0 + 1);(c!0 + 1))

Note that ; is associative modulo ↔∆
b and we suppose that ; binds stronger than +.

We verify that Pi ↔
∆
b [Gi;M ‖ N]{c}. We let

Q =

 n∑
j=1

(c? j + 1);G j + (c!(n + 1) + 1);(c?(n + 1) + 1)


and

O =

n+1∑
j=1

(c? j + 1);(c! j + 1)

 .

We let

R1 = {(Pi, [Gi;M;Qk; ‖ N;Ok;]{c}) | k ∈ N, i = 1, . . . , n}
∪ {(Pi, [(c!i + 1);M;Qk; ‖ N;Ok;]{c}) | k ∈ N, i = 1, . . . , n}
∪ {(Pi, [M;Qk; ‖ (c!i + 1);N;Ok+1;]{c}) | k ∈ N, i = 1, . . . , n}
∪ {(1, [(c!0 + 1);M;Qk; ‖ N;Ok;]{c}) | k ∈ N}
∪ {(1, [M;Qk; ‖ (c!0 + 1);Ok;]{c}) | k ∈ N}
∪ {(1, [Qk; ‖ Ok;]{c}) | k ∈ N}
∪ {(1, [(c?(n + 1) + 1);Qk; ‖ (c!(n + 1) + 1);Ok;]{c}) | k ∈ N} ;
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and we letR2 be the inverse ofR1. We show thatR = R1∪R2 is a divergence-preserving
branching bisimulation. We shall only verify the pairs in R1 in this proof since R is
symmetrical.

For the set of pairs {(Pi, [Gi;M;Qk; ‖ N;Ok;]{c}) | k ∈ N, i = 1, . . . , n}, note that Pi

has the following transitions: Pi
a
−→ P j if a is a summand of αi j, or Pi

a
−→ 1 if a is a

summand of β j.
The first transition is simulated by the following transitions:

[Gi;M;Qk; ‖ N;Ok;]{c}
a
−→ [(c! j + 1);M;Qk; ‖ N;Ok;]{c}

τ
−→ [M;Qk; ‖ (c! j + 1);N;Ok+1;]{c}
τ
−→ [G j;M;Qk+1; ‖ N;Ok+1;]{c} .

If k ≥ 1, then the second transition is simulated by the following transitions:

[Gi;M;Qk; ‖ N;Ok;]{c}
a
−→ [(c!0 + 1);M;Qk; ‖ N;Ok;]{c}

τ
−→ [M;Qk; ‖ (c!0 + 1);Ok;]{c}

τ
−→ [Qk; ‖ Ok;]{c}

τ
−→ [(c?(n + 1) + 1);Qk−1; ‖ (c!(n + 1) + 1);Ok−1;]{c}

τ
−→ [Qk−1; ‖ Ok−1;]{c}

−→
∗ 1 ;

otherwise, if k = 0, then the second transition is simulated by:

[Gi;M ‖ N]{c}
a
−→ [(c!0 + 1);M ‖ N]{c}

τ
−→ [M ‖ (c!0 + 1)]{c}

τ
−→ 1 .

We have that (P j, [(c! j+1);M;Qk; ‖ N;Ok;]{c}) ∈ R, (P j, [M;Qk; ‖ (c! j+1);N;Ok+1;]{c}) ∈
R, (P j, [G j;M;Qk+1; ‖ N;Ok+1;]{c}) ∈ R, (1, [(c!0+1);M;Qk; ‖ N;Ok;]{c}) ∈ R, (1, [M;Qk; ‖

(c!0+1);Ok;]{c}) ∈ R, (1, [Qk; ‖ Ok;]{c}), (1, [(c?(n+1)+1);Qk; ‖ (c!(n+1)+1);Ok;]{c}) ∈ R
and (1, 1) ∈ R for all k ∈ N and i, j = 1, . . . , n.

One can easily verify that all the other pairs satisfy the condition of branching
bisimulation. The relation R also satisfies the divergence-preserving condition since
no infinite τ-transition sequence is allowed from any process defined in R.

Therefore, we get a finite specification of every regular process in TCP] modulo
↔∆

b . �

Now we show that a stack can be specified by a regular process and two half coun-
ters. We first give an infinite specification in TSP; of a stack as follows:

S ε = Σd∈D�push?d.S d + pop!�.S ε + 1
S dδ = pop!d.S δ + Σe∈D�push?e.S edδ + 1 .
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Recall that D� is a finite set of symbols. We suppose that D� contains N symbols
(including �). We use ε to denote the empty sequence. We inductively define an
encoding from a sequence of symbols to a natural number d e : D�∗ → N as follows:

dεe = 0 ddke = k (k = 1, 2, . . . ,N) ddkσe = k + N × dσe .

Thus we are able to encode the contents of a stack in terms of natural numbers recorded
by half counters. We define a stack in TCP] as follows:

S = [X∅ ‖ P1 ‖ P2]{a1,a2,b1,b2,c1,c2}

P j = ((a j!a + 1)](b j!b + 1);(c j!c + 1))∗ ( j = 1, 2)
X∅ = (ΣN

j=1((push?d j + 1);(a1?a + 1) j;;(b1 + 1);X j) + pop!�)∗

Xk = ΣN
j=1((push?d j + 1);Pushj) + (pop!dk + 1);Popk (k = 1, 2, . . . ,N)

Pushk = Shift1to2;(a1?a + 1)k;;NShift2to1;Xk (k = 1, 2, . . . ,N)
Popk = (a1?a + 1)k;;1/NShift1to2;Test∅

Shift1to2 = ((a1?a + 1);(a2?a + 1))∗;(c1?c + 1);(b2?b + 1)
NShift2to1 = ((a2?a + 1);(a1?a + 1)N;)∗;(c2?c + 1);(b1?b + 1)

1/NShift1to2 = ((a1?a + 1)N;;(a2?a + 1))∗;(c1?c + 1);(b2?b + 1)
Test∅ = (a2?a + 1);(a1?a + 1);Test1 + (c2?c + 1);X∅
Test1 = (a2?a + 1);(a1?a + 1);Test2 + (c2?c + 1);X1

Test2 = (a2?a + 1);(a1?a + 1);Test3 + (c2?c + 1);X2

...

TestN = (a2?a + 1);(a1?a + 1);Test1 + (c2?c + 1);XN .

We have the following result.

Lemma 4.22 (the always terminating stack). S ε ↔
∆
b S .

Proof. We define some auxiliary process:

P j(0) = ((a j!a + 1)](b j!b + 1);(c j!c + 1))∗ ( j = 1, 2)

P j(n) = (a j!a + 1)](b j!b + 1);(a j!a + 1)n;;(c j!c + 1));P j, ( j = 1, 2; n = 1, 2, . . .)
Q j(n) = (a j!a + 1)n;;(c j!c + 1));P j, ( j = 1, 2; n ∈ N) .

P0 and P1 behave as two half counters.
We letR1 = {(S ε , S )}∪{(S d jδ, [X j;Xε ‖ Q1(m) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}) | j = dd je,m =

dd jδe, d ∈ D�, δ ∈ D∗�}. We let R2 be inverse of R1. We verify that R = R1 ∪ R2∪ ↔
∆
b
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is a divergence-preserving branching bisimulation relation. For simplicity, we only
verify the simulation of the transitions from one direction and the other direction is
then trivial.

Note that S ε has the following transitions:

S ε

push?d j
−→ S d j for all j = 1, 2, . . . ,N, and

S ε

pop!�
−→ S ε .

They are simulated by the following transitions:

S
push?d j
−→ [(a1?a + 1) j;;(b1 + 1);X j;Xε ‖ P1(0) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}

−→
∗ [(b1 + 1);X j;Xε ‖ P1( j) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}

−→
∗ [X j;Xε ‖ Q1( j) ‖ P2(0)]{a1,a2,b1,b2,c1,c2} for all j = 1, 2, . . . ,N, and

S
pop!�
−→ S .

We only consider the first case, since the second transition is trivial. We have

(S d j , [X j;Xε ‖ Q1( j) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}) ∈ R .

We denote the sequence of transitions

[(a1?a + 1) j;;(b1 + 1);X j;Xε ‖ P1(0) ‖ P2(0)]{a1,a2,b1,b2,c1,c2} −→
∗

[X j;Xε ‖ Q1( j) ‖ P2(0)]{a1,a2,b1,b2,c1,c2} ∈ R

by s0 −→
∗ sm. It is obvious that s0 ↔

∆
b sm. Therefore, S

push?d j
−→ s0, and s0 ↔

∆
b sm with

(S d j , sm) ∈ R.

Note that S d jδ has the following transitions:

S d jδ

push?dk
−→ S dkd jδ for all k = 1, 2, . . . ,N, and

S d jδ

pop!d j
−→ S dkδ′ , where dkδ

′ = δ .
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They are simulated by the following transitions:

[X j;Xε ‖ Q1(dd jδe) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}

push?dk
−→ [Pushk;Xε ‖ Q1(dd jδe) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}

−→
∗ [(a1?a + 1)k;;NShift2to1;Xk;Xε ‖ P1(0) ‖ Q2(dd jδe)]{a1,a2,b1,b2,c1,c2}

−→
∗ [NShift2to1;Xk;Xε ‖ P1(ddke) ‖ Q2(dd jδe)]{a1,a2,b1,b2,c1,c2}

−→
∗ [Xk;Xε ‖ Q1(ddkd jδe) ‖ P2(0)]{a1,a2,b1,b2,c1,c2} for all d j, dk ∈ D�, δ ∈ D

∗
� and

[X j;Xε ‖ Q1(dd jδe) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}

pop!d j
−→ [Popj;Xε ‖ Q1(dd jδe) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}

−→
∗ [1/NShift1to2;Test∅;Xε ‖ Q1(dd jδe − k) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}

−→
∗ [Test∅;Xε ‖ P1(0) ‖ Q2(dδe)]{a1,a2,b1,b2,c1,c2}

−→
∗ [Xk;Xε ‖ Q1(ddkδ

′e ‖ P2(0)]{a1,a2,b1,b2,c1,c2} for all d j ∈ D�, δ ∈ D
∗
� and δ = dkδ

′ .

We have

(S dkd jδ, [Xk;Xε ‖ Q1(ddkd jδe) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}) ∈ R
(S dkδ′ , [Xk;Xε ‖ Q1(ddkδ

′e ‖ P2(0)]{a1,a2,b1,b2,c1,c2}) ∈ R .

By using a similar analysis with the previous case, we have that R is a bisimulation up
to ↔b. By Lemma 2.9, we have R ⊆↔b. Moreover, there is no infinite τ-transition
sequence from any process defined above. Therefore, R ⊆↔∆

b .
Hence, we have S ε ↔

∆
b S . �

Next we proceed to define a tape process by means of two stacks. We consider the
following infinite specification in TSP; of a tape:

TδLďδR
= r!d.TδLďδR

+ Σe∈D�w?e.TδL ěδR + L?m.TδL
<dδR + R?m.TδLd >δR + 1 .

We define the tape process in TCP] as follows:

T = [T� ‖ S 1 ‖ S 2]{push1,pop1,push2,pop2}

Td = r!d.Td + Σe∈D�w?e.Te + L?m.Leftd + R?m.Rightd + 1 (d ∈ D�)
Leftd = Σe∈D� ((pop1?e + 1);(push2!d + 1);Te)

Rightd = Σe∈D� ((pop2?e + 1);(push1!d + 1);Te) ,

where S 1 and S 2 are two stacks obtained by renaming push and pop in S to push1,
pop1, push2 and pop2, respectively. We establish the following result.
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Lemma 4.23 (the always terminating tape). T�̌ ↔∆
b T.

Proof. We define the following auxiliary processes:

S 1(δ) = [X1,k ‖ Q1(dδe) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}

S 2(δ) = [X2,k ‖ Q1(dδe) ‖ P2(0)]{a1,a2,b1,b2,c1,c2}, where δ = dkδ
′ .

X1,k and X2,k are obtained by renaming push and pop in Xk to push1, pop1, push2 and
pop2 respectively. We use δ to denote the reverse sequence of δ.

We verify that

R = {(TδLďδR
, [Td ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}) | d ∈ D�, δL, δR ∈ D

∗
�} ⊆↔

∆
b .

For simplicity, we only verify the simulation of the transitions from TδLďδR
and the

other direction is then trivial. TδLďδR
has the following transitions:

TδLďδR

r!d
−→ TδLďδR

TδLďδR

w?e
−→ TδL ěδR

for all e ∈ D�

TδLďδR

L?m
−→ TδL

<dδR if δL , ε

TδLďδR

R?m
−→ TδLd >δR if δR , ε

TδLďδR

L?m
−→ Tε�̌dδR if δL = ε and

TδLďδR

R?m
−→ TδLd�̌ε if δR = ε .
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They are simulated by the following transitions:

[Td ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

r!d
−→ [Td ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

[Td ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

e?d
−→ [Te ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

for all e ∈ D�

[Td ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

L?m
−→ [Leftd ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

−→
∗ [Te ‖ S 1(δ′L) ‖ S 2(dδR)]{push1,pop1,push2,pop2}, δL = δ′Le, if δL , ε

[Td ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

R?m
−→ [Rightd ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

−→
∗ [Te ‖ S 1(δLd) ‖ S 2(δ′R)]{push1,pop1,push2,pop2}, δR = eδR, if δR , ε

[Td ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

L?m
−→ [Leftd ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

−→
∗ [T� ‖ S 1(ε) ‖ S 2(dδR)]{push1,pop1,push2,pop2}, if δL = ε

[Td ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

R?m
−→ [Rightd ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}

−→
∗ [T� ‖ S 1(δLd) ‖ S 2(ε)]{push1,pop1,push2,pop2}, if δR = ε .

We have

(TδLďδR
, [Td ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}) ∈ R,

(TδL ěδR , [Te ‖ S 1(δL) ‖ S 2(δR)]{push1,pop1,push2,pop2}) ∈ R,

(TδL
<dδR , [Te ‖ S 1(δ′L) ‖ S 2(dδR)]{push1,pop1,push2,pop2}) ∈ R,

(TδLd >δR , [Te ‖ S 1(δLd) ‖ S 2(δ′R)]{push1,pop1,push2,pop2}) ∈ R,
(Tε�̌dδR , [T� ‖ S 1(ε) ‖ S 2(dδR)]{push1,pop1,push2,pop2}) ∈ R, and

(TδLd�̌ε , [T� ‖ S 1(δLd) ‖ S 2(ε)]{push1,pop1,push2,pop2}) ∈ R .

By an analysis similar from Lemma 4.22, we have R is a bisimulation up to ↔b.
Therefore, R ⊂↔b. Moreover, there is no infinite τ-transition sequence from the pro-
cesses defined above. Therefore, R ⊆↔∆

b .
Hence, we have T�̌ ↔∆

b T . �

Finally, we construct a finite control process for an RTMM = (SM,−→M, ↑M, ↓M)
as follows:

Cs,d = Σ(s,d,a,e,M,t)∈−→M (a.w!e.M!m.Σ f∈D�r? f .Ct, f )[+1]s↓M (s ∈ SM, d ∈ D�) .

Note that from Lemma 4.21, the above process can be specified in TCP].
We prove the following lemma.
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Lemma 4.24 (the finite control). T (M) ↔∆
b [C↑M,� ‖ T ]{r,w,L,R}.

Proof. By the proof of Theorem 4.11, ↔∆
b is compatible with parallel composition.

Therefore, it is enough to show that T (M) ↔∆
b [C↑,� ‖ T�̌]{r,w,L,R}.

We define a binary relation R by:

R = {((s, δLďδR), [Cs,d ‖ TδLďδR
]{r,w,L,R}) | s ∈ SM , δL, δR ∈ D

∗
�, d ∈ D�}

∪ {((s, δL
<dδR), [Cs, f ‖ TδL

<dδR ]{r,w,L,R}) | s ∈ SM , δL, δR ∈ D
∗
�, d ∈ D�, δL , ε, δL = δ′L f }

∪ {((s, δLd >δR), [Cs, f ‖ TδLd >δR ]{r,w,L,R}) | s ∈ SM , δL, δR ∈ D
∗
�, d ∈ D�, δR , ε, δR = f δ′R}

∪ {((s, �̌δR), [Cs,� ‖ T�̌δR ]{r,w,L,R}) | s ∈ SM , δR ∈ D
∗
�}

∪ {((s, δL�̌), [Cs,� ‖ TδL�̌]{r,w,L,R}) | s ∈ SM , δL ∈ D
∗
�} .

We show that R ⊆↔∆
b .

(s, δLďδR) has the following transitions:

(s, δLďδR)
a
−→ (t, δL

<eδR) if (s, d, a, e, L, t) ∈−→M, δL , ε

(s, δLďδR)
a
−→ (t, δLe >δR) if (s, d, a, e,R, t) ∈−→M, δR , ε

(s, δLďδR)
a
−→ (t, �̌eδR) if (s, d, a, e, L, t) ∈−→M, δL = ε

(s, δLďδR)
a
−→ (t, δLe�̌) if (s, d, a, e,R, t) ∈−→M, δR = ε .

They are simulated by:

[Cs,d ‖ TδLďδR
]{r,w,L,R}

a
−→ [w!e.L!m.Σ f∈D�r? f .Ct, f ‖ TδLďδR

]{r,w,L,R}
−→

∗ [Ct, f ‖ TδL
<dδR ]{r,w,L,R}, if (s, d, a, e, L, t) ∈−→M, δL , ε, δL = δ′L f

[Cs,d ‖ TδLďδR
]{r,w,L,R}

a
−→ [w!e.R!m.Σ f∈D�r? f .Ct, f ‖ TδLďδR

]{r,w,L,R}
−→

∗ [Ct, f ‖ TδLd >δR ]{r,w,L,R}, if (s, d, a, e,R, t) ∈−→M, δR , ε, δR = f δ′R

[Cs,d ‖ TδLďδR
]{r,w,L,R}

a
−→ [w!e.L!m.Σ f∈D�r? f .Ct, f ‖ TδLďδR

]{r,w,L,R}
−→

∗ [Ct,� ‖ T�̌dδR ]{r,w,L,R}, if (s, d, a, e, L, t) ∈−→M, δL = ε

[Cs,d ‖ TδLďδR
]{r,w,L,R}

a
−→ [w!e.R!m.Σ f∈D�r? f .Ct, f ‖ TδLďδR

]{r,w,L,R}
−→

∗ [Ct,� ‖ TδLd�̌]{r,w,L,R}, if (s, d, a, e, L, t) ∈−→M, δR = ε .

We apply a similar analysis to other pairs in R. Using the proof strategy similar to
Lemma 4.22, it is straightforward to show that R is a bisimulation up to ↔b. Hence,
we have R ⊂↔b. Moreover, using a similar strategy in the proof to show the reactive
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Turing powerfulness of the π-calculus from Section 5.2(See also [61]), we can show
that R satisfies the divergence-preserving condition. For every infinite τ-transition se-
quence in T (M), we can find an infinite τ-transition sequence in the transition system
induced from [C↑M,� ‖ T ]{r,w,L,R}. Therefore, R ⊆↔∆

b .
Hence, we have T (M) ↔∆

b [C↑M,� ‖ T ]{r,w,L,R}. �

Concluding, we have proved the following theorem.

Theorem 4.25 (the reactive Turing powerfulness of TCPN). TCP] is reactively Turing
powerful modulo↔∆

b .

4.6 Remarks
The results established in this chapter show that a revision of the operational semantics
of sequential composition leads to a smoother integration of process theory and the
classical theory of automata and formal languages. In particular, the correspondence
between context-free processes and pushdown processes can be established up to strong
bisimilarity, which does not seem to hold with the more standard operational semantics
of sequential composition in a setting with intermediate termination [4]. Furthermore,
the revised operational semantics of sequential composition also seems to work bet-
ter in combination with the recursive operations of [21]. We conjecture that it is not
possible to specify an always terminating counter or stack in a process calculus with
iteration and nesting if the original operational semantics of sequential composition is
used.

There are also some disadvantages to the revised operational semantics.

1. First of all, the negative premise in the operational semantics gives well-known
formal complications in determining whether some process does, or does not, ad-
mit a transition. For instance, consider the following unguarded recursive speci-
fication:

X = X;Y + 1
Y = a.1 .

It is not a priori clear whether an a-transition is possible from X: if X only has
the option to terminate, then X;Y can do the a-transition from Y , but then also X
can do the a-transition, contradicting the assumption that X only has the option
to terminate. Therefore, we have to restrict the semantics to guarded recursive
specifications.
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2. Second, as we have illustrated in Section 4.3, rooted branching bisimilarity is
not compatible with respect to the new sequential composition operation. The
divergence-preserving condition is required for the congruence property.

3. Finally, note that (a.1 + 1);b.1 is not strongly bisimilar to (a.1;b.1) + (1;b.1), and
hence the operator ; does not distribute from the right over +. It is to be expected
that there is no finite sound and ground-complete set of equational axioms for
the process calculus TCP; with respect to strong bisimilarity without using an
auxiliary operator. We leave for future work to further investigate the equational
theory of sequential composition.

Another interesting future work is to establish the reactive Turing powerfulness
on other process calculi with non-regular iterators based on the revised semantics of
the sequential composition operator. For instance, we could consider the pushdown
operator “$” and the back-and-forth operator “�” introduced by Bergstra and Ponse
in [21]. They are given by the following equations:

P1
$P2 = P1;(P1

$P2);(P1
$P2) + P2

P1
�P2 = P1;(P1

�P2);P2 + P2 .

By analogy to the nesting operator, we can also give them some proper rules of opera-
tional semantics, and then use the calculus obtained by the revised semantics to define
other versions of terminating counters. Moreover, we expect to establish their reactive
Turing powerfulness.



Chapter 5

RTM and the π-Calculus

The π-calculus [68, 77] is a well-known process calculus for the formal specification
of the behaviour of reactive systems in concurrency theory.

Research in concurrency theory has focussed on defining expressive process spec-
ification formalisms, modal logics, studying suitable behavioural equivalences, etc.
Expressivity questions have also been addressed extensively in concurrency theory, es-
pecially in the context of the π-calculus (see, e.g., [47, 38]), but mostly pertaining to the
so-called relative expressivity of process calculi. The absolute expressivity of process
calculi, and in particular the question as to which interactive behaviour can actually
be executed by a conventional computing system, has received less attention. In this
chapter, we consider the expressivity of the π-calculus with respect to the model of
Reactive Turing Machines.

We confirm that the π-calculus is expressive: every executable behaviour can be
specified in the π-calculus up to divergence-preserving branching bisimilarity [43, 42],
which is the finest behavioural equivalence discussed in van Glabbeek’s seminal paper
on behavioural equivalences [40]. Although divergence-preserving branching bisimi-
larity is not the behavioural equivalence that is most used in the π-calculus, we choose
it for it is the finest one that fits in the theory of executability. Our proof explains how
an arbitrary Reactive Turing Machine can be specified in the π-calculus. The specifi-
cation consists of a component that specifies the behaviour of the tape memory, and
a component that specifies the behaviour of the finite control of the Reactive Turing
Machine under consideration. The specification of the behaviour of the tape memory
is generic and elegantly uses the link mobility feature of the π-calculus.

We also prove that the converse is not true: it is possible to specify, in the π-
calculus, transition systems that are not executable up to divergence-preserving branch-

89
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ing bisimilarity. We shall analyze the discrepancy and identify two causes.
The first cause is that the π-calculus presupposes an infinite supply of names, which

is technically essential both for the way input is modelled and for the way fresh name
generation is implemented. The infinite supply of names in the π-calculus gives rise
to an infinite alphabet of actions. The presupposed alphabet of actions of a Reactive
Turing Machine is, however, purposely kept finite, since allowing Reactive Turing Ma-
chines to have an infinite alphabet of actions arguably leads to an unrealistic model
of executability. As an alternative, we shall therefore investigate the executability of
π-calculus behaviour subject to finitely many names, considering only the observable
behaviour of a π-calculus term that refers to a finite subset of the set of names. The
underlying assumption is that any realistic system will be based on a finite alphabet of
input symbols.

The second cause is that, even under a finite name restriction, the transition system
associated with a π-calculus term may still have unbounded branching. Transition
systems with unbounded branching are not executable up to divergence-preserving
branching bisimilarity, but unbounded branching behaviour can be simulated at the
expense of sacrificing divergence preservation. We shall establish that, given a finite
name restriction, the behaviour associated with a π-term is always executable up to the
divergence-insensitive variant of branching bisimilarity.

We shall investigate the possibility of extending the Reactive Turing Machines with
an infinite alphabet of actions in Chapter 6. To this end, an infinite alphabet of states
or an infinite alphabet of data symbols has to be introduced. We shall see that such a
machine is capable of simulating any effective transition system, thus the π-calculus
can be simulated. However, such a model is unrealistic. According to the work in [26],
a Turing machine with atoms is capable of dealing with the formalism of an infinite
alphabet of names. As an analogy to Turing machine with atoms, we define Reactive
Turing Machines with atoms, and show that every π-calculus term can be simulated
by a Reactive Turing Machine with atoms up to the divergence-insensitive version of
branching bisimilarity.

This chapter is organized as follows. In Section 5.1, we recall the operational se-
mantics of the π-calculus with replication. In Section 5.2, we prove the reactive Turing
power of the π-calculus modulo divergence-preserving branching bisimilarity: a finite
specification of Reactive Turing Machines in the π-calculus is proposed and verified.
In Section 5.3, we discuss the executability of transition systems associated with π-
calculus processes. We first argue that the π-calculus is not executable in general. Then,
we establish that every behaviour specified by the π-calculus restricted to finitely many
names is executable modulo the divergence-insensitive variant of branching bisimilar-
ity, but not modulo divergence-preserving branching bisimilarity. The chapter ends
with a discussion of related work and some conclusions in Section 5.4.
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5.1 The π-Calculus

5.1.1 Syntax

The π-calculus was proposed by Milner, Parrow and Walker in [69] as a language
to specify processes with link mobility. The expressivity of many variants of the π-
calculus has been extensively studied. In this thesis, we shall consider the basic version
presented in the textbook by Sangiorgi and Walker [77], but the match prefix operator
from [69] is not considered here. We recapitulate some definitions from [77] below
and refer to the book for detailed explanations.

We presuppose a countably infinite set N of names; we use strings of lower case
letters for elements of N . Furthermore, we use upper case letters for π-calculus pro-
cesses (which are also referred to as π-terms). The prefixes, processes and summations
of the π-calculus are, respectively, defined by the following grammar:

π B x y | x(z) | τ (x, y, z ∈ N)
P B M | P | P | (z)P | !P

M B 0 | π.P | M + M .

We briefly explain the meaning of each notation above. 0 denotes the empty pro-
cess; x y represents the event of sending a name y along the channel x; x(z) represents
the event of receiving a name along the channel x. τ represents an internal action; +

denotes a choice between two behaviours; | is the parallel composition operator; (z)P
denotes a restriction of the name z in P; and !P denotes the replication of P.

In x(z).P and (z)P, the displayed occurrence of the name z is binding with scope P.
An occurrence of a name in a process is bound if it is, or lies within the scope of, a
binding occurrence in P; otherwise it is free. We use fn(P) to denote the set of names
that occur free in P, and bn(P) to denote the set of names that occur bound in P.

We use P{z/y} to denote a π-term obtained by substituting every occurrence of y
to z in P; and we use P{~z/~y} to denote a substitution of a sequence of names, i.e.,
P{~z/~y} = (. . . (P{z1/y1}){z2/y2} . . .){zn/yn} for~z = (z1, z2, . . . , zn) and~y = (y1, y2, . . . , yn).

A finite number of changes of bound names in a π-term is often called an α-
conversion. We rephrase the definition in [77] as below.

Definition 5.1 (α-conversion). Let P be a π-term, then Q is an α-conversion of P if it
is obtained by a finite number of substitution operations of bound names from P, i.e.,
there exists ~y = (y1, . . . , yn), ~z = (z1, . . . , zn),y1, . . . , yn ∈ bn(P) and Q = P{~z/~y}. We
write P =α Q if P and Q are two π-terms that are α-convertible.
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We call the equivalence class of the α-convertible terms of a π-term P the α equiv-
alence class of P, which is defined as:

[P]α = {Q | P =α Q} .

Two α-convertible terms has the same behaviour, so we consider them as equiva-
lent. Moreover, in Chapter 6, we shall introduce nominal sets to deal with infinite sets
having finite quotients up to α-conversion.

Remark 5.2. For convenience, we sometimes want to abbreviate interactions that in-
volve the transmission of no name at all, or more than one name. Instead of giving a full
treatment of the polyadic π-calculus (see [77]), we define the following abbreviations:

(z1, . . . , zn)P def
= (z1). . .(zn)P,

x 〈y1, . . . , yn〉.P
def
= (w)x w.w y1. · · ·w yn.P (w < fn(P)), and

x(z1, . . . , zn).P def
= x(w).w(z1). · · ·w(zn).P, for n ∈ N+ .

5.1.2 Structural Operational Semantics
We define the operational behaviour of π-calculus processes by means of the structural
operational semantics in Table 5.1, in which a ranges over the set of actions of the
π-calculus

Aπ = {x y, x y, x (z) | x, y, z ∈ N} ∪ {τ} .

The rules in Table 5.1 define on π-terms an Aπ-labelled transition relation −→. We
now briefly explain the effect of each rule. PREFIX consists of three rules for input,
output and internal action prefixes, respectively. SUM states the rules for alternative
choice; the process is free to choose one of the summands to perform a transition. PAR
are the rules for parallel composition without communication, the process may perform
a transition from one of its components. COM illustrates the communication of free
names, and CLOSE illustrates the communication of bound names; a communication
may happen between two parallel components, where one of them sends a name and
the other receives it through an arbitrary channel. RES explains the effect of restriction,
i.e., a transition may happen if it does not contain a restricted name. OPEN states the
effect of sending a bound name; it leads to a scope extrusion regarding that bound
name. REP shows the semantics of the replication operator; it always generates new
instances of processes. ALPHA is the rule for α-conversion, i.e., α-convertible terms
share the same set of transitions.
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PREFIX
τ.P

τ
−→ P x y.P

x y
−→ P x(y).P

x z
−→ P{z/y}

SUM P
a
−→ P′

P + Q
a
−→ P′

Q
a
−→ Q′

P + Q
a
−→ Q′

PAR P
a
−→ P′

P | Q
a
−→ P′ | Q

bn(a) ∩ fn(Q) = ∅

Q
a
−→ Q′

P | Q
a
−→ P | Q′

bn(a) ∩ fn(P) = ∅

COM
P

x y
−→ P′, Q

x y
−→ Q′

P | Q
τ
−→ P′ | Q′

P
x y
−→ P′, Q

x y
−→ Q′

P | Q
τ
−→ P′ | Q′

CLOSE
P

x (z)
−→ P′, Q

x z
−→ Q′

P | Q
τ
−→ (z)(P′ | Q′)

z < fn(Q)
P

x z
−→ P′, Q

x (z)
−→ Q′

P | Q
τ
−→ (z)(P′ | Q′)

z < fn(P)

RES P
a
−→ P′

(z)P
a
−→ (z)P′

z < a OPEN P
x z
−→ P′

(z)P
x (z)
−→ P′

z , x

REP P
a
−→ P′

!P
a
−→ P′ | !P

P
x y
−→ P′, P

x y
−→ P′′

!P
τ
−→ (P′ | P′′) | !P

P
x (z)
−→ P′, P

x z
−→ P′′

!P
τ
−→ (z)(P′ | P′′) | !P

ALPHA P
a
−→ P′

Q
a
−→ P′

Q =α P

Table 5.1: Structural operational semantics of the π-calculus
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We can associate with every π-term P an Aπ-labelled transition system T (P) =

(SP,−→P, P) as follows.

Definition 5.3 (the LTS associated with a π-term). Let P be a π-term. The transition
system associated with P is T (P) = (SP,−→P, ↑P), where

1. SP = {Q | Q ∈ Reach(P)} is the set of all reachable π-terms from P by the
operational semantics;

2. −→P= {(P, a,Q) | P
a
−→ Q} is the set of transitions between all reachable π-

terms; and

3. ↑P= P is the initial state.

We use the following example to illustrate the semantics of the π-calculus and an
important feature of link mobility.

Example 5.4. We define three π-calculus processes as follows:

P = x z.v(w).0
Q = x(y).y(u).0
R = z w.0 .

Consider a process (z)(P | R) | Q, P and Q share a common channel name x, and P
and R share a bound name z as illustrated in Figure 5.1. By the structural operational
semantics, we have the following transition:

(z)(P | R) | Q
τ
−→ v(w).0 | (z)(z w.0 | z(u).0) = P′ | (z)(R | Q′{z/y}) ,

where P′ = v(w).0 and Q′ = y(u).0. After the transition, P′ and Q′{z/y} do not share
the channel name x, and the bound name z is now shared by R and Q′{z/y}. In other
words, the link between the first component and the third component is broken and the
link between the first component and the second component is moved to the second
component and the third component of the parallel composition during the above τ-
transition. We call this phenomenon link mobility. We shall take advantage of this
feature to simulate the linking structure of the tape of an RTM.

5.1.3 Compatibility
The following lemma establishes that divergence-preserving branching bisimilarity is
compatible with restriction and parallel composition. This will be a useful property
when establishing the correctness of our simulation of RTMs in the π-calculus, in the
next section.
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P R Q P′ R Q′{z/y}
z

x

z

Figure 5.1: An example to illustrate the link mobility of the π-calculus

Lemma 5.5 (compatibility with restriction and parallel composition). For all π-terms
P, P′, Q, and Q′:

1. if P ↔∆
b P′, then (x)P ↔∆

b (x)P′;

2. if P ↔∆
b P′ and Q ↔∆

b Q′, then P | Q ↔∆
b P′ | Q′.

Proof. 1. It is straightforward to verify that the relation

R = {((x)P, (x)P′) | P and P′ are π-terms s.t. P ↔∆
b P′} ∪ ↔∆

b

is a divergence-preserving branching bisimulation relation.

2. We define the relation R by

{(P|Q, P′ |Q′) | P, P′, Q, and Q′ are π-terms s.t. P ↔∆
b P′ and Q ↔∆

b Q′}∪↔∆
b ;

we verify that R is a divergence-preserving branching bisimulation. To this end,
we first suppose that P |Q

a
−→ R, and distinguish three cases according to which

operational rule is applied last in the derivation of this transition:

(a) if P
a
−→ P1 and R = P1 | Q, then, since P ↔∆

b P′, there exist P′′1 and

P′1, such that P′ −→∗ P′′1
a
−→ P′1 with P′ ↔∆

b P′′1 and P1 ↔
∆
b P′1. Thus

P′ | Q′ −→∗ P′′1 | Q
a
−→ P′1 | Q, and, according to the definition of R, we

have P | Q R P′′1 | Q and P1 | Q R P′1 | Q.

(b) If P
x y
−→ P1, Q

x y
−→ Q1, R = P1 | Q1, and a = τ, then, since P ↔∆

b P′ and

Q ↔∆
b Q′, there exist P′′1 , P′1, Q′′1 and Q′1 such that P′ −→∗ P′′1

x y
−→ P′1 with

P ↔∆
b P′′1 and P1 ↔

∆
b P′1, and Q′ −→∗ Q′′1

x y
−→ Q′1 with Q ↔∆

b Q′′1 and

Q1 ↔
∆
b Q′1. Hence, it follows that P′ | Q′ −→∗ P′′1 | Q

′′
1

τ
−→ P′1 | Q

′
1, with

P | Q R P′′1 | Q
′′
1 and P1 | Q1 R P′1 | Q

′
1.
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(c) If P
x (z)
−→ P1, Q

x z
−→ Q1, R = (z)(P1 | Q1), and a = τ, then, since P ↔∆

b P′

and Q ↔∆
b Q′, there exist P′′1 , P′1, Q′′1 and Q′1 such that P′ −→∗ P′′1

x (z)
−→ P′1

with P ↔∆
b P′′1 and P1 ↔

∆
b P′1, and Q′ −→∗ Q′′1

x z
−→ Q′1 with Q ↔∆

b Q′′1
and Q1 ↔

∆
b Q′1. Hence, it follows that P′ | Q′ −→∗ P′′1 |Q

′′
1

τ
−→ (z)(P′1 |Q

′
1),

with P | Q R P′′1 | Q
′′
1 and (z)(P1 | Q1) R (z)(P′1 | Q

′
1).

The symmetric cases can be proved analogously.

Moreover, we argue that the divergence-preserving condition holds, since all the
transitions above are mutually simulated without introducing a divergence. If
P | Q has a divergence, then the divergence is simulated by P′ | Q′ according to
our analysis; otherwise, if P | Q does not have a divergence, then no divergence
can be derived from P′ | Q′.

�

5.2 Reactively Turing Powerfulness of the π-Calculus

In the previous section, we have introduced the π-calculus as a language to specify
behaviour of systems with link mobility, and we have proposed RTMs to define a notion
of executable behaviour. In this section we prove that every executable behaviour can
be specified in the π-calculus up to divergence-preserving branching bisimilarity. To
this end, we associate with every RTMM a π-term P that simulates the behaviour of
M up to divergence-preserving branching bisimilarity, that is, T (M) ↔∆

b T (P).
The structure of our specification is illustrated in Figure 5.2. In this figure, each

node represents a parallel component of the specification, each labelled arrow stands
for a communication channel, and the dashed lines represent the links maintained by
the components. Moreover, the equalities on arrows and dashed lines indicate the cor-
respondence between the names as they occur in the definitions of the linked compo-
nents. The specification consists of a generic finite specification of the behaviour of a
tape (parallel components Hk, Bl,k, Ck and Br,k, for k ∈ Z in Figure 5.2), and a finite
specification of a control process that is specific for the RTMM under consideration
(parallel component S in Figure 5.2). We first discuss the generic specification of the
tape in Section 5.2.1; then we discuss how to add a suitable control process specific for
M in Section 5.2.2; and we finally prove thatM is simulated by the parallel composi-
tion of the two parts.
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Ci Ci+1 Cn Br,n+1Ci−1CmBl,m−1

Hi

S

ri = ti+1ti−1 = li rn = tn+1tm−1 = lm

ti ri = ti+1ti−1 = li ui

write, left, rightread

Figure 5.2: Specification of an RTM utilizing the linking structure of the π-calculus

5.2.1 Tape
In [5], the behaviour of the tape of a Turing machine is finitely specified in ACPτ
making use of finite specifications of two stacks. The specification is not easily modi-
fied to take intermediate termination into account, and therefore, in [13], an alternative
solution is presented, specifying the behaviour of a tape in TCPτ by using a finite spec-
ification of a queue (see also [4]). In the previous chapter (see Section 4.5), we also
gave a specification of a tape that is always terminating. That specification essentially
used sequential composition (with a revised semantics) and a nesting operator. Neither
operation is present in the π-calculus. In this section, we exploit the link passing fea-
ture of the π-calculus to give a more direct specification. In particular, we shall model
the tape as a collection of cells endowed with a link structure that organises them in a
linear fashion. Note that we do not consider termination since the π-calculus does not
(explicitly) distinguish between successful and unsuccessful termination.

We first give an informal description of the behaviour of a tape. The state of a tape
is characterised by a tape instance δLďδR, with d ∈ D� and δL, δR ∈ D�

∗, consisting
of a finite (but unbounded) sequence of data with the current position of the tape head
indicated by .̌ The tape may then exhibit the following observable actions:

1. read d: the datum under the tape head is output along the channel read;

2. write e: a datum e is written on the position of the tape head, resulting in a new
tape instance δLěδR; and

3. left, right: the tape head moves one position left or right, resulting in δL
<dδR or

δLd >δR, respectively.
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Henceforth, we assume that tape symbols are included in the set of names, i.e., that
D� ⊆ N .

In our π-calculus specification of a tape, each individual tape cell is specified as
a separate component, and there is a separate component modelling the tape head. A
tape cell stores a datum d, represented by a free name in the specification, and it has
pointers l and r to its left and right neighbour cells. Furthermore, it has two links to the
component modelling the tape head: the link u is used by the tape head for updating the
datum, and the link t serves as a general communication channel for communicating all
relevant information about the cell to the tape head. The following π-term represents
the behaviour of a tape cell:

C def
= c(t, l, r, u, d).C(t, l, r, u, d)

C(t, l, r, u, d) def
= u(e).c 〈t, l, r, u, e〉.0 + t 〈l, r, u, d〉.c 〈t, l, r, u, d〉.0 .

Note that the behaviour of an individual tape cell C(t, l, r, u, d) is as follows: either
it receives along channel u an update e for its datum d, after which it recreates itself
with datum e in place of d; or it outputs all relevant information about itself (i.e., the
links to its left and right neighbours, its update channel u, and the stored datum d) to
the tape head along channel t, after which it recreates itself. A cell is created by a
synchronisation on name c, by which all relevant information about the cell is passed;
we include a component !C for the generation of new incarnations of existing tape
cells.

At all times, the number of tape cells will be finite, but there is no a priori bound
on the number of tape cells used in an execution of an RTM. To model the unbounded
nature of the tape, we define a process B that serves to generate new blank tape cells
on either side of the tape whenever needed:

B def
= bl(t, r).(u, l)Bl(t, l, r, u) + br(t, l).(u, r)Br(t, l, r, u)

Bl(t, l, r, u) def
= t 〈l, r, u,�〉.(c 〈t, l, r, u,�〉.0 | bl 〈l, t〉.0)

Br(t, l, r, u) def
= t 〈l, r, u,�〉.(c 〈t, l, r, u,�〉.0 | br 〈t, r〉.0) .

Note that B offers the choice to either create a blank tape cell at the left-hand side
of the tape through bl(t, r), or a blank tape cell at the right-hand side of the tape through
br(t, l). In the first case, suppose the original leftmost cell has the channels to and lo,
for itself and its left neighbour, respectively; then for the new cell, we have t = lo and
r = to, in order to maintain the links to its neighbour. Moreover, at the creation of the
new blank cell, two new links are utilized: u is the update channel of the new blank
cell, and l will later be used as the link to generate another cell. Thus a new cell is
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generated from the process Bl(t, l, r, u) by a synchronisation along channel c, and the
cell generator on the left is updated by bl 〈l, t〉.0. In the second case, a symmetrical
procedure is implemented by Br(t, l, r, u).

Throughout the simulation of an RTM, the number of parallel components mod-
elling individual tape cells will grow. We shall presuppose a numbering of these par-
allel components with consecutive integers from some interval [m, n] (m and n are
integers such that m ≤ n), in agreement with the link structure. The numbering is re-
flected by a naming scheme that adds the subscript i to the links t, l, r, u and d of the
ith cell. We abbreviate C(ti, li, ri, ui, di) by Ci(di), and Bl(ti, li, ri, ui) and Bl(ti, li, ri, ui)
by Bl,i and Br,i, respectively. Let ~d[m,n] = dm, dm+1, . . . , dn−1, dn; we define:

Cells[m,n](~d[m,n])
def
= (bl, br, c)(Bl,m−1 |Cm(dm) |Cm+1(dm+1) |
· · · |Cn−1(dn−1) |Cn(dn) | Br,n+1 | !C | !B) .

Note that an intuitive illustration of the linking structure in process Cells is shown in
the bottom row of Figure 5.2.

The component modelling the tape head serves as the interface between the tape
cells and the RTM-specific control process. The four channels for tape actions are
referring to names read, write, left, and right. An instance of the tape head process
H(t, l, r, u, d) is initiated by the 5 names that parameterise the current cell, which is
defined by

H def
= h(t, l, r, u, d).H(t, l, r, u, d)

H(t, l, r, u, d) def
= read d.h 〈t, l, r, u, d〉.0 + write(e).u e.h 〈t, l, r, u, e〉.0
+ left.l(l′, r′, u′, d′).h 〈l, l′, r′, u′, d′〉.0
+ right.r(l′, r′, u′, d′).h 〈r, l′, r′, u′, d′〉.0 .

The tape head maintains two links to the current cell (a communication channel t
and an update channel u), as well as links to its left and right neighbour cells (l and
r, respectively). Furthermore, the tape head remembers the datum d in the current
cell. The datum d may be output along the read-channel. Furthermore, a new datum e
may be received through the write-channel, which is then forwarded through the update
channel u to the current cell. Finally, the tape head may receive instructions to move left
or right, which has the effect of receiving information about the left or right neighbours
of the current cell through l or r, respectively. In all cases, a new incarnation of the
tape head is started, with a call on the h-channel.

Let ~t[m,n] = tm, tm+1, . . . , tn−1, tn, let ~u[m,n] = um, um+1, . . . , un−1, un, and let Hi =
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H(ti, li, ri, ui, di); we define

Tapei
[m,n](~d[m,n])

def
= (~t[m−1,n+1], ~u[m,n])((h)(Hi | !H) | Cells[m,n](~d[m,n])) .

We prove the following lemmas about the behaviour of our tape specification:

Lemma 5.6. The following statements are valid:

1. (c)(c 〈ti, li, ri, ui, di〉.0 | !C) ↔∆
b (c)(Ci(di) | !C);

2. (bl, br)(bl 〈tm, rm〉.0 | !B) ↔∆
b (bl, br, um, lm)(Bl,m | !B);

3. (bl, br)(br 〈tn, ln〉.0 | !B) ↔∆
b (bl, br, un, rn)(Br,n | !B); and

4. (h)(h 〈ti, li, ri, ui, di〉.0 | !H) ↔∆
b (h)(Hi | !H).

Proof. We just show the first statement. There is only one transition from the process
(c)(c 〈ti, li, ri, ui, di〉.0 | !C), which labelled by τ and exactly leads to (c)(Ci(di) | !C), i.e.,

(c)(c 〈ti, li, ri, ui, di〉.0 | !C)
τ
−→ (c)(Ci(di) | !C) .

Hence, we have (c)(c 〈ti, li, ri, ui, di〉.0 | !C) ↔∆
b (c)(Ci(di) | !C).

One may verify in the same way that all the other statements hold. �

We write P
a
−→↔∆

b P′ for “there is a P′′ such that P
a
−→ P′′ and P′′ ↔∆

b P′”.

Lemma 5.7. Tapei
[m,n](~d[m,n])

a
−→ T ′ if, and only if:

1. a = read di and T ′ ↔∆
b Tapei

[m,n](~d[m,n]);

2. a = write e and T ′ ↔∆
b Tapei

[m,n](~d[m,i−1], e, ~d[i+1,n]), where e ∈ D�;

3. a = left and T ′ ↔∆
b Tapei−1

[m,n](~d[m,n]), for i > m;

4. a = left and T ′ ↔∆
b Tapei−1

[m−1,n](�, ~d[m,n]), for i = m;

5. a = right and T ′ ↔∆
b Tapei+1

[m,n](~d[m,n]), for i < n; or

6. a = right and T ′ ↔∆
b Tapei+1

[m,n+1](~d[m,n],�), for i = n.
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Proof. Tapei
[m,n](~d[m,n]) has six possible types of outgoing transitions, namely, read-

ing through the name read, writing through the name write, moving the head through
names left, and right with or without generating a new tape cell, respectively. We use
T ′ to denote the resulting process. We just argue (only in the first case) that T ′ is indeed
bisimilar to Tapei

[m,n](~d[m,n]).

Tapei
[m,n](~d[m,n])

read di
−→ (~t[m−1,n+1], ~u[m,n])((h)(h 〈ti, li, ri, ui, di〉.0 | !H) | Cells[m,n]) = T ′ .

By Lemma 5.6, we have (h)(h 〈ti, li, ri, ui, di〉.0 | !H) ↔∆
b (h)(Hi | !H), so by Lemma 5.5,

we have T ′ ↔∆
b Tapei

[m,n](~d[m,n]). Moreover, only a finite sequence of τ transitions is
introduced here, so we do not introduce any divergence.

One may verify in the same way that all the other statements hold. �

5.2.2 Finite Control

We associate with every RTM M = (Q, 7→, Ini) a finite specification of its control
process S . Here m can be either left or right, and S is defined as follows:

S def
=

∑
s∈Q

s.
∑

d∈D�

d.S s,d

S s,d
def
=

∑
(s,d,a,e,m,t)∈7→

a.write e.m .read( f ).t . f .0 .

We assume that Q ⊆ N , D� ⊆ N and Q ∩ D� = ∅. We let ~s = s1, s2, . . . , sk ∈ Q,
and ~e = e1, e2, . . . , el ∈ D� be two vectors that contain all states and data symbols,
respectively; we define the control process as:

Controls,d
def
= (~s, ~e)(S s,d | !S ), s ∈ Q, d ∈ D� .

On each call of the control process, an instance from the replication of S reads the
current state s from the previous stage, and the current datum d. After that, the control
process S s,d chooses a transition (s, d, a, e,m, t) from the transition rules ofM that is
correlated with the s and d, and it performs a sequence of actions. First, it executes an
a-labelled transition, then it writes the updated data to the current cell on the tape, and
does the move instructions. Finally, it reads the data f from the new position of the
tape, and passes the resulting state t and updated data f to reach another process S t, f .

The following lemma illustrates the behaviour of the control process.
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Lemma 5.8. Given an RTMM = (Q, 7→, Ini) and a control process defined as above,
then for every s ∈ Q and d ∈ D�, we have the following transition sequence:

Controls,d
a
−→ (~s, ~e)(write e.m .read( f ).t . f .0 | !S )

write e
−→

m
−→

read f
−→↔∆

b Controlt, f ,

if and only if there is a transition rule (s, d, a, e,m, t) ∈ 7→.

Finally, for a given RTM M, we associate with every configuration (s, δLďδR) a
π-term Ms,δLďδR

, consisting of a parallel composition of the specifications of its tape
instance and control process. Let ~r = read,write, left, right; we define

Ms,δLďδR
= (~r)(Controls,d |Tapei

[m,n](~d[m,n])), where ~d[m,i−1] = δL, di = d, and ~d[i+1,n] = δR .

The following lemma shows that Ms,δLďδR
actually simulates every step of a transi-

tion of an RTM.

Lemma 5.9. Given an RTMM = (Q, 7→, Ini), we associate with every configuration
(s, δLďδR) a specification Ms,δLďδR

. Moreover, there is a one-to-one correspondence as
illustrated in Figure 5.3 between their transitions:

Ms,δLďδR

a
−→↔∆

b Mt,δ′L f̌ δ′R
,

if and only if there is a transition (s, δLďδR)
a
−→ (t, δ′L f̌ δ′R).

Proof. 1. For the “if” part, we assume that there is a transition of the RTM

(s, δLďδR)
a
−→ (t, δ′L f̌ δ′R) .

According to the semantics of the RTM in Definition 2.11, the transition re-
sults from the application of the rule (s, d, a, e,m, t) ∈ 7→. Then according to
Lemma 5.8, we have

Ms,δLďδR

a
−→ (~r, ~s, ~e)(write e.m .read( f ).t . f .0 | !S | Tapei

[m,n](~d[m,n])) = M′ .

In the next step we just prove that

M′ ↔∆
b (~r, ~s, ~e)(m .read( f ).t . f .0|!S |Tapei

[m,n](dm, . . . , di−1, e, di+1, . . . , dn)) = M′′ .

By Lemma 5.7, there exists a T such that

M′
τ
−→ (~r, ~s, ~e)(m .read( f ).t . f .0 | !S | T ′) ,
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and T ′ ↔∆
b Tapei

[m,n](dm, . . . , di−1, e, di+1, . . . , dn). Thus M′
τ
−→↔∆

b M′′ accord-
ing to Lemma 5.5. Moreover, since M′ has only one outgoing τ-transition, we
have M′ ↔∆

b M′′.

Hence, let T ′′ = Tapei′
[m′,n′](~d

′
[m′,n′]), where ~d′[m′,n′] = δ′L f̌ δ′R, and we get a transi-

tion sequence,

M′
τ
−→↔∆

b (~r, ~s, ~e)(m .read( f ).t . f .0 | !S | T ′)
τ
−→↔∆

b (~r, ~s, ~e)(read( f ).t . f .0 | !S | T ′′)
τ
−→↔∆

b (~r, ~s, ~e)(t . f .0 | !S | T ′′)
−→

∗↔∆
b Mt,δ′L f̌ δ′R

.

by applying Lemma 5.7.

2. For the “only iff” part, we assume that there is a sequence of transitions

Ms,δLďδR

a
−→↔∆

b Mt,δ′L f̌ δ′R
,

Then, by Lemma 5.8, we have that there is a transition rule (s, d, a, e,m, t) ∈ 7→.
By Definition 2.11, the RTM has a transition

(s, δLďδR)
a
−→ (t, δ′L f̌ δ′R) .

�

Now we proceed to show that the specification simulates the execution of an RTM
up to divergence-preserving branching bisimilarity. By Lemma 5.9, every transition of
an RTM is simulated by the specification. Moreover, we need to show that every diver-
gence in the transition system of an RTM also leads to a divergence in the simulation.
Hence, we shall distinguish the τ-labelled transitions in RTMs from the τ-labelled tran-
sitions introduced by the simulation. To this end, we rename the τ to another special
label in τ-labelled rules in the RTM.

Lemma 5.10. Given an RTMM, we have

T (MIni,�̌) ↔∆
b T (M) .

Proof. Let M = (Q, 7→, Ini), and let i < Aτ be a special symbol. We construct an
auxiliary RTMM′ = (Q, 7→′, Ini), where 7→′ is obtained by replacing every τ-labelled
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(s, δLďδR)Ms,δLďδR

M′

Mt,δ′L f̌ δ′R (t, δ′L f̌ δ′R)

a

a

τ∗

↔∆
b

↔∆
b

↔∆
b

Figure 5.3: Bisimulation relation between Ms,δL,ďδR
and (s, δL, ďδR)

transition in 7→ by an i-labelled transition. Let M′Ini,�̌ be the π-term associated with the
initial configuration ofM′ as above.

We consider the relation

R
′ = {(M′

s,δLďδR
, (s, δLďδR)) | s ∈ Q, δL, δR ∈ D

∗
�, ď ∈ Ď�} .

R
′ is a branching bisimulation up to ↔b which could be verified by Lemma 5.9. For

then we establish that T (M′Ini,�̌) ↔b T ((Ini, �̌)) by Lemma 2.9.
Now we proceed to show the branching bisimulation that relates T (M′Ini,�̌) and

T ((Ini, �̌)) is divergence-preserving.
Note that there is no τ-transition inM′, which means T ((Ini, �̌)) has no divergence.

Then, by Lemma 5.9, the specification of a certain configuration M′
s,δLďδR

can only do
transitions labelled with a, where a ∈ A ∪ {i}, i.e.

M′
s,δLďδR

a
−→ M′ ↔∆

b M′
t,δ′L f̌ δ′R

.

Since there is no τ-labelled transition from the term M′
t,δ′L f̌ δ′R

, it follows that M′ has no

divergence either. Hence, none of the terms reachable from M′
s,δLďδR

introduce diver-
gence, and we have

T (M′Ini,�̌) ↔∆
b T ((Ini, �̌)) .

Finally, we switch back to M, by changing all the i-labelled transitions to τ, and
we let MIni,�̌ be the specification of the initial state of M. We can also establish that
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the relation

R
′ = {(Ms,δLďδR

, (s, δLďδR)) | s ∈ Q, δL, δR ∈ D
∗
�, ď ∈ Ď�}

is a branching bisimulation up to ↔b. Moreover, note that every infinite sequence of

the form
i
−→−→

∗ i
−→−→

∗
· · · from M′Ini,�̌ corresponds with an infinite sequence of the

form
i
−→

i
−→ · · · fromM′, and vice versa. Additionally, there is no divergence from

M′Ini,�̌. Therefore, every infinite τ-labelled sequence from MIni,�̌ corresponds with an
infinite τ-labelled sequence fromM. So we can conclude that R⊆ ↔∆

b .
As a remark, the transition systems associated with M′Ini,�̌ and MIni,�̌ are isomorphic

up to a renaming of occurrences of i into τ, and similarly for the transition systems
associated with the RTMs, and hence, since the transition systems with the i’s do not
have divergence at all, the ones in which i’s are replaced by τ’s only have divergences
of a certain shape. These τ-labelled transitions of the RTM are clearly simulated by the
π-calculus specification and vice versa. Therefore, the above branching bisimulation is
divergence-preserving. �

Thus we have the following expressivity result for the π-calculus.

Theorem 5.11 (reactively Turing powerfulness of the π-calculus). The π-calculus is
reactively Turing powerful modulo↔∆

b .

5.3 Executability of Finite π-Calculus
We have proved that every executable behaviour can be specified in the π-calculus
modulo divergence-preserving branching bisimilarity. We now investigate to what ex-
tent behaviour specified in the π-calculus is executable. Recall that we have defined
executable behaviour as behaviour of an RTM. So, in order to prove that the behaviour
specified by a π-term is executable, we need to show that the transition system asso-
ciated with this π-term is behaviourally equivalent to the transition system associated
with some RTM.

5.3.1 A Gap Between RTMs and the π-Calculus
Note that there is an apparent mismatch between the formalisms of RTMs and the π-
calculus. On the one hand, the notion of RTM as we have defined it in Section 2.2
presupposes finite setsAτ and D� of actions and data symbols, and also the transition
relation of an RTM is finite. As a consequence, the transition system associated with
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an RTM is finitely branching, and, in fact, its branching degree is bounded by a natural
number (see Proposition 2.21). Note that this does not mean that RTMs cannot deal
with data of unbounded size; it only means that it has to be encoded using finitely many
symbols. The π-calculus, on the other hand, presupposes an infinite set of names by
which an infinite set of actions Aπ is generated. Furthermore, the transition system
associated with a π-term by the structural operational semantics (see Table 5.1) may
contain states with an infinite branching degree, due to the rules for input prefix and
bound output prefix.

In this section and in Chapter 6, we explore three ways to bridge the gap and estab-
lish a simulation of the π-calculus by RTMs.

First, we consider an alternative operational semantics for the π-calculus in which
the observable behaviour of every π-term is restricted to some presupposed finite subset
of names. We shall see that this restricted variant of the π-calculus is executable up to
branching bisimilarity; the simulation in general does require the use of divergence to
simulate any unbounded branching that may occur in π-calculus processes.

Then, we consider an extension of the formalism of RTMs allowing infinite sets
of actions in Section 6.1. We prove that the π-calculus processes can be simulated by
RTMs if both arbitrary infinite sets of actions and infinite sets of states/data symbols
are allowed. The result is hardly surprising since every effective transition system can
be simulated up to branching bisimilarity by an RTM with only three states if an infinite
set of data symbols is allowed (see the proof of Theorem 6.5).

Finally, we consider an extension of the notion of RTMs, referred to as RTMs with
atoms in Chapter 6, following the work of Bojańczyk, Klin, Lasota, and Toruńczyk
[26]. RTMs with atoms also facilitate infinite sets of actions, states and data symbols,
but with the explicit proviso that these infinite sets have no other structure than equality
and that they are, in fact, orbit-finite (the notion of sets with atoms and orbit-finite set
are defined in Section 6.2). We see that the type of infinity provided by RTMs with
atoms is all that is needed to simulate the π-calculus processes.

5.3.2 Restricting the π-Calculus
Now we proceed to consider the first option, which is to propose a restriction on the
transition systems associated with π-terms such that they refer only to finitely many
actions.

The infinity of the set of actions in the π-calculus arises from the fact that there are
infinitely many names available to construct actions. Namely, from an input prefix a(x),
we can derive infinitely many input actions with infinitely many distinct names, which
are referred to as free input names; and from an output prefix a x a bounded name x,
we can also derive infinitely many output actions with infinitely many distinct names,
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which are referred to as bound output names. The free input names allow a process
to receive any potential input from the environment and the bound output names give
a process the ability to generate unboundedly many distinct private channels to com-
municate with other processes. For both purposes, infinite branching of the transition
system is essential.

First observe that the infinite branching caused by input prefix can be thought of
as a technical device in the operational semantics to model the communication of an
arbitrary name from one parallel component to another. The name that will be received,
can either be a free name of the sending process (a value), or a bound name (a private
channel). Since the sending parallel component will only have a finite number of free
names, only finitely many values can be communicated.

Second, technically speaking, according to the operational semantics, infinitely
many distinct private channels may be communicated when an input prefix synchro-
nises with a bound output prefix, the communicated private channel is not observable,
and the resulting π-terms are all equal up to α-conversion, so the only observable ef-
fect of the interaction is that after the communication the sending and receiving parties
share a private channel of which the name is irrelevant.

Our goal is to investigate to what extent the behaviour specified by an individual
π-term is executable. Motivated by the above intuitive interpretation of interaction of
a π-term with its environment, we assume that the behaviour specified by that π-term
is executed in an environment that may offer data values from some presupposed finite
set on its input channels. This assumption seems reasonable as a machine should know
in advance which symbols to expect as input. Furthermore, we assume that there is a
facility for establishing a private channel between the π-term and its environment. Such
a facility could, e.g., be implemented using encryption; we will abstract from its actual
implementation. We define a restriction on the transition systems associated with π-
terms that is based on these assumptions. We call the π-calculus restricted to finitely
many names the finite π-calculus. The semantics of the finite π-calculus is defined as
follows.

Definition 5.12 (the finite π-calculus). Let N ′ ⊆ N be a finite set of names, let A′π =

Aπ − ({x y | x, y ∈ N , y < N ′} ∪ {x (z) | x, z ∈ N}), and let P be a π-term. The
transition system associated with P restricted toN ′ , denoted by T (P) � N ′, is a triple
(SP � N

′,−→P� N
′, P), obtained from T (P) = (SP,−→P, P) as follows:

1. SP � N
′ is the set of states reachable from P by means of transitions that are not

labelled by x y with y < N ′; and

2. −→P� N
′ is the restriction of −→P obtained by excluding all transitions labelled

by x y with y < N ′, and relabelling all transitions labelled with x (z) (x, z ∈ N) to
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νx , i.e.,

−→P� N
′ = (−→P ∩ (SP � N

′ ×A′π × SP � N
′))

∪{(s, νx , t) | s, t ∈ SP � N
′, s

x (z)
−→P t} .

Remark 5.13. Our notion of restriction is introduced to restrict labelled transition
systems associated with π-terms to refer to finitely many names. Alternatively, we
could have defined a finite version πfin of the π-calculus, presupposing a finite set of
namesN right from the beginning. If T (P) is the labelled transition system associated
with P according to the operational semantics of πfin, then T (P) � N is obtained from
T (P) by replacing all transitions with the label x (z) by transitions with the label νx .
Apart from this modification, restriction keeps all observable behaviour. Additionally,
our modification in Definition 5.12 is arguably less restrictive than this alternative one
since the set of names is not set to be finite at the beginning.

Using [77, Lemma 1.4.1], it is straightforward to show that for every π-term the set
of actions of the π-calculus appearing as labels in T (P) � N ′ is finite. Furthermore,
the transition system associated with a π-term by the operational semantics, and also its
restriction according to Definition 5.12 are clearly effective. Hence, as an immediate
corollary of Theorem 2.23, we may conclude that the transition system associated with
a π-term can be simulated by an RTM modulo (the divergence-insensitive variant of)
branching bisimilarity.

Corollary 5.14 (executability of the finite π-calculus modulo ↔b). For every closed
π-term P, and for every finite set of input namesN ′ ⊆ N , there exists an RTMM such
that T (P) � N ′ ↔b T (M).

The following example shows that there exist π-terms with which the structural op-
erational semantics associates a transition system without divergence that is unbound-
edly branching up to ↔∆

b . Note that by Theorem 2.32 such π-terms are not executable
modulo divergence-preserving branching bisimilarity.

Example 5.15 (unboundedly branching π-calculus process). Consider the π-process
P def

= (c, i, d, s, flip)(i s.0 | flip.0 | !C | !I | !D), with C, I and D defined as follows:

C def
= c(h, t, b).(h 〈t, b〉.0 + flip.c 〈h, t, 1〉.0)

I def
= i(h).(inc(h′).c 〈h′, h, 0〉.i h′.0 + flush.flip .d h.0)

D def
= d(h).(h(t, b).b .d t.0) .
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P P(1) P(n) P(n + 1)

Q(1) Q(n) Q(n + 1)

. . .

P(n, i)P(n, 0) P(n, n)
6↔∆

b 6↔∆
b
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flush
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flush

ττ
τ

flush

0i−110n−i0n 0n−11

Figure 5.4: A π-calculus process with unbounded branching

The unboundedly branching behaviour of P is illustrated in Figure 5.4. For clarity,
we omit deterministic τ-transitions from the figure. Intuitively, the process !C facili-
tates the generation of a linked list of one-bit cells with a pointer h to the head of the
list, a pointer t to the tail of the list, and a bit b. Each cell may either output, along h,
the link t to the tail of the list and its bit b, or it may receive the instruction flip after
which it recreates itself with the value 1. The process I serves as the interface process.
It maintains a link to the head of the list. Upon receiving an inc-instruction, it adds
another one-bit cell to the list, and upon receiving the flush-instruction, it flips at most
one of the bits, and then calls D. The process D then simply outputs the bits in reverse
order.

Consider the state reached after performing n inc-actions, followed by a flush-
action. In this state, the list contains a string of n 0s. We denote the state before
performing the flush action with a list of n 0s by P(n), and the state after performing

a flush action by Q(n), i.e., P(n)
flush
−→ Q(n). The τ-transitions that correspond to the

interaction of flip between I and one of the flips of one of the one-bit cells or flip in the
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definition of P have the effect of non-deterministically changing (at most) one of the
0s to a 1. We denote the state with a list of n numbers, where the ith position is 1 and
all the others are 0 by P(n, i). Note that there are n + 1 such τ-transitions, and since D
will subsequently output the sequence in order, the states reached by these τ-transitions
are (pairwise) not divergence-preserving branching bisimilar. Hence, it follows that for
every n, the transition system associated with P has a reachable state with a branching
degree modulo ↔∆

b of at least n + 1. It follows that the transition system associated
with P is unboundedly branching up to↔∆

b .

Note that the only names occurring as part of the labels on the transitions in the
transition system associated with the π-term P in the preceding example are 0 , 1 , inc
and flush, so if N ′ contains at least these four names, then P satisfies T (P) � N ′ =

T (P). Let us say, in general, that a π-term P has finitely many observable names if
there exists a finite set N ′ ⊆ N such that T (P) � N ′ = T (P). Note that, in this
case, P cannot have parameterised free inputs, nor bound outputs. For π-terms with
finitely many observable names, we have the following corollary as a consequence of
a combination of Corollary 5.14 and Example 5.15.

Corollary 5.16 (unexecutability of the finite π-calculus modulo ↔∆
b ). Every finite π-

calculus process P is executable modulo↔b, but there exist finite π-calculus processes
that are not executable modulo↔∆

b .

5.4 Remarks
We have investigated the expressivity of the π-calculus in relation to the theory of ex-
ecutability provided by Reactive Turing Machines. The issue of the expressivity of
the π-calculus has been extensively studied (see [47] for a comprehensive overview of
research in this area). A distinction is usually made between absolute and relative ex-
pressivity results. The absolute expressivity results focus on proving the (im)possibility
of expressing a computational phenomenon in a calculus; the relative expressivity re-
sults are mostly about encoding one calculus in another. Our results pertain to the
absolute expressivity of the π-calculus.

We have established that, up to divergence-preserving branching bisimilarity, ev-
ery executable transition system can be specified in the π-calculus, showing that the
π-calculus is reactively Turing powerful. Milner already established in [68] that the
π-calculus is Turing powerful, by exhibiting an encoding of the λ-calculus in the π-
calculus by which every reduction in the λ-calculus is simulated by a sequence of
reductions in the π-calculus. Our result that all executable behaviour can be speci-
fied in the π-calculus up to divergence-preserving branching bisimilarity also implies
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that the π-calculus is Turing powerful, and thus it subsumes Milner’s result. Similarly,
in [28] several expressivity results for variants of CCS are obtained via an encoding of
Random Access Machines, and also those results only make claims about the compu-
tational expressivity of the calculi. Notice that the results in [68] and [28] confirm the
computational power of the respective calculi, but do not make a qualitative statement
about its interactive expressivity. By showing that Reactive Turing Machines can be
faithfully simulated, we at the same time confirm the interactive expressivity of the
π-calculus.

In a recent work [37], Fu also proposes to study computation and interaction in an
integrated theory. His theory is built on four fundamental principles, rather than on a
machine model. One of the contributions of his theory is a calculus including a bare
minimum of primitives to be computationally and interactively complete, and he uses
it to confirm the completeness of the π-calculus. We leave it for future work to explore
the relationship between Fu’s theory of interaction and the theory of executability based
on Reactive Turing Machines.

We have observed that it is possible to specify behaviour in the π-calculus that is
not executable up to any reasonable notion of behavioural equivalence, simply because
it uses infinitely many observable names. For the presentation of the π-calculus it is
technically important to presuppose an infinite set of names especially to model the
feature of dynamic creation of private channels between components. In this chap-
ter, we have shown that a behaviour specified in the π-calculus is executable up to the
divergence-insensitive variant of branching bisimilarity if one restricts to finitely many
observable names and does not associate a unique identifier with every dynamically
created private channel. Allowing RTMs to have an infinite set of actions and either an
infinite set of states or an infinite set of data symbols would arguably lead to an unreal-
istically powerful notion of executability. Moreover, in a real system, private channels
between components are likely to be implemented differently, e.g., using some form of
encryption.

It has been claimed (e.g., in [34]) that the π-calculus provides a model of compu-
tation that is behaviourally more expressive than Turing machines. Our results pro-
vide further justification for this claim, and characterise the difference. It should be
noted that the difference in expressive power is at the level of interaction (allowing
interaction between an unbounded number of components), rather than at the level of
computation.
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Chapter 6

Nominal Executability

In the previous chapter, we showed that the π-calculus is in general not executable
because of the mismatch between the infinite set of names in the π-calculus and the
finite set of actions in the definition of RTMs. Moreover, the π-calculus is not unique in
relying on an infinite alphabet of actions. A notable number of process calculi leading
to transition systems with infinite sets of actions were proposed for various purposes,
for instance, the psi-calculus [16], the value-passing calculus [36] and mCRL2 [49]. In
this chapter, we therefore investigate extensions of the formalism of Reactive Turing
Machines that allows the set of actions to be infinite.

First, we explore a generalised notion of executability based on Reactive Turing
Machines that allow an infinite alphabet of actions. We observe that allowing an infinite
alphabet only makes sense if we also allow the set of data symbols (or, equivalently, the
set of states) to be infinite. Putting no restrictions at all yields a notion of executabil-
ity that is not discriminating at all: every countable transition system is executable
by such an infinitary RTM. The result has two immediate corollaries: Every effective
transition system is executable modulo divergence-preserving branching bisimilarity
by an infinitary RTM with an effective transition relation, and every computable tran-
sition system is executable modulo divergence-preserving branching bisimilarity by an
infinitary RTM with a computable transition relation.

Second, we consider a more restricted notion of infinitary executability. Following
the research about nominal sets for variable binding with infinite alphabets [39], the
notion of Turing machine with atoms was introduced [26]. We define RTMs with
atoms as an extension of Turing machines with atoms. RTMs with atoms allow the sets
involved in the definition to be infinite, but in a limited way; intuitively, the infinity
can only be exploited to generate fresh names in an execution. By using the notion

113



114 CHAPTER 6. NOMINAL EXECUTABILITY

of legal and orbit-finite set, Turing machines with atoms are allowed to have infinite
alphabets, while keeping the transition relation finitely definable and, in fact, finite up
to atom automorphism. We say a transition system is nominally executable if it is
behaviourally equivalent to a transition system associated with an RTM with atoms.
To investigate the notion of nominal executability, we propose a notion of transition
system with atoms as a restricted version of transition systems. We show that the
transition systems associated with RTMs with atoms satisfy the definition of transition
system with atoms.

Finally, we apply the results to draw conclusions about the executability of process
calculi. We prove that all π-calculus processes are nominally executable. On the other
hand, in mCRL2 it is possible to define behaviours that are not nominally executable.
Therefore, nominal executability provides a new expressivity criterion for process cal-
culi involving infinite alphabets.

The chapter is organized as follows. In Section 6.1, we introduce the infinitary
RTMs and investigate the associated notion of executability. In Section 6.2, we intro-
duce the notion of sets with atoms. In Section 6.3, we propose the notion of RTM with
atoms, and define nominal executability. In Section 6.4, we prove that the transition
systems associated with the π-calculus processes are nominally executable. Section 6.5
proposes a notion of labelled transition system with atoms, and shows that the transi-
tion systems associated with mCRL2 are not nominally executable . The chapter con-
cludes in Section 6.6, in which a hierarchy of executability and some future work are
proposed.

6.1 Infinitary Reactive Turing Machines

In this section, we shall investigate the effect of lifting the finiteness condition imposed
on RTMs on the ensued notion of executability. We start with lifting the finiteness
condition on the alphabet of actions and the transition relation only. We shall argue
by means of an example that this extension is hardly useful, because it is not possible
to sufficiently distinguish the computational effect of each action. The next step is,
therefore, to also allow an infinite set of data symbols. This, in turn, yields a notion
of executability that is too expressive. Finally, we provide two intermediate notions of
executability by restricting the transition relations associated with infinitary Reactive
Turing Machines to be effective or computable.
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6.1.1 Infinitely Many States and Data Symbols
In this section, we allow A to be a countable infinite set of action labels. Recall from
Definition 2.10 that an RTM has a finite set of states Q and a finite transition relation. If
we allow RTMs to have infinitely many actions, then, inevitably, we should at least also
allow them to have an infinite transition relation. The following example illustrates that
we then also either need infinitely many states or infinitely many data symbols.

Example 6.1 (infinite states and data symbols). Consider the Aτ-labelled transition
system T = (ST ,−→T , ↑T ) in the left of Figure 6.1, where

1. ST = {↑T , ↓T } ∪ {sa | a ∈ A}, and

2. −→T = {(↑T , a, sa) | a ∈ A} ∪ {(sa, a, ↓T ) | a ∈ A}.

There does not exist an RTM with finitely many states and data symbols that simulates
T modulo branching bisimilarity.

↑T sa1

sai

sa j

↓T

Ci

C j

6↔b

6↔b

6↔b

6↔b

a1

ai

a j

a1

ai

a j

ai

a j

ai

a j

Figure 6.1: A transition system with infinitely many distinct labels

We suppose that M = (Q, 7→, Ini) is an RTM such that T (M) ↔b T , and we let
A = {a1, a2, . . .}. The transitions ↑T

a1
−→ sa1 , ↑T

a2
−→ sa2 , . . . lead to infinitely many states
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sa1 , sa2 , . . ., which are all mutually distinct modulo branching bisimilarity since each of
them has an outgoing transition with a distinct label.

Let C = (↑, �̌) be the initial configuration ofM. Assume that we have C ↔b↑T , so
C admits the following transition sequences: C −→∗

a1
−→−→

∗ C1
a1
−→, C −→∗

a2
−→−→

∗

C2
a2
−→, . . ., where C1 ↔b sa1 , C2 ↔b sa2 , . . ..
The transitions of an RTM are of the form (s, d, a, e,M, t), where s, t ∈ S, and d, e ∈

D�; we call the pair (s, d) the trigger of the transition. A configuration (s′, δLď′δR)
satisfies the trigger (s, d) if s = s′ and d = d′. Now we observe that a transition
(s, d, a, e,M, t) gives rise to an a-transition from every configuration satisfying its trig-
ger (s, d). Since S andD� are finite sets, there are finitely many triggers.

So, in the infinite list of configurations C1,C2, . . ., there are at least two configura-
tions Ci and C j, satisfying the same trigger (s, d); these configurations must have the
same outgoing transitions.

Note that we cannot have both Ci ↔b sai and C j ↔b sa j . Since C j
a j
−→, a transition

labelled by a j is triggered by (s, d). As Ci also satisfies the trigger (s, d), we have the

transition Ci
a j
−→. Hence Ci 6↔b sai , and we get a contradiction to T (M) ↔b T .

6.1.2 Infinitary Reactive Turing Machines

If we allow the set of control states or the set of data symbols to be infinite too, the
expressivity of RTMs is greatly enhanced, as we shall see below. We define a notion of
infinitary Reactive Turing Machines as follows.

Definition 6.2 (infinitary Reactive Turing Machines). An infinitary Reactive Turing
Machine (RTM∞) is a triple (Q, 7→, Ini), where

1. Q is a countable set of states;

2. 7→ ⊆ Q×D�×Aτ×D�×{L,R}×Q is a countable (D�×Aτ×D�×{L,R})-labelled

transition relation (we write s
a[d/e]M
7−−−−−−→t for (s, d, a, e,M, t) ∈ −→); and

3. Ini ∈ S is a distinguished initial state.

Remark 6.3. Note that we do not have to require both the set of states and the set of
data symbols to be infinite simultaneously. Instead, we only need one of them to be
infinite, as in the above definition. Actually, the requirement of having a countable
set of states is equally powerful as the requirement of having a countable set of data
symbols or having both a countable set of states and a countable set of data symbols.
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By analogy to Definition 2.11, we associate with every RTM∞ a labelled transition
system. Similar to the notion of executability ensued from RTMs, we also introduce
executability with respect to RTM∞s. In this chapter, we shall only be interested in
the executability with respect to RTM∞s modulo (divergence-preserving) branching
bisimilarity.

Definition 6.4 (executability with respect to RTM∞). A transition system is executable
by an RTM∞ modulo (divergence-preserving) branching bisimilarity if it is (divergence-
preserving) branching bisimilar to a transition system associated with some RTM∞.

As we did for RTMs, we shall discuss to what extent, labelled transition systems
can be simulated by RTM∞s. A transition system is countable, if its sets of labels,
states and transitions are all countable sets. The following theorem illustrates a charac-
terisation of the expressivity of RTM∞s, showing that every countable transition system
is executable by an RTM∞ modulo↔∆

b .

Theorem 6.5 (countable LTS). For every countable set Aτ and every countable Aτ-
labelled transition system T, there exists an RTM∞M such that T ↔∆

b T (M).

Proof. Let T = (ST ,−→T , ↑T ) be an Aτ-labelled countable transition system, and let
d e : ST → N be an injective function encoding its states as natural numbers. Then an
RTM∞M = (Q, 7→, Ini) is defined as follows.

1. Q = {s, t, ↑} is the set of control states.

2. −→ is a (D� × A × D� × {L,R})-labelled transition relation consisting of the
following transitions:

(a) (↑,�, τ, d↑T e,R, s),

(b) (s,�, τ,�, L, t), and

(c) (t, ds1e, a, ds2e,R, s) for every transition s1
a
−→T s2.

3. ↑ ∈ Q is the initial state.

Note that a transition s1
a
−→ s2 is simulated by a sequence

(t, ˇds1e�)
a
−→ (s, ds2e�̌)

τ
−→ (t, ˇds2e�) .

Then one can verify that T (M) ↔∆
b T . Note that {(sT , (t, ˇdsT e�)) | sT ∈ ST } ∪

{(sT , (s, dsT e�̌)) | sT ∈ ST } is a divergence-preserving branching bisimulation. The
divergence-preserving branching bisimilarity is illustrated in Figure 6.2. �
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s1 (t, ˇds1e�)

(s, ds2e�̌)

(t, ˇds2e�)s2

a

a

τ

↔∆
b

↔∆
b

↔∆
b

Figure 6.2: Bisimulation relation in the proof of Theorem 6.5

So RTM∞s are very expressive, and they certainly do not yield a useful model to
distinguish between processes that can and cannot be executed. The reason is that we
have not yet put a restriction that the transition relation used to define an RTM∞needs
to be computable or effective. As a compromise, we provide two intermediate models
by formulating extra requirements on the transition relation of RTM∞s.

We say that a transition relation of an RTM∞ is effective, if for every pair of a con-
trol state and a data symbol (s, d), the set of subsequent transitions is recursively enu-

merable, i.e., the function out(s, d) = {(a, e,M, t) | s
a[d/e]M
7−−−−−−→t} is recursively enumerable

with respect to some encoding. In the proof of Theorem 6.5, if the transition system
is effective, then the set of transitions {(t, ds1e, a, ds2e,R, s) | s1

a
−→ s2} is recursively

enumerable. It is trivial that all the other transitions are also recursively enumerable.
Hence, we get an effective transition relation. We derive the following corollary for the
executability of effective transition systems from Theorem 6.5.

Corollary 6.6 (effective LTS). For every countable set Aτ and every effective Aτ-
labelled transition system T, there exists an RTM∞M with an effective transition rela-
tion such that T ↔∆

b T (M).

We say that a transition relation of an RTM∞ is computable if for every pair of a
control state and a data symbol (s, d) the set of subsequent transitions is computable,

i.e., the function out(s, d) = {(a, e,M, t) | s
a[d/e]M
7−−−−−−→t} is recursive with respect to some

encoding. By analogy to Corollary 6.6, we derive the following result from Theo-
rem 6.5.
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Corollary 6.7 (computable LTS). For every countable set Aτ and every computable
Aτ-labelled transition system T, there exists an RTM∞M with a computable transition
relation such that T ↔∆

b T (M).

6.2 Sets with Atoms
As we discussed in the previous section, an unrestricted lifting of the finiteness condi-
tions of RTMs leads to an extremely expressive notion of executability. Such a notion
is not very useful since every countable transition system is trivially included which
makes it not distinguishing at all.

In this section, we introduce a notion of Reactive Turing Machine with atoms
(RTMA) as a natural intermediate between RTMs and RTM∞s. On the one hand,
RTMAs will be more expressive than RTMs, since they will admit infinite alphabets,
whereas RTMs do not. On the other hand, RTMAs will be less expressive than RTM∞s,
because there will be restrictions imposed that, intuitively, make the alphabets finitely
presentable. We introduce a notion of effective transition system with atoms to char-
acterise the transition systems associated with RTMAs modulo branching bisimilarity.
We then have a proper model to investigate the executability of process calculi with
infinite alphabets (such as the π-calculus).

6.2.1 Equality Atoms
In this section, we introduce the notion of set with atoms as a basis of RTMA. We use
the definition of sets with atoms from Bojańczyk et al. [25, 26]. Moreover, Bojańczyk
recently introduced many useful concepts related to sets with atoms in a book [24]; we
shall also refer to many concepts introduced in this book.

Sets with atoms rely on an infinite set of atoms and sets that contain those atoms,
together with some relations and functions on the set of atoms. We present some ex-
amples of sets of atoms paired with relations over atoms as follows:

• (N,=) the natural numbers (or any countably infinite set) with equality,

• (Q,≤) the rational numbers with an order, and

• (Z,+1) the integers with a unary successor function.

The first structure is referred to as equality atoms. In this chapter, we only consider
equality atoms. For convenience, we just call them sets with atoms. We fix for the
remainder of this chapter a countably infinite set A; we call its elements atoms. We use
the underlined names like 1 or a for examples of atoms.
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In set theory, a set x is called a well-founded set if the set membership relation is
well-founded, i.e., the set membership relation has a minimal element on its transitive
closure. We use this notion to define a set with atoms.

Definition 6.8. A set with atoms is any set that contains atoms or other sets with atoms,
in a well-founded way.

Example 6.9. To give some the intuition for this definition, we present some examples
of sets with (equality) atoms.

1. Every set in the traditional sense is a set with atoms, for instance, the empty set
∅;

2. the set of atoms A is a set with atoms;

3. ordered pairs or tuples of atoms are sets with atoms; i.e., we use {a, {a, b}} to
denote an ordered pair (a, b); and

4. the set of n-tuples of atoms An and the set of finite sequences of atoms A∗ are
sets with atoms.

6.2.2 Legality and Orbit-finiteness
The atoms will allow us to formulate certain finiteness restrictions that are slightly more
liberal than simply requiring that sets are finite. To this end we proceed to introduce
legal and orbit-finite sets with atoms.

An atom automorphism is a bijection (permutation) on A. For a set with atoms X
and an atom automorphism π, by π(X) we denote the set obtained by application of π
to every atom in X, in elements of X, in elements of elements of X, etc., recursively.
For a set of atoms S ⊆ A, if an atom automorphism π is the identity on S , i.e. for all
x ∈ S , π(x) = x, then we call it an S -automorphism. We say that S supports a set with
atoms X iff X = π(X) for every S -automorphism π.

Definition 6.10. A set of atoms S is a support of a set with atoms X iff S supports X.
A set with atoms is called legal if it has a finite support, each of its elements has a finite
support, and so on recursively.

A set with atoms may contain infinitely many atoms, but legality restricts the extent.
We give some examples to illustrate this notion.

Example 6.11.
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A finite set of atoms is legal. The support is a set that contains every atom from the
finite set.

A co-finite set of atoms is legal. The finite complement of a set that contains every
atom from the co-finite set is a support.

The set of all odd natural numbers is not legal with respect to equality atoms. Its
support necessarily includes all odd numbers, or all even numbers.

For legal sets with atoms, we further introduce a notion of orbit-finiteness, which
restricts the number of equivalence classes partitioned by atom automorphisms of a set
with atoms. Now we proceed to introduce the notion of orbit-finite set. Let x be an
element in a set with atoms X, the orbit of x is the set

{y ∈ X | y = π(x) for some atom automorphism π} .

A set with atoms X is partitioned into disjoint orbits: elements x and y are in the same
orbit iff π(x) = y for some atom automorphism π. We give some examples to orbit-
finiteness

Example 6.12.
A2 decomposes into two orbits, the diagonal {(a, a) | a ∈ A} and its complement
{(a, b) | a, b ∈ A, a , b}. Note that there is no atom automorphism that maps (a, b) to
(a, a) if a and b are different atoms.

A∗ has infinitely many orbits as the elements from A, A2, . . . all fall into disjoint orbits.

Orbit-finiteness restricts the number of partitions of a set with atoms with respect
to atom automorphism.

Definition 6.13. A set with atoms that is partitioned into finitely many orbits is called
an orbit-finite set.

Remark 6.14. In Bojańczyk’s book [24], the notion of orbit is parameterised by a tuple
of atoms ā, namely, an ā-orbit of x is the set

{y ∈ X | y = π(x), π is an ā-automorphism} .

For the definition of orbit-finiteness, we do not need to have a tuple of atoms as a
parameter. Actually, in [24], it was proved that, for equality atoms, every legal set with
atoms X is a finite union of ā-orbits for some tuple ā that supports X if and only if it is a
finite union of ā-orbits for every tuple ā that supports X. In other words, orbit-finiteness
does not depend on the choice of ā.
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6.2.3 Definability
In order to utilize the notion of set with atoms in the theory of executability, in par-
ticular, to define RTMs using sets with atoms, we require the sets with atoms to be
definable. In [24], the definability of sets with atoms has been extensively discussed.
Hence, we shall recall them in the remaining part of this section.

To syntactically define a set, we need a notion of set builder expressions.

Definition 6.15. Let V be a countably infinite set of variables. Let x̄ be a tuple of
variables. An x̄-valuation is a function that maps each variable in x̄ to an element in A.
The notion of set builder expression is inductively defined as follows:

1. Atom constant. Every atom a ∈ A is a set builder expression. The expression has
no free variables, and it represents the atom a.

2. Variable expression. A variable x ∈ V is a set builder expression. The variable x
is free in this expression.

3. Set expression. Let x̄ and ȳ be disjoint tuples of variables and let α be a set builder
expression with free variables contained in x̄ȳ, and let φ be a first-order formula
overAwith free variables contained in x̄ȳ which is allowed to use constants from
A (such constants are called parameters). Then

{α(x̄ȳ) | for ȳ such that φ(x̄ȳ)}

is a set builder expression with free variables x̄ and bound variables ȳ.

4. Union expression. If α1, . . . , αn are set builder expressions, then so is α1∪· · ·∪αn.

We useB to denote the set of all set builder expressions. For a set builder expression
α with free variables x̄, we define ~α� to be the function which inputs a tuple of atoms
as the valuation of x̄ and outputs the corresponding set (or set of sets, etc.). When α
has no free variables, then ~α� is simply a set (or atom).

Definition 6.16. A set with atoms x is definable if x = ~α�, where α is a set builder
expression without free variables.

A definable set could be an atom, if α is an atom constant, or a set. Moreover, a
definable set can be represented using different set builder expressions.

In [24], it was proved that for equality atoms, definable sets are equivalent to hered-
itarily orbit-finite sets.

Definition 6.17. A hereditarily orbit-finite set is a set with atoms which is orbit finite,
whose elements are orbit-finite, and so on until the empty set is or an atom is reached.



6.3. REACTIVE TURING MACHINES WITH ATOMS 123

For example, a set {A∗} is orbit-finite, since its only orbit is A∗. However, it is not
hereditarily orbit-finite, since its element A∗ is not an orbit-finite set.

Lemma 6.18. Every legal and hereditarily orbit-finite set with atoms is definable.

Taking the π-calculus as an example assuming that the set of names to be the infi-
nite supply of atoms, the set of all π-terms is not definable, since it is not orbit-finite.
π-terms with different lengths are in different orbits, in other words, infinitely many
distinct structures are involved in the π-calculus. However, the α-equivalence class
of a single π-term is definable since it has only one orbit (every α-conversion can be
achieved by some automorphisms on names).

6.3 Reactive Turing Machines with Atoms
Bojańczyk et al. [26] defined a notion of Turing machine with atoms based on sets with
atoms. Now we generalize this notion by defining a notion of Reactive Turing Machine
with atoms. We assume that the sets of action symbols Aτ and data symbols D� are
definable (legal and hereditarily orbit-finite) sets with atoms.

Definition 6.19 (Reactive Turing Machines with atoms). A Reactive Turing Machine
with atoms (RTMA) is a triple (Q, 7→, Ini), where

1. Q is a definable set of states,

2. 7→ ⊆ Q×D�×Aτ×D�×{L,R}×Q is a definable (D�×Aτ×D�×{L,R})-labelled

transition relation (we write s
a[d/e]M
7−−−−−−→t for (s, d, a, e,M, t) ∈ 7→),

3. Ini ∈ Q is a distinguished initial state.

By analogy to Definition 2.16, we associate with every RTMA a labelled transition
system, and define a notion of executability with respect to RTMA. In this chapter,
we only consider nominal executability modulo the divergence-insensitive variant of
branching bisimilarity.

Definition 6.20 (nominal executability). A transition system is nominally executable
if it is branching bisimilar to a transition system associated with some RTMA.

RTMAs give rise to a less liberal notion of executability compared to the one in-
duced by RTM∞s. The following example gives us an insight in the effect of the legality
restriction, which makes RTMA a more restrictive notion than RTM∞.
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1start 3 5 n n + 2

wstart s t
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n[n, n + 2]R
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Figure 6.3: Enumerating odd numbers with an RTM∞

Example 6.21. Assume that A = N. Consider a transition system T = (S,−→, ↑)
(see Figure 6.3) defined as follows:

1. S = {n | n ∈ N},

2. −→ = {(n, n, n + 2) | n ∈ N}, and

3. ↑= 1.

We recognize that T is a transition system that enumerates all the odd numbers. It
can be simulated by an RTM∞M = (Q, 7→, Ini) (see Figure 6.3) defined as follows:

1. Q = {s, t,w},

2. 7→ = {(w,�, τ, 1,R, s)} ∪ {(s, n, n, n + 2,R, t) | n ∈ N} ∪ {(t,�, τ,�, L, s)}, and

3. Ini = w.

Both the set of odd numbers and the set of even numbers supports the above set, how-
ever, neither of them is finite. For any finite set S , there exists an S -automorphism that
maps an odd number to an even number. Therefore, the above transition relation does
not have a finite support. Therefore, the above RTM∞ is not an RTMA.

Besides legality, orbit-finiteness also restricts the notion of executability. The tran-
sition relations of RTMAs are restricted to finitely many different orbits up to atom
automorphism. As a result, RTMAs cannot make transitions labelled with tuples of
atoms of arbitrary lengths, nevertheless, such transitions can be realized by an RTM∞.

Example 6.22. Consider an RTM∞M = (Q, 7→, Ini) defined as follows:
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sstart · · · t

· · ·

ā ∈ A

ā ∈ A2

ā ∈ An

Figure 6.4: A labelled transition system with infinitely many orbits

1. Q = {s, t},

2. 7→ = {(s,�, ā, ā,R, t) | ā ∈ A∗}, and

3. Ini = s.

The transition system associated withM is illustrated in Figure 6.4. Note that we allow
labels and data symbols of this RTM∞ to be tuples of atoms of arbitrary lengths, which
are not orbit-finite. Therefore this RTM∞ is not an RTMA.

6.4 Nominal Executability of the π-Calculus
In this section, we prove that the π-calculus is nominally executable modulo (the
divergence-insensitive variant of) branching bisimilarity. We show that for every π-
calculus process P, there exists an RTMAM such that T (M) ↔b T (P).

Recall that we consider the set of names as the set of atoms. Note that in the π-
calculus the set of labels is a definable set. Henceforth, we assume the set of data
symbols includes the set of labels. We give an encoding from π-terms to D∗�. The
encoding allows us to store an arbitrary π-term on the tape.

First of all, we shall present some examples to illustrate the capability of an RTMA

to manipulate sets with atoms. We propose some fragments of RTMAs. A fragment
of an RTMA defines a certain behaviour from a certain configuration, and the idea is
that several fragments of RTMAs can be combined to form a single RTMA. In the
following three examples, we show that an RTMA is capable of duplicating a data
symbol, generating an fresh atom and rename an atom. These three operations are
crucial for an RTMA to simulate the transition system associated with a π-calculus
process.
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Example 6.23. We define some fragments that duplicate non-blank data symbols. Let
d̄ ∈ D∗ be a string of data symbols, and let n be the length of d̄. We define n fragments
of RTMAs, denoted byM1,M2, . . . ,Mn respectively. We suppose thatMi is initially
set to a configuration (start, d̄, i), where the d̄ is its tape instance, and the tape head
is on the i-th element of d̄. Note that the notation we use here for a configuration is
different from that in Definition 2.11. The transition relation associated withMi admits
a sequence of transitions (start, d̄, i) −→∗ (finish, d̄x, n + 1) satisfying that x is the i-th
element of d̄ (i ≤ n), and the head is at the position of x. The functionality of the RTMA

Mi is to duplicate the i-th element of a string of symbols.
We first explain our intuition to design a fragment of an RTMA to fulfill the above

requirements. A simple solution is to use the tape head to read the symbol to be du-
plicated, and then move the tape head towards the destination of the duplication and
write the symbol onto the tape. Note that the position of the symbol to be duplicated
is different from the destination of the duplication. We need a way to “remember” the
symbol while the tape head is moving towards the destination. We introduce a set of
control states {copyx | x ∈ D�} to “remember” the symbols.

We take {start, finish} ∪ {copyx | x ∈ D�} as the set of control states ofMi and the
initial configuration is (start, ā, i). The machine remembers the symbol x ∈ D� using
a state copyx. Note that the set of states is definable since D� is a definable set, and
it contains all copyx where x ranges over D�. Then the duplication is realized by the
following set of transitions:

{(start, x, τ, x,R, copyx) | x ∈ D�}
∪{(copyx, y, τ, y,R, copyx) | x, y ∈ D�}
∪{(copyx,�, τ, x,R, finish) | x ∈ D�} .

This is a definable set of transitions. The least support equals the least support of
D�, and it has finitely many orbits sinceD� has finitely many orbits. For instance, the
first component {(start, x, τ, x,R, copyx) | x ∈ D�} in the union has the same number of
orbits asD�, i.e., every {(start, x, τ, x,R, copyx) | x ∈ O} forms an orbit of the above set,
where O is an orbit ofD�. We remark that ifD� = A, then the set of transitions has four
orbits, namely {(start, x, τ, x,R, copyx) | x ∈ A}, {(copyx, y, τ, y,R, copyx) | x, y ∈ A, x ,
y}, {(copyx, y, τ, y,R, copyx) | x, y ∈ A, x = y} and {(copyx,�, τ, x,R, finish) | x ∈ A}.

Example 6.24. We define a fragment that generates a fresh atom. Let d̄ ∈ D∗ be a
string of data symbols, and let n be the length of d̄. We define a fragment, denoted by
M f . We suppose thatM f is initially set to a configuration (start, d̄, n + 1), where the
d̄ is its tape instance, and the tape head is directly right of the last symbol of d̄. Its
transition system admits a sequence of transitions (start, d̄, n + 1) −→∗ (finish, d̄x, 1)
satisfying that x is a fresh atom that does not appear in any symbol in d̄.
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We first explain our intuition to design a fragment of an RTMA to fulfill the above
requirements. Our solution is to first create an arbitrary atom x ∈ A, and then check
whether x is a fresh one, i.e., whether it has already appeared in the tape. In order to
check the freshness of x, we introduce a set of states {checkx | x ∈ A} to “remember” the
atom while the tape head is moving through the tape to check whether x has appeared
in the current data symbol. Whenever we find a symbol that contains x, the machine
recreate another atom and repeat the checking procedure. The checking procedure
terminates after all the tape symbols have been checked.

We take {start, finish} ∪ {checkx, refreshx | x ∈ A} as the set of control states ofM f

and the initial configuration is (start, d̄, n + 1). We use x ∈ y for x ∈ A and y ∈ D� to
denote that x is an atom that appears in y. The machine generates an arbitrary atom and
checks whether it is a fresh one by the following set of transitions,

{(start,�, τ, x, L, checkx) | x ∈ A}
∪{(checkx, y, τ, y, L, checkx) | x < y ∧ x ∈ A ∧ y ∈ D}

∪{(checkx, y, τ, y, L, refreshx) | x ∈ y ∧ x ∈ A ∧ y ∈ D}

∪{(refreshx, y, τ, y,R, refreshx) | x ∈ A ∧ y ∈ D}

∪{(refreshx, x, τ, z, L, checkz) | x, z ∈ A}
∪{(checkx,�, τ,�,R, finish) | x ∈ A} .

The machine first creates an arbitrary atom x, and then it checks for every symbol
on the tape whether it contains x. Note that � indicates the end of the sequence of
atoms on tape. If the check procedure succeeds, the creation is finished, otherwise, the
machine creates another atom and checks again. Note that the above transitions form a
definable set, sinceD� is definable.

Example 6.25. We define a fragment to rename atoms. Let d̄ ∈ D∗ be a string of
data symbols, and let n be the length of d̄. We define an RTMA, denoted byMr. We
suppose that Mr is initially set to a configuration (start, xyd̄, 1), where x, y ∈ A are
two symbols, and the tape head is at x. Its transition system consists of a sequence of
transitions (start, xyd̄, 1) −→∗ (finish, xyd̄{y/x}, n + 1) satisfying that every occurrence
of x in d̄ is renamed to y. The functionality of the RTMAMr is to rename an atom x to
y in an arbitrary sequence of data symbols.

We first explain our intuition to design a fragment of an RTMA to fulfill the above
requirements. Our solution is to introduce a set of states {renamex | x ∈ A} to “remem-
ber” the name to be renamed and a set of states {renamex,y | x, y ∈ A} to “remember”
the name to be renamed and renamed to. The machine first enters a state renamex,y to
represent that a name x should be renamed to y. Then the tape head moves through all
the tape symbols and makes the renaming operation.
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We take {start, finish} ∪ {renamex | x ∈ A} ∪ {renamex,y | x, y ∈ A} as the set
of control states of Mr and the initial configuration is (start, xyd̄, 1). The machine
renames every symbol in d̄ by the following set of transitions,

{(start, x, τ, x,R, renamex) | x ∈ A}
{(renamex, y, τ, y,R, renamex,y) | x, y ∈ A}

∪{(renamex,y, z, τ, z,R, renamex,y) | x < z ∧ x, y ∈ A ∧ z ∈ D}

∪{(renamex,y, z, τ, z{y/x},R, renamex,y) | x ∈ z ∧ x, y ∈ A ∧ z ∈ D}

∪{(renamex,y,�, τ,�, L, finish) | x, y ∈ A} .

The machine first checks the first symbol (x, y), and enters the state renamex,y.
Then, the machine searches through every element of d̄ and makes a renaming from x
to y to a symbol z if x appears in z. Note that the above transitions form a definable set.

In order to simulate the transition system associated with a π-term, we give an en-
coding d e from π-terms toD∗�. We assume that the set of action labels {x y | x, y ∈ N}∪
{x y | x, y ∈ N} ∪ {x (y) | x, y ∈ N} ∪ {τ}, the set of special symbols {(, ), .,+, |, !, 0} and
the set of names N are subsets of D�. A π-term can be (literally) written on tape with
the given set of tape symbols. We use dPe to denote the symbols written on the tape to
represent a π-term P.

Moreover, we define a function Next to map every π-term to the set of outgoing
transitions as follows:

1. Next(0) = ∅;

2. Next(τ.P) = {(τ,Q) | τ.Q =α τ.P};

3. Next(x(y).P) = {(x z,Q{z/y′}) | z ∈ N , x(y′).Q =α x(y).P};

4. Next(x y.P) = {(x y,Q) | x y.Q =α x y.P};

5. Next(P1 + P2) = Next(P1) ∪ Next(P2);

6. Next(P1 | P2) = {(a, P1 | P′2) | (a, P′2) ∈ Next(P2), bn(a) ∩ fn(P1) = ∅}

∪ {(a, P′1 | P2) | (a, P′1) ∈ Next(P1), bn(a) ∩ fn(P2) = ∅}

∪ {(τ, P′1{z/y} | P
′
2) | (x z, P′1{z/y}) ∈ Next(P1), (x z, P′2) ∈ Next(P2)}

∪ {(τ, P′1 | P
′
2{z/y}) | (x z, P′2{z/y}) ∈ Next(P2), (x z, P′1) ∈ Next(P1)}

∪ {(τ, (z)P′1{z/y} | P
′
2) | (x z, P′1{z/y}) ∈ Next(P1), (x (z), P′2) ∈ Next(P2), z <

fn(P2)}
∪ {(τ, (z)P′1 | P

′
2{z/y}) | (x z, P′2{z/y}) ∈ Next(P2), (x (z), P′1) ∈ Next(P1), z <

fn(P1)};
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7. Next((z)P) = {(a, (z′)P′) | (a, P′) ∈ Next(Q), z′ < a, (z′)Q =α (z)P}
∪ {(x (z′), P′) | (x z′, P′) ∈ Next(Q), (z′)Q =α (z)P};

8. Next(!P) = {(a, P′ | !P) | (a, P′) ∈ Next(P)}
∪ {(τ, (P′ | P′′{z/y}) | !P) | (x z, P′) ∈ Next(P), (x z, P′′{z/y}) ∈ Next(P)}
∪ {(τ, (z)(P′ | P′′{z/y}) | !P) | (x (z), P′) ∈ Next(P), (x z, P′′{z/y}) ∈ Next(P)}.

Proposition 6.26. Let P be a π term, then Next(P) is a definable set.

Proof. We show that Next(P) is definable by induction on the structure of P.

1. Next(0) = ∅. An empty set is trivially definable.

2. Next(τ.P) = {(τ,Q) | τ.Q =α τ.P}. Note that τ.P is definable, therefore, the α-
equivalence class of τ.P is also definable by taking all the (finitely many) bound
names in P as parameters to define the set. Hence, {(τ,Q) | τ.Q =α τ.P} is
definable.

3. Next(x(y).P) = {(x z,Q{z/y′}) | z ∈ N , x(y′).Q =α x(y).P}. See case 2.

4. Next(x y.P) = {(x y,Q) | x y.Q =α x y.P}. See case 2.

5. Next(P1 + P2) = Next(P1)∪Next(P2). By the induction hypothesis, Next(P1) and
Next(P2) are definable, therefore, Next(P1) ∪ Next(P2) is definable.

6. Next(P1 | P2) = {(a, P1 | P′2) | (a, P′2) ∈ Next(P2), bn(a) ∩ fn(P1) = ∅}

∪ {(a, P′1 | P2) | (a, P′1) ∈ Next(P1), bn(a) ∩ fn(P2) = ∅}

∪ {(τ, P′1{z/y} | P
′
2) | (x z, P′1{z/y}) ∈ Next(P1), (x z, P′2) ∈ Next(P2)}

∪ {(τ, P′1 | P
′
2{z/y}) | (x z, P′2{z/y}) ∈ Next(P2), (x z, P′1) ∈ Next(P1)}

∪ {(τ, (z)P′1{z/y} | P
′
2) | (x z, P′1{z/y}) ∈ Next(P1), (x (z), P′2) ∈ Next(P2), z <

fn(P2)}
∪ {(τ, (z)P′1 | P

′
2{z/y}) | (x z, P′2{z/y}) ∈ Next(P2), (x (z), P′1) ∈ Next(P1), z <

fn(P1)}. Note that each subset connected by the union operator is definable,
we conclude that the union is also definable.

7. Next((z)P) = {(a, (z′)P′) | (a, P′) ∈ Next(Q), z′ < a, (z′)Q =α (z)P}
∪ {(x (z′), P′) | (x z′, P′) ∈ Next(Q), (z′)Q =α (z)P}. Same as the above cases.

8. Next(!P) = {(a, P′ | !P) | (a, P′) ∈ Next(P)}
∪ {(τ, (P′ | P′′{z/y}) | !P) | (x z, P′) ∈ Next(P), (x z, P′′{z/y}) ∈ Next(P)}
∪{(τ, (z)(P′ | P′′{z/y})|!P) | (x (z), P′) ∈ Next(P), (x z, P′′{z/y}) ∈ Next(P)}. Same
as the above cases.
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�

Next is used as an auxiliary function in the simulation of a π-term. We shall show
later that an RTMA is capable of executing every transition from a π-term by enumer-
ating Next in an algorithm. Now we give a lemma about Next to relate it with the
operational semantics of the π-calculus.

Note that the set Next(P) is defined by structural induction on P, in the same way as
the structural operational semantics of the π-calculus. Moreover, if a transition Q

a
−→

P′ can be derived from the operational semantics, then by the ALPHA rule, there is
a transition P

a
−→ P′ where P =α Q. In the definition of Next(P), we also collect all

the possible transitions from an α-equivalence class of a P. We can establish a one-
to-one correspondence between the pairs in Next(P) and the transitions obtained from
Table 5.1.

Lemma 6.27. Let P be a π-term. We have P
a
−→ Q according to the operational

semantics in Table 5.1 iff (a,Q) ∈ Next(P).

Now we proceed to illustrate the framework of simulating the transition system
associated with a π-term P using an RTMA. We start from a configuration in which
dPe is written on the tape. The RTMA may choose to produce an α-conversion of P.
The machine first nondeterministically finds a bound name in P, and then generates a
fresh name, and renames every occurrence of the bound name to the fresh name. An
α-conversion is accomplished by repeating the above procedure an arbitrary number of
times. Then the machine continues to enumerate the contents of Next(P), and executing
a transition according to the contents of Next.

As illustrated in Figure 6.5, we shall explain the simulation of a π-term P in 4 steps:

1. apply an α-conversion to P,

2. enumerate a pair from Next(P),

3. execute an action from P, and

4. perform a substitution if necessary to reach the resulting state of the transition.

Firstly, we introduce a procedure to create an α-conversion of a π-term P.

1. The machine first traverses through the dPe, until it finds a bound name. The
RTMA may syntactically recognize a bound name in P with some appropriate
representation dPe for P.

2. The machine nondeterministically chooses to either copy the name to a specific
place (using the method in Example 6.23), or to continue the traversal procedure.
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P dPe

(a, P′) ∈ Next(P)

dP′e y, z

dP′′e with P′′ = P′{y/z}P′′

dQe with P =α Q

a

enumeration

α-conversion

execution of a

substitution (if necessary)

↔b

↔b

↔b

↔b

↔b

Figure 6.5: Simulation of the transitions from a π-term

3. When it reaches the end of dPe and get a copy of a bound name y, it creates a
fresh name z (using the method in Example 6.24).

4. It renames y to z to obtain dP{z/y}e (using the method in Example 6.25).

5. The machine repeats the above procedure an arbitrary number of times.

We use the above procedure to generate the transitions of a π-term obtained from
its α-conversions. This is the first step of enumerating Next(P).

Secondly, we explain the procedure of enumerating pairs in Next(P). The set
Next(P) is defined by induction on the structure of P. The enumeration can be done
by a recursive call of the function according to the structure of P. Note that every pair
in Next(P) can be encoded as a finite string of symbols in D�. So the result generated
by the enumeration can be recorded on the tape. Whenever a pair is generated, the
machine has three choices: continuing the enumeration, returning to the initial state, or
starting to execute a transition.
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Next, we introduce the mechanism of executing a transition from a pair (a, P′) that
is written on the tape. We use a case distinction on a.

1. If a is of the form x yx y, x (y), then P′ is the resulting process. We introduce the
following set of transitions in RTMA to execute such a transition:

{(trans, a, a,�,R, rename) | a = x y ∨ a = x y ∨ a = x (y), x, y ∈ N} .

2. If a is τ, then P′{~z/~y} would be the resulting process (~y and ~z could be empty
tuples). We could use the same method as in the previous case.

Note that the transitions in RTMA mentioned above are all definable sets.
Finally, the machine starts to complete the renaming procedure. We suppose that

a process dP′e and a sequence of renaming pairs {~z/~y} is already on the tape. The
renaming is done by just repeating the method in Example 6.25.

We have the following theorem.

Theorem 6.28. For every π-term P, there exists an RTMA M, such that T (P) ↔b
T (M).

We only provide an intuitive analysis here. We consider the method we illustrated
in Figure 6.5. Let P be a π-term, and we suppose that it has a transition P

a
−→ P′′.

There is a configuration (start, dPe), and it has a sequence of transitions

(start, dPe) −→∗ (trans, (a, P′))
a
−→ (rename, dP′e) −→∗ (finish, dP′′e) .

Note that every τ-transition sequence above has a backward transition to the previous
stage. Hence, those τ-transitions does not change the state modulo↔b. Therefore, one
is able to establish an RTMAM with T (P) ↔b T (M).

Moreover, there is the following corollary about the nominal executability of the
π-calculus.

Corollary 6.29. The π-calculus is nominally executable modulo↔b.

6.5 Negative Result on mCRL2

In this section, we use the notion of nominal executability to study the expressivity
of mCRL2. We show that the transition systems associated with mCRL2 processes are
not nominally executable. Therefore, nominal executability gives a difference between
mCRL2 and the π-calculus with respect to their expressivity.
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6.5.1 LTSs with Atoms
We propose labelled transition systems with atoms to characterise nominally executable
transition systems. In the view of Example 6.21 and Example 6.22, we exclude the
transition systems with an illegal or a non-orbit-finite set of labels. We let Aτ be
a definable set of labels for the remainder of this section. We define the notion of
transition system with atoms as follows:

Definition 6.30 (LTSs with atoms). AnAτ-labelled transition system T = (ST ,−→T , ↑T )
is a transition system with atoms if ST and −→T are legal sets with atoms. We say that
a transition system with atoms is K-supported if K ⊂ A and K is a support of the sets
ST and −→T .

We observe that a transition system with atoms T = (ST ,−→T , ↑T ) is K-supported
iff for every (s, a, t) ∈ −→T and for every K-automorphism πK we have πK(s, a, t) ∈ −→T ,
where πK(s, a, t) = (πK(s), πK(a), πK(t)). This fact also applies on sequences of transi-
tions.

For example, the transition systems associated with π-calculus terms are transition
systems with atoms. We consider the set of names as the set of atoms. The set of
π-terms and the set of transitions from all the π-terms are sets with atoms with empty
supports. The support of the transition system associated with an individual π-term
is the set of its free names. Note that the set of free names does not grow by transi-
tion [77].

The following theorem shows that nominally executable transition systems are la-
belled transition systems with atoms.

Theorem 6.31. For every RTMAM, the associated transition system T (M) is a tran-
sition system with atoms.

Proof. LetM = (QM, 7→ M, IniM), then there exists a finite set of atoms K ⊂ A such
that, for every (s, a, d, e,M, t) ∈ 7→ M, and for every K-automorphism πK , we have
πK(s, a, d, e,M, t) ∈ 7→ M. It follows that, K is a support of the set of configurations of
M, as well as the transition relation of T (M). Therefore the transition system T (M)
is legal. �

6.5.2 mCRL2
The formal specification language mCRL2 [49, 50] is widely used to specify and an-
alyze the behaviour of distributed systems. The question arises to what extent the
transition systems specified by mCRL2 are executable. The actions in an mCRL2
specification may contain tuples of integers of any arbitrary lengths, which leads to
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a set of actions with infinitely many orbits. Moreover, we can also specify transition
systems that do not have a finite support in mCRL2. Therefore, we conclude that such
transition systems are not nominally executable.

Corollary 6.32. There exists an mCRL2 specification P, such that the transition system
T (P) is not nominally executable.

Proof. Consider the following mCRL2 specification:

act num : Nat;
init sum v : Nat . num(2 ∗ v);

It defines a transition system that includes a set of transitions from the initial state
labelled by all even natural numbers as follows:

{(↑, 2n, ↓) | n ∈ N} .

This transition system does not have a finite support, therefore, it is not an LTS with
atoms. By Theorem 6.31, every nominally executable transition systems is a transition
system with atoms. So the transition systems associated with mCRL2 processes are
not necessarily nominally executable. �

Remark 6.33. Actually, in mCRL2, we can also specify the transition system in 6.3,
which is also not a transition system with atoms. Moreover, such a transition system
could be simulated in a value-passing calculus that communicates with natural numbers
and can make an addition operation on numbers, see [36].

6.6 Remarks
In this chapter, we investigated the notion of executable transition systems associated
with RTM∞ s and RTMA s. We gave some properties for executable transition systems
regarding RTM∞ and RTMA. We proposed a notion of nominal executability and used
it to distinguish the expressivity of the π-calculus and mCRL2. We got some evidence
to show that nominal executability is a proper notion for the study of expressivity on
process calculus with nominal sets.

Last but not least, we propose some future work on this issue.

1. An independent characterisation of the classes of nominally executable LTSs is
still not clear to us. We need to propose a notion of ”effectiveness” on definable
sets, as well as labelled transition systems with atoms.
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RTM↔∆
b

RTM↔b

RTMA ↔b Computable RTM∞ ↔∆
b

Effective RTM∞ ↔∆
b

RTM∞ ↔∆
b

Figure 6.6: A hierarchy of executability

We hereby give an example of ”effective” LTS with atoms and show that it is
nominally executable which may gives us some ideas of the simulation of an
”effective” LTS with atoms.

Example 6.34. Consider the transition system with atoms T = (ST ,−→T , ↑T )
withA = {a | a ∈ A} ∪ {(a, b) |∈ a, b ∈ A} defined as follows:

(a) ST = {↑T , t} ∪ {sa | a ∈ A} ∪ {sa,b | a, b ∈ A}, and

(b) −→T = {(↑T , τ, sa) | a ∈ A} ∪ {(sa, a, sa,b) | a, b ∈ A}
∪ {(sa,b, (a, b), t) | a, b ∈ A}.

We define an RTMAM = (QM , 7→M , IniM) withD = A to simulate T as follows:

(a) QM = {IniM , s1, s2, s3}, and

(b) 7→M = {(IniM ,�, τ, a,R, s1) | a ∈ A} ∪ {(s1,�, τ,�, L, s2)}
∪ {(s2, a, a, (a, b),R, s1) | a, b ∈ A} ∪ {(s2, (a, b), (a, b),�,R, s3) | a, b ∈ A}.

7→M is a legal and orbit-finite set. The least support is the empty set, and it has
six orbits, namely,

(a) {(IniM ,�, τ, a,R, s1) | a ∈ A},

(b) {(s1,�, τ,�, L, s2)},

(c) {(s2, a, a, (a, b),R, s1) | a, b ∈ A, a = b},
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(d) {(s2, a, a, (a, b),R, s1) | a, b ∈ A, a , b},

(e) {(s2, (a, b), (a, b),�,R, s3) | a, b ∈ A, a = b}, and

(f) {(s2, (a, b), (a, b),�,R, s3) | a, b ∈ A, a , b}.

We verify T (M) ↔b T by establishing a branching bisimulation relation as
follows:

R = {((IniM , δ0, 0), ↑T )} ∪ {((s1, δa, 1), sa) | a ∈ A}
∪{((s2, δa, 0), sa) | a ∈ A} ∪ {((s1, δa,b, 1), sa,b) | a, b ∈ A}
∪{((s2, δa,b, 0), sa,b) | a, b ∈ A} ∪ {((s3, δ0, 1), t)} ,

where δa(0) = a and δa(i) = � for all i , 0 and for all a ∈ A; δa,b(0) = (a, b) and
δa,b(i) = � for all i , 0 and for all a, b ∈ A.

According to [24], atoms and set builder expressions which use atom parameters
can be written down as bit strings and processed by algorithms (e.g. formalised
as Turing machines). Moreover, the paper gives the definition of computable
functions and recursively enumerable sets on definable sets. The following ques-
tions should be answered in order to arrive at a satisfactory characterisation of
nominal executability.

(a) How to enumerate a nominally recursively enumerable definable set under
an encoding using an RTMA (or Turing machine with atoms)?

(b) How to enumerate the transition relation of an effective LTS with atoms
using an RTMA (or Turing machine with atoms)?

(c) How to simulate the an effective LTS with atoms using an RTMA?

As long as we are able to answer the above questions, we aims to a hierarchy of
executability as in Figure 6.6:

(a) by Theorem 2.22, the class of executable transition systems by RTMs mod-
ulo ↔∆

b consists of the boundedly branching computable transition system
with a finite set of labels;

(b) by Theorem 2.23, the class of executable transition systems by RTMs mod-
ulo↔b consists of the effective transition system with a finite set of labels;

(c) The class of nominally executable transition systems consists of the effec-
tive transition system with atoms, provided a proper notion of ”effective
transition system with atoms”;
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(d) by Corollary 6.7, the class of executable transition systems by RTM∞s with
a computable transition relation modulo ↔∆

b is the computable transition
system;

(e) by Corollary 6.6,the class of executable transition systems by RTM∞s with
an effective transition relation modulo↔∆

b is the effective transition system;
and

(f) by Theorem 6.5, the class of executable transition systems by RTM∞s mod-
ulo↔∆

b is the countable transition system.

2. The precise characterisation of the transition systems executable by RTMAs mod-
ulo ↔∆

b is still open. Further restrictions should be imposed to make it possible
to generate all possible transitions of an arbitrary state in the transition system
from a single configuration of an RTMA.

3. It would be interesting to show the existence of a universal RTMA, such that it is
able to simulate the behaviour of every RTMA with its encoding.

4. Psi-calculi [16] were introduced to characterise transition systems with nominal
data types for data structures and with logical assertions representing facts about
data. The adoption of nominal data types provides a natural characterisation of
the behaviour executed by RTMA. An encoding of the π-calculus was proposed
in the psi-calculus [17], proving that the psi-calculus is at least as expressive
as the π-calculus. It would be interesting to figure out the relationship between
the transition systems associated with the psi-calculus and the transition systems
associated with RTMA. We conjecture that as long as the logical assertions used
in psi-calculus are semi-decidable, the transition systems associated with the psi-
calculus processes are nominally executable.

5. A notion of nominal transition system was proposed by Parrow et al. [73]. Nom-
inal transition systems satisfy the requirements of transition systems with atoms
naturally. We did not use the notion of nominal transition system since the pred-
icates for states in Hennessy-Milner logic are ignored in proving the executabil-
ity. By assuming an appropriate definition of effectiveness, we conjecture that
the effective nominal transition systems are nominally executable.

6. The value-passing calculus [36] is a process calculus in which the contents of
communications are values chosen from natural numbers. It can be used to spec-
ify transition systems that are not nominally executable (such as the one we used
in the proof of Corollary 6.32). We could investigate its expressivity with an ex-
tended version of nominal executability by imposing some structures on the sets
of atoms, e.g., the natural numbers.
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Chapter 7

Conclusion

Executability theory provides an integration of computability theory and concurrency
theory. This thesis presents some studies of the executability theory which are summa-
rized as follows.

7.1 Robustness
A first basic goal in this thesis is to collect evidence for the robustness of RTMs. To
achieve this goal, we compare RTMs with other models of interactive computation,
both in the transition system semantics, and in the semantics of other models.

In [13], RTMs is proved to be at least as expressive as PTMs both in transition
system semantics modulo branching bisimilarity and in interactive transition system
semantics of PTMs.

In Chapter 3 of this thesis, we provide another evidence by showing that RTMs
also subsume ITMs both in transition system semantics modulo divergence-preserving
branching bisimilarity and in the semantics of stream translations. At a first glance,
RTMs and ITMs are incomparable since RTMs give rise to executable transition sys-
tems whereas ITMs give rise to interactive computable ω-translations. We use two
approaches to compare the two models in a unified semantics. One is to propose a
transition system semantics to ITMs. We show that every transition system associ-
ated with an ITM is executable modulo divergence-preserving branching bisimilarity,
which is illustrated as Theorem 3.8. The other approach is to define a class of RTMs
for interactive ω-translations. We show that RTMs and ITMs define the same class of
interactive ω-translations, see Corollary 3.19. Van Leeuwen and Wiedermann further
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introduced ITMs with advice [60]; we also make an analogy to that notion and define
RTMs with advice. We show that RTMs with advice yield more powerful notions of
executability, namely, every boundedly branching transition system is executable by
some RTM/A modulo divergence-preserving branching bisimilarity and every count-
able transition system is executable by some RTM/A modulo the divergence-insensitive
variant of branching bisimilarity, see Theorem 3.25 and Theorem 3.26.

7.2 Comparison
The second goal of this thesis is to integrate notions in computability theory and con-
currency theory, which is the starting point of the theory of executability. In Chapter 4,
we investigate the effect of termination to the operational semantics of process calculi,
which is one of the bases of concurrency theory. The distinction between successful
and unsuccessful termination is important for a smooth integration; in automata theory
this distinction is important to express whether a string should be accepted or not. We
give an argument that the current semantics of sequential composition does not work
ideally in the presence of intermediate termination. The phenomenon of transparency
becomes the main obstacle for two problems, namely, showing that pushdown pro-
cesses could simulate context-free processes modulo strong bisimilarity, and showing
that TCP with iteration and nesting is reactively Turing powerful modulo divergence-
preserving branching bisimilarity.

In order to solve the above problems, we revise the operational semantics of the
sequential composition operator by adding a negative premises. We show that in the
revised semantics, every context-free process can be simulated by a pushdown process
modulo strong bisimilarity, see Theorem 4.18; and TCP with iteration and nesting is
reactively Turing powerful modulo divergence-preserving branching bisimilarity, see
Theorem 4.25.

7.3 Expressivity
The final goal of this thesis is to apply the executability theory in evaluating the expres-
sivity of process calculi. We establish a general framework of evaluating the expres-
sivity of process calculi based on executability and reactive Turing powerfulness and
parameterised by the choice of behavioural equivalences.

In Chapter 5, we apply this framework on the π-calculus. We show that the π-
calculus is reactively Turing powerful modulo divergence-preserving branching bisim-
ilarity by making use of the feature of link mobility in the π-calculus, see Theorem 5.11.
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For the executability of the π-calculus, it took us more effort than we expected.
The infinity of names in the setting of the π-calculus and the finiteness of set of labels
of RTMs makes the π-calculus unexecutable trivially. This result is certainly unsatis-
factory. We made a first effort to improve the result by restricting the π-calculus to
finitely many names. We show that the restricted π-calculus is executable modulo the
divergence-insensitive variant of branching bisimilarity, see 5.16.

In Chapter 6, we made another try of incorporating infinite labels in the formal-
ism of RTMs. We introduce a notion of infinitary RTMs, and show that the associated
notion of executability is so strong that every countable transition system is trivially
executable modulo divergence-preserving branching bisimilarity, see Theorem 6.5. To
obtain a more useable notion of executability with infinite alphabets, we use sets with
atoms and propose a notion of RTMs with atoms as well as the associated notion of
nominal executability. We establish that the π-calculus is nominally executable mod-
ulo the divergence-insensitive variant of branching bisimilarity and we show also that
another process calculus mCRL2 is not nominally executable. In this way we obtain
some evidence showing that nominal executability is a useful notion in evaluating the
expressivity for process calculi with infinite alphabets.

7.4 Future Work
We make a final remark of this thesis by listing some future work in the theory of
executability.

1. We need to get more evidence for the robustness of RTMs. There are still quite a
number of interactive computation models in the literature which have not been
proved to be subsumed by RTMs, for instance:

(a) Lynch and Tuttle’s I/O automaton [65], which is already mentioned in Sec-
tion 3.5.

(b) Gurevich’s Abstract State Machine [51] also includes a facility of interac-
tion.

(c) Fu’s theory of interaction [37] introduces a minimal requirement of inter-
active computation models and proposes a notion of subbisimilarity as a
standard way of comparing different models of interaction.

(d) Bergstra and Middelburg’s Maurer machines [20] also have a mechanism
of interaction and they could simulate Turing machines.

In order to confirm a concurrent version of the Church-Turing thesis, we need
to compare the above theories with the theory of executability, and to show that
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these models are equivalent to RTMs in an appropriate semantics (or at least in
the labelled transition system semantics).

2. Complexity theory is induced from computability theory by making a constraint
on the usage of resources during computation. Executing a certain behaviour
in an arbitrary transition system also costs an amount of resources, e.g., time
or space. In [81], a complexity model is established based on ITMs. By an
analogy, we might be able to evaluate the complexity of RTMs that simulates
ITMs. Furthermore, we are interested in a general theory to evaluate the resource
consumption of executing a certain behaviour.

3. For the revised semantics of the sequential composition operator, we already got
a positive result on its congruence property. In future work, we shall establish an
axiomatization for TSP; modulo strong bisimilarity.

4. In Section 4.4, the relationship between pushdown processes and context-free
processes is discussed in the revised semantics. However, the correspondence
between these models is still not yet clear in the original semantics. The best-
known result is that every context-free process can be simulated by a pushdown
process modulo contrasimulation [9], but no correspondence has been estab-
lished modulo any finer notion of behavioural equivalence. We shall leave it
as a future work to close this gap.

5. Both TCP and TCP] have been shown to be reactively Turing powerful. As men-
tioned in Section 4.6, we are interested in finding more alternatives for recursive
specification which still keeps the calculus reactively Turing powerful, such as
replication, pushdown, and back-and-forth.

6. We could make some extensions to executability theory in two dimensions:

(a) As discussed in Section 3.5, we could introduce different classes of advice
functions for RTM/A. In a way, a hierarchy of RTMs with different advice
could be imagined.

(b) As mentioned in Section 6.6, we are interested in a more complete hier-
archy of RTMs with different classes of infinite sets. We already have
the executability of infinitary RTMs, and we still need a clear character-
isation of nominally executable transition systems independent of RTMAs.
Moreover, we could even introduce an RTM that uses natural numbers as
its alphabet, and extend our theory to numeral executability in the future.
Hence, we are looking forward to establish a correspondence between the
value-passing calculus [36] with the theory of executability.
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(c) By analogy to the robustness of the theory of executability, we shall also
collect evidence for nominal executability, for instance, the existence of a
universal RTMA, and the comparison of RTMA with Psi-calculi [16] and
nominal transition systems [73].

7. The executability theory could be suitable material for a course about models
of computation or a course about concurrency theory. In order to incorporate
the executability theory in a course for students, more examples and exercises
should be invented. We hereby list a few:

(a) Show the equivalence between an RTM with a stay transition and a general
RTM.

(b) Show the equivalence between a single-tape RTM and a multi-tape RTM.

(c) Show the equivalence between an RTM with a two-way infinite tape and
an RTM with an one-way infinite tape.

(d) Give a proper definition of deterministic RTM, and illustrate its relationship
with a general RTM,

(e) In [13], an example of an unexecutable transition system was given. We
expect to construct more such transition systems.

A theory of executability has been established by this thesis, nevertheless there is
still a long journey towards the theory of executability.
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Summary

A Theory of Executability

with a Focus on the Expressivity of Process Calculi

Computability theory and concurrency theory are two of the fundamental research ar-
eas in theoretical computer science. Computability theory studies the computational
power of computing systems in terms of functions on natural numbers. Many models
of computation, e.g., Turing machines, recursive functions, lambda calculus, etc., were
shown to be equivalent. Such equivalences provide evidence for the famous Church-
Turing thesis, which could be phrased as: a function on the natural numbers is com-
putable by an algorithm, ignoring resource limitations, if and only if it is computable
by a Turing machine.

Computability theory does not address the aspect of interaction between systems.
In order to study interaction between systems, concurrency theory was proposed. In
concurrency theory, the behaviour of a system is mathematically represented as a la-
belled transition system. To specify and reason about labelled transition systems, many
process calculi have been proposed. The community of concurrency theory developed
a large variety of methods to measure the expressivity of process calculi. We address a
natural question whether we can use the knowledge in computability theory to evaluate
the expressivity of process calculi.

In this thesis, we study a theory of executability, which is the integration of com-
putability theory and concurrency theory. It is based on Reactive Turing Machines
(RTMs), concurrent variants of Turing machines. Every RTM has an associated la-
belled transition system. The labelled transition system semantics allows us to de-
fine that a transition system is executable when it is behaviourally equivalent to the
transition system associated with an RTM. In concurrency theory, there are many be-
havioural equivalences, differing in the behavioural properties they preserve. From
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the perspective of expressivity, it is convenient to consider behavioural equivalence
as a parameter of the theory of executability. We aim for results modulo divergence-
preserving branching bisimilarity, which is the finest known behavioural equivalence
in van Glabbeek’s spectrum of equivalences.

In Chapter 2 of the thesis, we first provide some preliminaries for the theory of exe-
cutability, including the definitions and some basic lemmas about RTMs and executable
behaviours. In particular, the role of divergence is discussed, since divergence plays a
significant role in the theory of executability. Moreover, a framework of expressivity is
proposed. The theory of executability could be applied to measure the expressivity of
a process calculus in two aspects. One is the executability, that is, whether every tran-
sition system specified in the process calculus is executable modulo some behavioural
equivalence; the other one is the reactive Turing powerfulness, that is, whether every
executable transition system could be specified in the process calculus modulo some
behavioural equivalence.

This thesis proceeds to contribute to four topics in the theory of executability.
Chapter 3 of the thesis gives some evidence for the robustness of executability

theory based on RTMs. A comparison is made between RTMs and Interactive Turing
Machines (ITMs). An ITM is a model of interactive computation invented by van
Leeuwen and Wiedermann. It models interactive computation as a translation over
infinite streams. We show that RTMs are at least as expressive as ITMs, both with
respect to its semantics in terms of labelled transition systems modulo divergence-
preserving branching bisimilarity and also with respect to its semantics in terms of
stream translations. For ITMs, van Leeuwen and Wiedermann proposed an extension
with a notion of advice, allowing them to model evolving systems such as the Internet.
We show that such an extension can also be defined for RTMs.

Chapter 4 of the thesis aims to make some revision of concurrency theory in the
context of executability theory. The chapter addresses the semantics of sequential
composition in a calculus with intermediate termination. We identify two problems
with the standard semantics, namely unbounded branching and forgetfulness. Two is-
sues have been considered in this chapter in the presence of intermediate termination,
namely, the relationship between pushdown processes and context-free processes, and
the reactive Turing powerfulness of a process calculus with the nesting operator. We
cannot resolve unbounded branching and forgetfulness in the classical operational se-
mantics due to transparency. For this reason, we cannot answer the two issues above.
We propose a revised semantics of the sequential composition operator in the pres-
ence of intermediate termination. In the revised semantics, transparency is eliminated.
Thus, we resolve the two problems above in the revised semantics. We show that every
context-free process can be simulated by a pushdown process modulo strong bisimi-
larity, and the process calculus with a nesting operator is reactively Turing powerful
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modulo branching bisimilarity.
Chapter 5 of the thesis applies the theory of executability to evaluate the expres-

sivity of the π-calculus. The π-calculus is a widely used process calculus, and its
expressivity has been studied extensively in the literature. Most of the results about the
expressivity of the π-calculus are about its relative expressivity, that is, the expressivity
compared to some other calculus. In the theory of executability, we investigate its ab-
solute expressivity, that is, whether a transition system specified in the π-calculus can
be executed by an interactive computing system or not. We show that the π-calculus is
reactively Turing powerful modulo divergence-preserving branching bisimilarity. It is
not executable since the transition systems associated with π-calculus processes are not
limited to a finite set of labels whereas an RTM only accept a finite set of action labels.
We investigate the executability of π-calculus by making a compromise that restricts
the transition systems associated with π-calculus processes referring to only finitely
many names. We show that the π-calculus is executable in the restricted semantics
modulo a divergence-insensitive variant of branching bisimilarity.

Chapter 6 of the thesis tries to adapt the theory of executability to a broader domain.
In order to apply executability theory to evaluate expressivity of process calculi with
infinite alphabets such as the π-calculus, mCRL2 and the value-passing calculus, we
extend the theory on the dimension of the infinity of the alphabet. We first propose
a notion of an infinitary RTM that allows the sets in the definition of an RTM to be
countable. However, it turns out that such an extension hardly makes any sense since
every countable transition system is then simply executable. Then, we make some
attempts to restrict the transition relation in the RTMs to be effective or computable,
which leads to two slightly better notions of executability. Finally, we introduce a
theory of nominal executability by using sets with atoms in the definition of RTMs. In
the theory of nominal executability, there are two requirements imposed on sets with
atoms, namely, legality and hereditary orbit-finiteness. These two requirements do not
restrict a set to finitely many elements and still keep the set definable by finitely many
elements with finitely many orbits modulo permutation of atoms. We show that the π-
calculus is nominally executable modulo a divergence-insensitive variant of branching
bisimilarity, but mCRL2 is not. Hence, we have some evidence that the theory of
nominal executability is a meaningful notion in the study of expressivity.

Chapter 7 concludes the thesis and proposes some future directions in the research
of executability theory. Firstly, there are many models for interactive computation
in the literature. Comparing them with RTMs would gain more evidence for the ro-
bustness of executability theory. Secondly, an integration of complexity theory and
concurrency theory can be an interesting extension of executability theory. Thirdly,
the process calculus with the revised sequential composition operator still lacks an
axiomatization. Fourthly, the relationship between pushdown processes and context-
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free processes is still unclear in the classical semantics. Fifthly, the reactive Turing
powerfulness of many process calculi using non-regular iterators other than the nest-
ing operator still needs to be proved. Sixthly, the extensions of RTMs could still be
exploited in two dimensions, the choice of advice and the choice of infiniteness.

As a conclusion, the thesis results in some basic building blocks for a theory of
executability, namely, the robustness of RTMs, the revision in concurrency theory, the
evaluation of expressivity, and the extension of a theory of executability. A step has
been made towards a concurrent version of the Church-Turing thesis.
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