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Chapter 1

Research topic, contributions
and structure

First the environment - the thundercloud - is introduced in which the
natural phenomena studied in this thesis occur. Secondly, the research
topics are addressed, which are twofold. Thirdly, the contributions and
structure of the thesis is given.

1.1 Environment of studied phenomena - the thun-
dercloud

Thunderclouds are meteorological systems where significant electric charge is
separated by strong convection. The strong convection brings warm air, which
includes water vapor, to great heights. During the ascent into cooler regions, the
water vapor condenses and later freezes, releasing all its latent heat. This heat
powers the convection further. The ice particles formed at great heights eventu-
ally fall down again through the regions of ascending droplets. In these regions,
charge is separated between the two opposite moving populations of particles.
Much like a balloon rubbed by woolen cloth, charge is transferred on collision
from one to the other. Net positive electrical charge is put on the ascending
particles and negative charge on the descending particles. Simply stated, the
thundercloud acts as a giant power supply where the latent heat of water vapor
is converted into electrical energy, reaching over 100 MV of potential difference,
see figure 1.1 for illustration. In a first order approximation, thunderclouds are
dipoles with a main positive layer above a main negative layer. A second order
includes the screening layers, upper negative and lower positive. In reality, and
in particular outside updraft regions, the system can be much more complex, see
figure 1.1. This large electric potential leads directly and indirectly to powerful
natural phenomena which are studied in this thesis.
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Figure 1.1: Balloon sounding of electric field inside updraft region (on the left)
and illustration of charge structure inside thundercloud (based on multiple bal-
loon soundings), from [1].

1.2 Two research topics

1.2.1 Lightning initiation

Thunderclouds produce one of the most familiar types of discharges, known as
lightning. Lightning is an electric discharge that develops in different phases.
The last phase, called the return stroke, is observed as a flash and heard as
thunder. In the first phase preliminary discharges try to start, which is far from
trivial and sometimes referred to as the lightning initiation problem. Roughly
half of this thesis is devoted to contributions to the lightning initiation problem.

1.2.2 Understanding of high energy radiation from thunder-
clouds and lightning

After the first phase, lightning further develops and can produce flashes of high
energy radiation, including the emission of neutrons. But also, much longer
lasting glows of high energy radiation have been observed from thunderclouds,
including again the emission of neutrons. The presence of neutrons is stressed,
as that indicates that the photon energy must have exceeded 10 MeV. Roughly
half of this thesis is devoted to contributions to the understanding of high en-
ergy radiation from thunderstorms and lightning, and, in particular, of neutron
emission and propagation.



Chapter 1. Research topic, contributions and structure 5

1.3 Contributions and structure

The thesis is divided in five parts:

I Introduction and historical background (of part II, III and IV)

II Model development, reduction and evaluation

III Lightning initiation

IV Neutrons from thunderclouds and lightning

V Conclusions (of part II, III and IV), references and Dutch summary

Each research topic can be divided into two, but both can be again divided into
two, of which half is of predictive nature (specific to the subject) and the other
half of model development, reduction and evaluation nature (applicable to more
general problems). Therefore the main body consists of three collections (part
II, III and IV) of stand alone (in preparation or published) scientific works. In
that respect, part (II) collects work that can be used for problems in part (III)
or part (IV) or both.

In total the main body of this thesis consists of nine chapters, of which by
current date four are published in international journals. Next to the chapters
presented in this thesis, I collaborated and contributed in the joint ‘Cosmic
Lightning’ research project, initiated by prof. dr. U. Ebert (Centrum Wiskunde
& Informatica) and prof. dr. O. Scholten (Kernfysisch Versneller Instituut,
University of Groningen). In this collaboration, we also worked on how to use
the cosmic air shower footprints, altered in thunderstorm conditions, to diagnose
thundercloud electric fields. And how to use LOFAR as a new type of lightning
mapping array. This collaboration resulted in an additional three (+1 submitted
publications) in international journals and five proceedings. The full list of
publications is given at the end of my Curriculum Vitae.
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Chapter 2

History of the lightning
initiation problem

This chapter introduces the history of the lightning initiation problem,
including scientific jargon as electric breakdown, electron avalanche and
streamers.

2.1 The ‘problem’

The first occurrence, to my knowledge, of stating a ‘problem’ of lightning initi-
ation, is by Crabb and Latham [2] in 1974, when they start their introduction
by saying:

“The problem of lightning initiation within thunderclouds has pro-
voked considerable discussion in recent years. The majority of inves-
tigators have favoured the suggestion that lightning is triggered by
the emission of positive corona from the surface of a raindrop highly
deformed by strong electric fields; so that the surface field at the re-
gions of high curvature will be appreciably magnified over the ambient
value.” [2]

Crabb and Latham [2] refer here to several works that propose solutions on in-
creasing the field to values above the ambient thundercloud field. This is needed,
because already from the early B25 airplane measurements through active thun-
derclouds in 1944/1945 by Gunn [3] and later with instrumented rockets by
Winn and Moore [4], no ambient fields were measured above 0.4 MV/m, which
is well below electric breakdown. Electric breakdown occurs when the electric
field surpasses the so-called classical breakdown threshold Ek ≈ 3 MV/m (at
standard temperature and pressure). The breakdown threshold Ek is defined as
the field where the number of electron impact ionizations of air molecules equals
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the number of electron attachments and, to be precise, the breakdown threshold
scales with air density. Also in more sophisticated balloon measurements, from
around the year 2000 [1, 5, 6], ambient fields were always lower than 20% of
classical breakdown. The lightning initiation problem is thus the problem to
start an electric discharge, when the ambient field is far below the breakdown
threshold.

The problem is constrained to only the start of the discharge, in the electron
avalanche phase where electrons and ions grow exponentially up to the point
where they produce a space charge electric field above breakdown and the field
enhancement of the dielectric is not necessary anymore. From the point on
that the discharge propels itself, by its own space charge, it is called a streamer.
Streamers have a characteristic thin charge layer and a strong electric field ahead
of the streamer tip. Streamers come in two polarities, positive streamers propa-
gate in the direction of the electric field and negative streamers propagate against
the direction of the electric field. Negative streamers are intuitively easier to un-
derstand, as they are a natural transition from the electron avalanche, where
the thin charge layer has a net negative charge and pushes electrons out. In
the positive streamer, the thin charge layer has a net positive charge and pulls
electrons in, and therefore electrons ahead of the streamer must by supplied by
another source, either by a large amount of initial background ionization, or by
photoionization. In the case of photoionization, photons are created in the elec-
tron avalanches towards the streamer and liberate non-locally new free electrons
ahead of the streamer, to repeat the process. Modeling electron avalanches,
avalanche-to-streamer transition and streamers are introduced in more depth in
section 4.

2.2 Hydrometeors enhance fields

Hydrometeors, which are any water containing meteors in the cloud, liquid or
frozen, are dielectric. When dielectrics are embedded inside an ambient field,
they will electrically polarize. The created field screens the field inside the di-
electric, where it adds destructively to the ambient field, and near some edges
it enhances the field, where it adds constructively to the ambient field. Loeb [7]
was the first who hypothesized about discharge inception near water droplets, to
solve the problem of too low ambient fields. However, in the debate referred to
by Crabb and Latham [2], investigators knew that spherical drops only enhance
the electric field by a factor less than 3, too little to overcome the gap between
measured fields and the breakdown threshold. The enhancement can be much
stronger, for example near regions of high curvature, thus hydrometeors must
be deformed in more elongated or sharper shapes, was the working hypothesis.
According to the investigation in [2], deformation by the ambient field was fa-
vored in 1974, but the authors argue that deforming droplets by collisions with



Chapter 2. The lightning initiation problem 9

other droplets works better. They conducted a series of experiments where they
start preliminary discharges (streamers) from remnants of collided droplet. The
water remnants are much more elongated and enhanced the field by significant
factors. They found that streamers can start for ambient electric fields ranging
from 0.5 down to 0.25 MV/m, for remnant water structures ranging in length
from 8 to 20 mm, respectively.

Along a different but equivalent approach, frozen hydrometeors appear nat-
urally in a variety of shapes, including needles, prisms, plates and graupel ag-
gregates. Published in the same journal and volume as Crabb and Latham
[2], Griffiths and Latham [8] proposed initiation from ice hydrometeors, claim-
ing that discharges can start in fields as low as 0.4 MV/m (rescaled to STP).
However, Griffiths [9] puts a disclaimer on the measurements, as currents of
the order of 0.1 µA or larger could not be obtained from the samples if tem-
perature was below -18◦C. This restriction was considered to be caused by the
electrical properties of ice, the surface conductivity of which is highly temper-
ature dependent. This was a serious issue, as lightning was observed to start
at altitudes well above the -18◦C temperature level i.e., at lower temperatures.
And at those great heights also the colliding water droplet hypothesis would
not work, as all hydrometeors would be frozen. After these publications, the
problem remained untouched for decades. Yes, there were multiple exotic hy-
potheses how lightning could start, but all were dis-proved. It took more than
30 years after the measurements of Griffiths and Latham [8], until investigators
looked back into streamer initiation from ice hydrometeors, as that hypothesis
was actually the only one which made sense. Petersen et al. [10] conducted a
large series of streamer initiation measurements at different temperatures from
ice hydrometeors, see their results in figure 2.1.

The new measurements of Petersen et al. [10] were in full agreement with the
ones of Griffiths and Latham [8], but now they found that lower temperatures
can work:

“Observations of lightning have demonstrated that it can begin at
altitudes with environmental temperatures well below −18◦C. Pre-
vious laboratory studies have cast doubt on the possibility that ice
hydrometeors in such cold environments can contribute to lightning
initiation, but this doubt appears unnecessary. The results of the
present study indicate that simulated ice hydrometeors subject to tem-
peratures as low as −38◦C can undergo individual positive streamer
discharges, with single crystals undergoing several successive individ-
ual discharges if the electric field is continually increased. ” [10]

From the measurements of Petersen et al. [10] it was most likely that lightning
starts from ice hydrometeors, which can enhance the ambient field to values
above breakdown and start streamers even in very cold environments (down to
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270 D. PETERSEN et al.

Figure 5. Threshold electric fields for single non-repeating positive streamer discharges from ice crystals of
various habits as a function of temperature and pressure. Open triangles (!) are threshold values obtained
at a laboratory pressure of 850 hPa; solid triangles (!) are values at Standard Atmospheric pressure for the
temperatures shown. Regression fits for each set are included. For comparison, the maximum and minimum values
from Griffiths and Latham (1974a) for various habits and pressures, all obtained at a temperature of −12 ◦C, are

displayed to the right of the current results with habits and pressures as indicated in the legend.

crystallographic ‘c’ axis. It was then re-tested, and yielded an Eth of 480 kV m−1.
This suggests a possible relationship between thicker ice crystals and lower Eth for
otherwise identical environmental conditions. It may also explain the variation in the
measurements of Griffiths and Latham (1974a) in that the designation of a crystal habit,
e.g. ‘needles’, does not indicate the full details of the habit. Needles grown at high
ice-supersaturation (well above water saturation) are long, thin and sharply pointed,
while needles grown at somewhat lower ice-supersaturation are thicker with blunt ends;
so, not all needles are alike. Additionally, exposing crystals to laboratory air prior to
performing discharge measurements, even in a cold room as in the case of Griffiths
and Latham, introduces the possibility of contamination by laboratory aerosols and
the likelihood of exposure to subsaturated vapour conditions for some period∗. By
performing measurements in a closed system, these possible modifications to crystal
characteristics are avoided.

Of interest is the observation of discharges from plates at −38 ◦C and 325 hPa
as shown in Fig. 5. Upon onset, bipolar discharges were observed (both cathode-
and anode-directed) rather than the typical cathode-directed single positive streamer
discharges, with the discharges appearing to extend across the entire electrode gap while
persisting for a discernible period of time (on the order of a second). Upon cessation of
the discharges, the ice crystals were observed to have eroded significantly. This result
contrasts with the observations of Griffiths and Latham (1974a) who reported that
no significant continuous corona discharges occurred at temperatures below −18 ◦C.
Finally, we observed what appeared to be non-luminous discharging of the ice crystals
under conditions of relatively weaker electric fields. During early attempts to observe
discharge events with an oscilloscope attached to the grounded electrode, the laboratory

∗ Griffiths and Latham (1974a) placed a sheet of ice at the bottom of the discharge chamber; however, it is unlikely
that this was sufficient to maintain ice-saturated conditions.

Figure 2.1: Threshold electric fields for single non-repeating positive streamer
discharges from ice crystals of various types as function of temperature and
pressure. Open triangles are threshold values obtained at a laboratory pressure
of 850 hPa and solid triangles are values at standard pressure for temperatures
shown. At the right side of zero ◦C the data of Griffiths and Latham [8] is
shown for comparison, which are all obtained at temperature of -12◦C. Figure
from [10].

−38◦C). So problem solved? No, actually all this time a critical requirement for
starting a discharge was overlooked: seed electrons.

2.3 Electrons are needed

In the experiments of [2, 8, 10] the setups were likely accompanied by a radioac-
tive source to supply initial electrons. Although not written in their manuscripts,
by personal communication with Dan Petersen at the American Geophysical
Union (AGU) in 2014, I got the confirmation that at least his measurements in
[10] where conducted this way. Without an electron (either initially present or
created by other means) in the region above breakdown, nothing happens. In
the laboratory this is called jitter, before a discharge really starts, there is a ran-
dom waiting time and sometimes a few unsuccessful attempts to start. To avoid
jitter, experimentalists sometimes include artificial sources of electrons, for an
easier start of their discharges or they perform their experiments in a repetitive
way. In thunderclouds however, free electrons are hard to find. Even though
they are naturally created by cosmic rays, the average electron density is very
low (less than 1 m−3). This is a very small number, in particular compared to
the region above breakdown of a sharp ice hydrometeor, which is of the order of
1 cubic millimeter (10−9 m3).

I show in my thesis that very rare and energetic cosmic rays, from far outside
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our solar system, can provide enough free electrons in so-called extensive air
showers.
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Chapter 3

History of neutron research
from thunderclouds and
lightning

This chapter introduces the historical origin of neutron research from
thunderclouds and lightning, including scientific jargon as leader step-
ping, runaway electrons and terrestrial gamma-ray flashes. The chapter
is an adapted version of ‘A natural neutron source’ written by C. Rutjes
and U. Ebert, published in Physics World Focus on Neutron Science in
October 2017.

3.1 Discovery of correlation

The link between thunderstorm and neutron science is not an obvious one. In-
deed, it took a Nobel laureate to spot it. By the time he made the connection,
Willard Libby was already a highly regarded scientist thanks to his profound
work on radiocarbon dating. This method which became a standard tool
for archaeologists, and earned Libby the Nobel Prize for Chemistry in 1960
stemmed from the observation that when cosmic rays impinge on the Earth’s
atmosphere, they produce a shower of particles, including neutrons. These neu-
trons can react with atmospheric nitrogen to create carbon-14, or radiocarbon
(1
0n + 14

7 N → 14
6 C + 1

1p), which enters the food chain when plants absorb the
resulting radioactive carbon dioxide. Libbys insight was to realize that in living
organisms, carbon-14 is constantly refreshed together with other carbon isotopes.
However, when an animal or plant dies, the ratio of radiocarbon to the stable
isotopes carbon-12 and carbon-13 decays with a half-life of 5730 years making
it possible to estimate the age of objects made from formerly living matter with
a high degree of accuracy.
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By 1973, decades had passed since Libby published this Nobel-winning work,
and he was entering the autumn of his career. He was still thinking about neu-
trons, though, and as he was examining tree rings with a colleague, H R Lukens,
the pair noticed interesting fluctuations in the amount of radiocarbon in each
ring. These fluctuations could not be explained by variations in the cosmic
ray flux. Instead, Libby and Lukens found a surprising correlation with thun-
derstorm activity. The effect was not negligible: they estimated that thunder-
storms could account for up to one percent of the neutrons produced in the
atmosphere. A few years after Libby’s death in 1980, G N Shah and colleagues
[11] presented convincing measurements to back up the suggestion that lightning
produces neutrons. Shah estimated that between 10 and 100 million neutrons
are produced per stroke. But how?

3.2 False starts and potential sources

From laboratory studies, researchers knew that intense electrical discharges
through polymer fibers could produce neutrons at 2.45 MeV, probably by deu-
terium fusion (2

1H+2
1H→ 3

2He+1
0n). Hence, the first attempts to explain neutron

production by lightning focused on fusion. Visible lightning strikes (as shown in
the third panel of the figure 3.1) can reach temperatures of up to 30 000 K, and
it was assumed that this would, in combination with natural deuterium in water
vapor, do the trick. This theory dominated the literature for a long time, even
though a number of independent measurements proved otherwise. The problem
was that if one excludes deuterium fusion as a neutron source, one has to explain
what is providing the energy to release neutrons from the nuclei of typical air
molecules. For nitrogen, the binding energy is 10.5 MeV, while for oxygen it is
15.6 MeV.

Hints for a completely different (and correct) explanation came from far
outside the laboratory. Since the 1960s, satellites equipped with gamma-ray de-
tectors have monitored compliance with nuclear-test ban treaties here on Earth;
later, similar spacecraft were launched that use gamma-ray flashes to study the
cosmic realm. In 1993, however, more sensitive detectors recorded gamma-ray
flashes coming from Earth that had nothing to do with weapons. These so-called
terrestrial gamma-ray flashes (TGFs) are microsecond-to-millisecond-long pulses
of photons with up to 40 MeV of energy (see figure 3.2), and in 1996 it was found
that TGFs can be related to individual lightning strokes.

Since then, research on high-energy atmospheric physics has gained momen-
tum. Ground-, balloon- and plane-based observations measured fluxes of gamma
rays with energies as high as tens of MeV, more than enough to free neutrons
from nitrogen. These non-satellite observations also revealed a new phenomenon,
much dimmer and of longer duration, that came to be known as gamma-ray glow
and that is also accompanied by neutron release. But regardless of whether they
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A natural neutron source

The link between thunderstorm and neu-
tron science is not an obvious one. Indeed, 
it took a Nobel laureate to spot it. By the 
time he made the connection, Willard 
Libby was already a highly regarded sci-
entist thanks to his profound work on 
radiocarbon dating. This method – which 
became a standard tool for archaeolo-
gists, and earned Libby the Nobel Prize 
for Chemistry in 1960 – stemmed from the 
observation that when cosmic rays impinge 
on the Earth’s atmosphere, they produce 
a shower of particles, including neutrons. 
These neutrons can react with atmospheric 
nitrogen to create carbon-14, or radiocar-
bon (n + 14

7N → 14
6C + p), which enters the 

food chain when plants absorb the resulting 
radioactive carbon dioxide. Libby’s insight 
was to realize that in living organisms, 
carbon-14 is constantly refreshed together 
with other carbon isotopes. However, when 
an animal or plant dies, the ratio of radio-
carbon to the stable isotopes carbon-12 
and carbon-13 decays with a half-life of 
5730 years – making it possible to estimate 
the age of objects made from formerly living 
matter with a high degree of accuracy.

By 1973, decades had passed since Libby 
published this Nobel-winning work, and he 
was entering the autumn of his career. He 
was still thinking about neutrons, though, 
and as he was examining tree rings with a 
colleague, H R Lukens, the pair noticed 
interesting fluctuations in the amount of 
radiocarbon in each ring. These fluctua-
tions could not be explained by variations 
in the cosmic ray flux. Instead, Libby and 
Lukens found a surprising correlation with 
thunderstorm activity. The effect was not 
negligible: they estimated that thunder-
storms could account for up to one percent 
of the neutrons produced in the atmosphere. 
A few years after Libby’s death in 1980, G 
N Shah and colleagues (1985 Nature 313 
773) presented convincing measurements 
to back up the suggestion that lightning 

produces neutrons. Shah estimated that 
between 10 and 100 million neutrons are 
produced per stroke. But how?

False starts and potential sources
From laboratory studies, researchers knew 
that intense electrical discharges through 
polymer fibres could produce neutrons at 
2.45 MeV, probably by deuterium fusion 
(2

1H + 21H → 32He + n). Hence, the first 
attempts to explain neutron production by 
lightning focused on fusion. Visible light-
ning strikes (as shown in the third panel of 
the figure “Follow the leader”, above) can 
reach temperatures of up to 30 000 K, and 
it was assumed that this would, in combi-
nation with natural deuterium in water 
vapour, do the trick. This theory dominated 
the literature for a long time, even though 
a number of independent measurements 
proved otherwise. The problem was that if 
one excludes deuterium fusion as a neutron 
source, one has to explain what is provid-
ing the energy to release neutrons from the 
nuclei of typical air molecules. For nitro-
gen, the binding energy is 10.5 MeV, while 
for oxygen it is 15.6 MeV.

Hints for a completely different (and 

correct) explanation came from far outside 
the laboratory. Since the 1960s, satellites 
equipped with gamma-ray detectors have 
monitored compliance with nuclear-test 
ban treaties here on Earth; later, similar 
spacecraft were launched that use gamma-
ray flashes to study the cosmic realm. In 
1993, however, more sensitive detectors 
recorded gamma-ray flashes coming from 
Earth that had nothing to do with weapons. 
These so-called terrestrial gamma-ray 
flashes (TGFs) are microsecond-to-milli-
second-long pulses of photons with up to 
40 MeV of energy (see “Gamma-ray and 
neutron generation” map on p14), and in 
1996 it was found that TGFs can be related 
to individual lightning strokes.

Since then, research on high-energy 
atmospheric physics has gained momen-
tum. Ground-, balloon- and plane-based 
observations measured fluxes of gamma 
rays with energies as high as tens of MeV 
– more than enough to free neutrons from 
nitrogen. These non-satellite observations 
also revealed a new phenomenon, much 
dimmer and of longer duration, that came 
to be known as gamma-ray glow and that 
is also accompanied by neutron release. 

Casper Rutjes and Ute Ebert 
trace how our understanding  
of thunderstorm physics has 
evolved in recent decades  
and explain how neutron 
measurements could produce 
fresh insights

Follow the leader These frames show the growth of a lightning leader at 0 and 100 μs (left and middle) and 
the visible return stroke at 700 μs (right). Each frame had an exposure time of 99 μs. In the middle panel,  
we can see “space stems” forming that have no visible connection to the glowing lightning leaders;  
they will become part of the leader somewhat later. The formation and integration of a space stem into a 
leader constitutes a “step” in the lightning-propagation process.
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Figure 3.1: These frames show the growth of a lightning leader at 0 and 100 µs
(left and middle) and the visible return stroke at 700 µs (right). Each frame
had an exposure time of 99 µs. In the middle panel, we can see space stems
forming that have no visible connection to the glowing lightning leaders; they
will become part of the leader somewhat later. The formation and integration
of a space stem into a leader constitutes a step in the lightning-propagation
process. Figure from [12].
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But regardless of whether they are long and 
dim or short and intense, these gamma-ray 
phenomena pushed nuclear fusion off the 
table. As L P Babich argued very clearly in 
2014 (JETP 118 375), the only way to cre-
ate neutrons in a thunderstorm in detect-
able numbers is by photonuclear reaction of 
gamma rays with nitrogen, and, to a lesser 
degree, with oxygen. 

Shifting the problem
So far, so good: we understand that neu-
trons can be generated in a thunderstorm 
by gamma rays with energies well above the 
10.5 MeV photonuclear threshold of nitro-
gen. If you look more closely, however, you 
will see that this explanation merely shifts 
the problem. Gamma rays in our atmos-
phere are mostly the result of bremsstrahl-
ung radiation, which occurs when energetic 
electrons and positrons (collectively known 
as leptons) collide with air molecules. So 
how does a thunderstorm generate substan-
tial numbers of leptons with > 10 MeV ener-
gies? What role do the electric fields inside 
the storm play, and which fields at which 
stage of storm evolution are responsible? 

To answer these questions, we need to 
dive into the current theory of lightning 
physics. First, we need to understand how 
free electrons move in a thunderstorm envi-
ronment. In vacuum, electrons can easily be 
accelerated by external electric fields; this 
is how particle accelerators in the labora-
tory typically work, from Brown’s tubes 
up to synchrotron facilities such as DESY. 
However, in air, electrons also lose energy 
in collisions with air molecules. Hence, as 

long as the field does not exceed a thresh-
old of about 0.2 MV/m at standard pressure 
and temperature, friction from inelastic or 
ionizing collisions with air molecules bal-
ances the acceleration provided by the field, 
and electrons drift with a field-dependent 
velocity rather than accelerating continu-
ously (see “Runaway electrons” graph on 
p15). On the other hand, if the electric field 
exceeds a value of about 25 MV/m, friction 
is always smaller than the acceleration pro-
vided by the field, and all electrons enter a 
“run-away” mode.

In fact, electric fields in clouds cannot 
remain at such a high value for long, as clas-
sical electric breakdown sets in at a field of 
3 MV/m. At that point, free electrons can 
gain enough kinetic energy from the field 
to liberate more free electrons when they 
collide with air molecules, and hence to set 
off ionization avalanches and eventually to 
create a plasma that cancels out the exter-
nal electric field. In any case, the fields 
measured in thunderclouds do not exceed 
the lower value of 1 MV/m, according to 
balloon measurements performed a decade 
ago along with recent nonintrusive meas-
urements using cosmic particle showers as 
a probe and the radio-telescope LOFAR 
as a detector (P Schellart et al. 2015 PRL 
114 165001). 

So can such a low field nevertheless 
support relativistic electrons, which have 
kinetic energy of 500 keV or more? To 
answer this question, we need to look again 
at the “Runaway electrons” figure, which 
shows the friction an electron experiences 
in air at standard temperature and pressure 

as a function of the electron energy. This 
friction reaches a maximum at an electron 
energy of about 200 eV and then decreases, 
before increasing again when the electrons 
attain MeV energies and start radiating 
substantial amounts of gamma rays by 
bremsstrahlung. The figure also indicates 
an acceleration force eE in an electric field 
E. If this force is larger than the friction, 
electrons gain energy, and if it is smaller, 
they lose energy; this is indicated by the 
blue arrows. For the field indicated in the 
figure, the electrons clearly fall into two 
populations: electrons with a lower initial 
energy approach a steady mean energy in 
the eV range, while electrons with higher 
initial energies are accelerated into the 
runaway regime, reach MeV energies and 
start to radiate gamma rays. But how do 
electrons get into this runaway regime 
within the moderate fields measured inside 
thunderstorms?

Recall that in the previous section, we 
mentioned that there are two different 
thunderstorm phenomena: terrestrial 
gamma-ray flashes and gamma-ray glows. 
These phenomena produce neutrons on 
different time scales, and according to our 
present understanding, they are associated 
with different physical mechanisms.

Careful measurements have found that 
gamma-ray glows actually occur before 
lightning activity starts, when large vol-
umes of air inside a developing thun-
derstorm have built up an electric field 
exceeding the lower runaway threshold 
of ~0.2 MV/m. Cosmic rays shooting into 
the atmosphere create particle showers, 
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Gamma-ray and neutron generation Location of terrestrial gamma-ray flashes (TGFs) across the globe shown as yellow dots, based on coincident measurements by 
the ground-based World Wide Lightning Location Network and the space-based Reuven Ramaty High Energy Solar Spectroscopic Imager, according to Østgaard et al. 
(2015 Geophys. Res. Lett. 10.1002/2015GL067064). White shading indicates lightning frequency.Figure 3.2: Location of terrestrial gamma-ray flashes (TGFs) across the globe
shown as yellow dots, based on coincident measurements by the ground-based
World Wide Lightning Location Network and the space-based Reuven Ramaty
High Energy Solar Spectroscopic Imager. White shading indicates lightning
frequency. Figure from [13].
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are long and dim or short and intense, these gamma-ray phenomena pushed nu-
clear fusion off the table. As L P Babich argued very clearly in [14], the only way
to create neutrons in a thunderstorm in detectable numbers is by photonuclear
reaction of gamma rays with nitrogen, and, to a lesser degree, with oxygen.

3.3 Shifting the problem

So far, so good: we understand that neutrons can be generated in a thunderstorm
by gamma rays with energies well above the 10.5 MeV photonuclear threshold
of nitrogen. If you look more closely, however, you will see that this explana-
tion merely shifts the problem. Gamma rays in our atmosphere are mostly the
result of bremsstrahlung radiation, which occurs when energetic electrons and
positrons (collectively known as leptons) collide with air molecules. So how does
a thunderstorm generate substantial numbers of leptons with > 10 MeV ener-
gies? What role do the electric fields inside the storm play, and which fields at
which stage of storm evolution are responsible?

To answer these questions, we need to dive into the current theory of light-
ning physics. First, we need to understand how free electrons move in a thunder-
storm environment. In vacuum, electrons can easily be accelerated by external
electric fields; this is how particle accelerators in the laboratory typically work,
from Browns tubes up to synchrotron facilities such as DESY. However, in air,
electrons also lose energy in collisions with air molecules. Hence, as long as
the field does not exceed a threshold of about 0.2 MV/m at standard pressure
and temperature, friction from inelastic or ionizing collisions with air molecules
balances the acceleration provided by the field, and electrons drift with a field-
dependent velocity rather than accelerating continuously (see figure 3.3). On
the other hand, if the electric field exceeds a value of about 25 MV/m, friction
is always smaller than the acceleration provided by the field, and all electrons
enter a run-away mode.

In fact, electric fields in clouds cannot remain at such a high value for long,
as classical electric breakdown sets in at a field of 3 MV/m. At that point,
free electrons can gain enough kinetic energy from the field to liberate more
free electrons when they collide with air molecules, and hence to set off ioniza-
tion avalanches and eventually to create a plasma that cancels out the external
electric field.

So can such a low field nevertheless support relativistic electrons, which have
kinetic energy of 500 keV or more? To answer this question, we need to look
again at figure 3.3, which shows the friction an electron experiences in air at
standard temperature and pressure as a function of the electron energy. This
friction reaches a maximum at an electron energy of about 200 eV and then de-
creases, before increasing again when the electrons attain MeV energies and start
radiating substantial amounts of gamma rays by bremsstrahlung. Figure 3.3 also
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including a continuous flux of relativis-
tic electrons that gain additional energy 
in this electric field, and form relativistic 
run-away electron avalanches. This process 
can continue as long as the field is present 
and electrons are refreshed, producing 
a dim gamma-ray glow of long duration. 
Recent work by Ashot Chilingarian and 
colleagues, especially, shows clear evi-
dence of thunderstorm-correlated boosts 
in the flux of high-energy electrons, gamma 
rays and neutrons on a timescale of min-
utes. Remarkably, these fluxes are not 
correlated with lightning strokes, but are 
actually competing with lightning as a dis-
charge mechanism. As a result, lightning 
tends to snuff out gamma-ray glows.

Terrestrial gamma-ray flashes, on the 
other hand, are correlated with lightning 
“leaders”. While our eyes just see one light-
ning flash, high-speed cameras resolve how 
the lightning channel grows from the cloud 
to the ground, as shown in the “Follow the 
leader” images. The growing plasma chan-
nel shown in the left and middle panels is 
called a lightning leader. (It should be noted 
that leaders propagate for much longer 
distances inside clouds, in a more hori-
zontal direction, before the visible cloud-
to-ground lightning starts. However, during 
that stage they can only be detected with 
radio antennas, not by eye or by cameras.) 
Negatively charged lightning leaders propa-
gate in steps, creating the characteristic zig-
zag pattern familiar to anyone who has ever 
witnessed a big electrical storm. This step-
ping sometimes occurs through the forma-
tion of so-called “space stems” that initially 
have no visible connection to the glowing 
lightning leaders (middle panel of the fig-
ure), although they will become part of the 
leader somewhat later. The formation of a 
space stem and its integration into a leader 
constitutes one leader step. 

It is now thought that during such a step, 
the very transient electric field near the 
leader tip could be high enough to accel-
erate even thermal electrons into the run-
away regime in an intensive explosion – a 
so-called “cold runaway” – and thereby pro-
duce a TGF. But compared to gamma-ray 
glows, TGFs are much harder to study. In 
gamma-ray glows, the charged particle 
densities are so low that they do not change 
the local electric field, which makes the 
problem linear: one can simply model the 
particles developing in a given external 
(thundercloud) field. For TGFs, the situa-
tion is very different. The process of leader 
stepping is increasingly well measured, but 
the physical mechanism behind it is not well 
understood. One thing is clear: it is deeply 
nonlinear. To propagate, the leader both 
enhances the ambient electric field at its 
tip and interacts with its streamer corona, 
as well as with the mysterious space stems. 

Leaders are dynamical structures that 
change the electric field, accelerate elec-
trons to the run-away regime and interact 
with them in extending the plasma region 
of the lightning channel. Researchers in 
our group, led by Jannis Teunissen, have 
recently made important progress towards 
fully three-dimensional simulations that 
are required to model many of these pro-
cesses (arxiv.org/abs/1708.08434). Leader 
stepping and the associated high-energy 
emissions pose important challenges to 
current lightning research.

Neutrons as a diagnostic tool
This brings us back to neutrons. As it turns 
out, the very phenomenon that guided 
Libby to a connection between tree rings 
and thunderstorms could actually become 
a handy probe for building a deeper under-
standing of lightning leaders and the pro-
duction of TGFs. The reasons are manifold. 
One is that neutrons are neutral and there-
fore do not affect the electric fields of the 
lightning leaders or the overall thunder-
storm. Their presence is also a signature 
of gamma-rays significantly exceeding the 
10.5 MeV threshold of neutron production 
in air. Neutrons have a much longer life-
time and spread out more isotropically than 
gamma rays, which makes them much easier 
to detect. A nice example is a 2013 study of 

how neutron bursts at ground level corre-
late with cloud-to-ground lightning of dif-
ferent polarities. In this work, A A Toropov 
and colleagues saw that neutrons are only 
emitted from negative cloud-to-ground 
lightning, and not from the positive variety. 
This is consistent with satellite observations 
showing that TGFs are produced by nega-
tive lightning leaders when they step.

The connection between neutrons and 
thunderstorms has a long history, but the 
use of neutrons as a tool to research them 
is still in its infancy. Even so, it is clear that 
neutrons give us an interesting window to 
study the highly intense bursts of energetic 
radiation from thunderstorms known as 
TGFs. In the future, they might also help 
us understand how lightning propagates 
in steps. Such information could be key 
to protecting our increasingly vulner-
able infrastructure from lightning strikes  
and similar (potentially destructive)  
processes that occur in plasma and high-
voltage technology.

Casper Rutjes is a PhD student and Ute Ebert leads 
the multiscale dynamics research group at Centrum 
Wiskunde & Informatica (the Netherlands’ national 
research institute for mathematics and computer 
science in Amsterdam). Ebert is also a part-time 
professor of physics at Eindhoven University of 
Technology, Netherlands, e-mail ute.ebert@cwi.nl 
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Runaway electrons Schematic of the friction force on electrons in air at standard temperature and pressure 
as a function of electron energy, in a double logarithmic plot. The solid red curve is due to inelastic 
scattering of the electrons with air molecules, while the dashed red curve includes the effects of 
bremsstrahlung (i.e. X- and gamma-ray) emission. In the presence of an electric field E, electrons also 
experience an accelerating force eE (black line). If E > Ecrit = 25 MV/m, all electrons will experience runaway 
acceleration; if E < Eb = 0.2 MV/m, none will. For field strengths between these extremes, outcomes depend 
on the electron’s initial energy: electrons with energies below a threshold εth reach a steady state in the eV 
range, while those above the threshold keep accelerating, run away and reach MeV energies. Blue arrows 
indicate how electrons are accelerated or decelerated in such a field. 
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Figure 3.3: Schematic of the friction force on electrons in air at standard tem-
perature and pressure as a function of electron energy, in a double logarithmic
plot. The solid red curve is due to inelastic scattering of the electrons with air
molecules, while the dashed red curve includes the effects of bremsstrahlung (i.e.
X- and gamma-ray) emission. In the presence of an electric field E, electrons
also experience an accelerating force eE (black line). If E > Ecrit = 25 MV/m,
all electrons will experience runaway acceleration; if E < Eb = 0.2 MV/m,
none will. For field strengths between these extremes, outcomes depend on the
electron’s initial energy: electrons with energies below a threshold εth reach a
steady state in the eV range, while those above the threshold keep accelerat-
ing, run away and reach MeV energies. Blue arrows indicate how electrons are
accelerated or decelerated in such a field.

indicates an acceleration force eE in an electric field E. If this force is larger
than the friction, electrons gain energy, and if it is smaller, they lose energy;
this is indicated by the blue arrows. For the field indicated in the figure, the
electrons clearly fall into two populations: electrons with a lower initial energy
approach a steady mean energy in the eV range, while electrons with higher
initial energies are accelerated into the runaway regime, reach MeV energies and
start to radiate gamma rays. But how do electrons get into this runaway regime
within the moderate fields measured inside thunderstorms?

Recall that in the previous section, we mentioned that there are two different
thunderstorm phenomena: terrestrial gamma-ray flashes and gamma-ray glows.
These phenomena produce neutrons on different time scales, and according to
our present understanding, they are associated with different physical mecha-
nisms.
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Careful measurements have found that gamma-ray glows actually occur be-
fore lightning activity starts, when large volumes of air inside a developing thun-
derstorm have built up an electric field exceeding the lower runaway threshold of
0.2 MV/m. Cosmic rays shooting into the atmosphere create particle showers,
including a continuous flux of relativistic electrons that gain additional energy
in this electric field, and form relativistic run-away electron avalanches. This
process can continue as long as the field is present and electrons are refreshed,
producing a dim gamma-ray glow of long duration. Recent work by Chilingarian
and colleagues [15, 16], shows clear evidence of thunderstorm-correlated boosts
in the flux of high-energy electrons, gamma rays and neutrons on a timescale of
minutes. Remarkably, these fluxes are not correlated with lightning strokes, but
are actually competing with lightning as a discharge mechanism. As a result,
lightning tends to snuff out gamma-ray glows [17, 18].

Terrestrial gamma-ray flashes, on the other hand, are correlated with light-
ning leaders. While our eyes just see one lightning flash, high-speed cameras
resolve how the lightning channel grows from the cloud to the ground, as shown
in Figure 3.1. The growing plasma channel shown in the left and middle panels
is called a lightning leader. (It should be noted that leaders propagate for much
longer distances inside clouds, in a more horizontal direction, before the visible
cloud-to-ground lightning starts. However, during that stage they can only be
detected with radio antennas, not by eye or by cameras.) Negatively charged
lightning leaders propagate in steps, creating the characteristic zig-zag pattern
familiar to anyone who has ever witnessed a big electrical storm. This stepping
sometimes occurs through the formation of so-called space stems that initially
have no visible connection to the glowing lightning leaders (middle panel of fig-
ure 3.1), although they will become part of the leader somewhat later. The
formation of a space stem and its integration into a leader constitutes one leader
step.

It is now thought that during such a step, the very transient electric field near
the leader tip could be high enough to accelerate even thermal electrons into the
run-away regime in an intensive explosion − a so-called “cold runaway” − and
thereby produce a TGF. But compared to gamma-ray glows, TGFs are much
harder to study. In gamma-ray glows, the charged particle densities are so low
that they do not change the local electric field, which makes the problem linear:
one can simply model the particles developing in a given external (thundercloud)
field. For TGFs, the situation is very different. The process of leader stepping
is increasingly well measured, but the physical mechanism behind it is not well
understood. One thing is clear: it is deeply nonlinear. To propagate, the leader
both enhances the ambient electric field at its tip and interacts with its streamer
corona, as well as with the mysterious space stems.



Chapter 3. Radiation from thunderclouds / lightning 19

3.4 Neutrons as a diagnostic tool

This brings us back to neutrons. As it turns out, the very phenomenon that
guided Libby to a connection between tree rings and thunderstorms could ac-
tually become a handy probe for building a deeper understanding of lightning
leaders and the production of TGFs. The reasons are manifold. One is that
neutrons are neutral and therefore do not affect the electric fields of the light-
ning leaders or the overall thunderstorm. Their presence is also a signature of
gamma-rays significantly exceeding the 10.5 MeV threshold of neutron produc-
tion in air. Neutrons have a much longer lifetime and spread out more isotropi-
cally than gamma rays, which makes them much easier to detect. An example
is the 2013 study of how neutron bursts at ground level correlate with cloud-
to-ground lightning of different polarities. In this work, Toropov and colleagues
[19] saw that neutrons are only emitted from negative cloud-to-ground lightning,
and not from the positive variety. This is consistent with satellite observations
showing that TGFs are produced by negative lightning leaders when they step.

The connection between neutrons and thunderstorms has a long history, but
the use of neutrons as a tool to research them is still in its infancy. Even so, it
is clear that neutrons give us an interesting window to study the highly intense
bursts of energetic radiation from thunderstorms known as TGFs. In the future,
they might also help us understand how lightning propagates in steps. Such
information could be key to protecting our increasingly vulnerable infrastructure
from lightning strikes and similar (potentially destructive) processes that occur
in plasma and high-voltage technology.
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Chapter 4

Modeling and simulation in
multiscale dynamics

This chapter introduces concepts and strategies for modeling and simu-
lating electric discharges and high energy radiation. Scientific concepts
and phenomena, such as breakdown and streamers, electron runaway
and terrestrial gamma-ray flashes, have already been introduced in
chapter 2 and chapter 3, respectively.

Phenomena studied in this thesis evolve on multiple scales, which is
important to note as usually theories of physical phenomena are built
and valid only in a limited range. In addition, a research field or an
individual researcher sometimes favors a certain convention, terminol-
ogy and/or unit to express the physics. This may be because his or her
expertise lies in a confined scale range, but can be confusing and some-
times even inconsistent with others. To illustrate the multiscale nature
of the research discussed in this thesis an example per physical quantity
is given, with the focus on what this multiscale nature implies for the
use of models.

4.1 Energy

Both in lightning and high energy radiation from lightning and thunderclouds,
electrons are the important particles, but electron energies vary a lot. At room
temperature electrons are around 0.03 eV, while in the radiation from lightning
or the thundercloud electrons have energies well above 107 eV. More than enough
to create gamma-rays by bremsstrahlung, observed as short bursts in so-called
terrestrial gamma-ray flashes (TGFs) and of longer duration in so-called gamma-
ray glows depending on their correlation with lightning, see also chapter 3. Many
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orders higher on the energy spectrum, (inter)galactic cosmic rays can reach
energies up to 1020 eV, resulting in extensive air showers (EAS) up to billions
of secondary particles, discussed in chapter 11.

For bridging 9 to 22 orders of magnitude, physics of multiple disciplines
are needed. Low-energy electrons in the discharge are described classically,
while electrons that accelerate and produce the high-energy radiation must be
described relativistically, because their energy is above the electron rest mass of
511 keV. Using the terms ‘low’- and ‘high’-energy might be ill-defined, as for the
discharge physicist MeV energy is considered high-energy, but for the cosmic
ray physicist MeV energy is considered to be low-energy. Here the definition
of a “low-energy electron” would be an electron below 200 eV based on the
maximum in the friction curve, see figure 3.3. This low-energy electron classically
drifts in an electric field and interacts with shell electrons of molecules. At the
far right side, a “high-energy electron” is an electron above 1 MeV, where the
friction curve increases again (see figure 3.3). A high-energy electron moves
relativistically (close to the speed of light) and interacts with the nuclei of atoms
(e.g. bremsstrahlung) and only with the shell electrons as if they where not
bound (no molecular structure). Electrons with energy between 200 eV and
1 MeV, they are somewhat intermediate and complex to describe, as they can
not be described fully-classical nor with high energy approximations.

4.1.1 Low-energy electron interactions

Air is an insulating gas, meaning that it has a significant electrical resistance,
as there are almost no charge carriers available. If however a strong enough
voltage is applied, the few electrons which may be around can ionize molecules
and free more electrons, which in their turn free other electrons. To understand
this process one must consider all electron interactions with molecules. Electron
densities in the electron avalanche and streamer phase at standard temperature
and pressure (STP) or lower result in air than is weakly ionized, meaning that
the electron (and ion density) ne < 1020 m−3 is small compared to the neutral
density (2.5 × 1025 m−3). In weakly ionized gases it is fair to assume that
electrons only interact with neutrals and thus electron-ion and electron-electron
collisions may be neglected. An electron can interact with a neutral molecule
M in several ways, for which the important ones are:

• Elastic collision, e + M → e + M , where the total kinetic energy does
not change. Actually, as the molecule is much more heavy than the elec-
tron, more than 50,000 times, the electron energy approximately does not
change. The momentum however, is largely transferred to the molecule,
that is to say the electron scatters almost isotropically away from the
molecule.

• Excitation collision, e + M → e + M∗, where some of the energy of the
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electron is transferred to internal energy of the molecule. The excitation
energy can be removed by collisional or radiative quenching, or by de-
excitation transferred back to the electron.

• Ionization collision, e+M → e+M+ +e, where the electron kinetic energy
is large enough to overcome the ionization threshold and the remaining
energy is distributed over two electrons.

• Attachment collision, e+M →M−, where the electron is captured by the
molecule. This can only happen for electronegative molecules. Oxygen is
an important electronegative molecule in air and can preform attachments
in two-ways, two-body or so-called dissociate attachment, e+O2 → O−+O,
and three-body attachment, e + O2 + M → O−2 + M , which typically
dominates in air at standard temperature and pressure.

All these electron interactions are directly caused by the electron and are thus
local interactions. Another important interaction in air is photoionization. Pho-
toionization occurs when electrons excite molecules, which in turn emit pho-
tons with enough energy to ionize other molecules. The electron that excites a
molecule thus creates a non-local ionization at another location. Usually this
is modeled without time delay, which means that photons are approximated as
traveling infinitely fast.

4.1.2 High-energy electron interactions and behavior

The energy scale for high-energy electrons can be separated in two regimes,
separated roughly at 100 MeV, see figure 4.1. Below roughly 100 MeV (and
above 200 eV), electron interaction with bound electrons by impact ionization is
most important. For electron energies above 100 MeV nuclear collisions, mainly
bremsstrahlung creating photons, is most important, see figure 4.1. These pho-
tons in turn can create again electrons and other particles like positrons and
neutrons (if they have sufficient energy). In other words, beams of high-energy
electrons are typically accompanied by photons, positrons and neutrons which
feedback from one to the other. In beams with max 20 MeV particle energy,
electrons are most abundant (when counted only above 200 eV), important for
TGFs and gamma-ray glows. In beams with higher particle energies, above
20 MeV, photons are must abundant and stabilize to around 80% of the beam
population (when counted only above 200 eV), important for energetic TGFs and
EASs. The emerging research field of high energy atmospheric physics (HEAP),
which includes terrestrial gamma-ray flashes and gamma-ray glows from thun-
derclouds, operates in the intermediate energy scale (below 100 MeV), which
is driven by the electron physics, but usually observed as photons (as photons
reach largest distances and then always end up to be the most abundant par-
ticle). Cosmic particle physics on the other hand, which includes extensive air
showers, operates mainly in the highest energy regime (above 100 MeV).
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Figure 4.1: Energy loss per unit of length of primary electron in air at STP.

Unequal splitting

In high energy atmospheric physics (HEAP), ionization is the interaction which
is most significant to the electrons. Interestingly, the higher the energy of the
incoming electron the more unequal is the expected splitting of the energy over
the two exiting electrons. It remains an intrinsically random interaction, so any
energy splitting is possible, but the expectation value is increasing towards a
more beamed behavior. Here, the convention is to call the exit electron with
the highest energy still the primary, even though the particles are fundamentally
indistinguishable. That is to say the primary electron, by convention, will thus
not lose more than half of its energy and the secondary gets always less than
half of the incoming energy. If one would drop this convention, the factor one-
half (1

2) appears at a different location in the equation, to reflect the symmetry
factors in the interaction.

For illustration of how the unequal splitting creates different behavior, con-
sider ionizing N2. If a 16 eV electron or 20 eV electron starts the ionization,
first the I = 15.6 eV must be subtracted, when the remaining energy is divided
equally among the two exiting electrons, then the primary has lost a factor 98%
or 89% of its energy, respectively. So low-energy electrons lose almost all of
their energy. But, if a 1 MeV or 10 MeV electron starts the ionization, the
expected secondary energy turns out to be only around 8 eV (actually, for all
energies above 100 keV, see figure ??) and the total energy loss is just 23.6 eV,
so the primary just lost a fraction of 2.4 × 10−3 or 2.4 × 10−4 of its energy. In
other words, high-energy electrons are likely to undergo interactions that hardly
change their momentum, therefore this interaction channel can be approximated
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Figure 4.2: Energy transfer of three different primary energies, based on rela-
tivistic binary-encounter Bethe RBEB [20] for nitrogen. Most probable energy
of the secondary is around 8 eV, after subtracting the ionization cost of 15.6 eV.

as an average energy loss per unit of length, with a so-called friction or stopping-
power. I do not use the term stopping-power, as the term “power” is misleading,
as one would expect the unit [energy per unit of time], and not [energy per unit
of length] (what it is used for).

Low-energy cutoff

Not mistaken, friction cannot be used for interaction channels which do signifi-
cantly alter the primary particle, because of so-called straggling. So the averaged
energy-loss presented for example in figure 4.1 may give the wrong impression.
For example for ionizing N2, there is still a non-negligible probability that the
primary energy is more equally distributed among the two exiting electrons,
which would lead to a large energy loss (up to 50%). The separation between
the significant and the not-significant channel is usually denoted by the so-called
low-energy cutoff εc. For the channel creating a secondary between 0 eV and
εc a continuous approximation is used (by construction of the definition of εc),
and the channel of creating secondaries between εc to the maximum energy is
treated by explicit interactions. Usually εc must be small (e.g. less than 1%)
compared to primary energy minus ionization cost.
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Møller scattering

In the case where the low-energy cutoff is much larger than the ionization thresh-
old, an extra approximation becomes available. For example, a 10 MeV electron
and low-energy cutoff εc = 10 keV, which is fair as it is only 0.1% of its energy.
In this example, the interaction of producing secondary electrons below 10 keV
is averaged out (and treated as friction) and producing electrons above 10 keV
must be calculated explicitly as collisions. These collisions are practically free-
free elastic interactions. Free-free in the sense that the electron collides with
another electron (at rest) and without any influence of the atom or molecule.
The free-free elastic interaction can be solved analytically from the Dirac equa-
tion, first derived by (C. Møller, 1932) and therefore called Møller scattering.

4.2 Space and density

In space, the interaction length changes with particle energy. Thermal electrons
interact and stop in air on micrometer scale (10−6 m), while a beam of high-
energy electrons (40 MeV) travels more than 120 meters (102 m) before they
are stopped. In addition to the spatial extent, also the relative density can be
very different. Before lightning starts, electron densities are as low as 1 m−3.
Inside a streamer, only some 10 ns later, the electron density can be 1020 m−3,
so as much as 20 orders of magnitude larger. In cases with low density, particles
should be described individually, in the so-called particle-perspective. Individual
electrons propagate and interact in an intrinsically random manner. In other
cases, when densities are very high and the fluctuations average out, the particle
perspective becomes computationally unfeasible, and it is better to describe the
group of particles in the so-called fluid-perspective. Of course, the latter is only
valid if the fluctuations really average out, that is to say the group of particles
is well described by a single average energy, which is not always the case.

4.2.1 Particle perspective

Particles are usually parametrized by their energy ε. Particles move and inter-
act with background medium (here air), with density nb. The probability of
interaction is expressed as a cross section as function of energy. Cross sections
[in units of area] are defined such that for given density nb the product σnb

gives the average number of collisions [per unit of length]. In other words, cross
sections are the rate of interactions per unit unit of length per unit of density.
Then, the expected length between two collisions is given by the mean free path
λ,

λ(ε) =
1

σ(ε)nb
. (4.1)
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Equivalently, given the velocity v of the particle, the collision frequency is,

ν(ε) = v(ε)σ(ε)nb, (4.2)

with the expected time between collisions τ = ν−1. The steps (between colli-
sions) are exponentially distributed, both in space and in time, with average λ
or τ . The combined effect of multiple different collisions is again exponentially
distributed, with a mean of λ−1

tot =
∑

i λ
−1
i and δt−1

tot =
∑

i δt
−1
i . That is to

say, the total cross section is just the sum of the cross sections of all possible
interactions σtot =

∑
i σinrel(i), weighted by the density fraction nrel(i) for the

corresponding interaction.

Space- or time-oriented simulations

In the Monte Carlo method, particles are stepped, from one collisions to the
other, using random numbers. When ξ is an uniform random variable between
(0,1] the step-length ` can be sampled as,

` = − log(ξ)λ, (4.3)

and the time step δt as,

δt = − log(ξ)τ, (4.4)

A particle simulation is now either space-oriented or time-oriented, equation 8.14
or 8.15 respectively. Sampling the step-length (or time-step) between collisions,
using using equation 8.14 (or 8.15), assumes that the mean does not change dur-
ing that step. The mean can change due to a change in particles energy, material
composition or material density. To limit the error made in this approximation,
null-collisions have to be used.

Null-collisions

The exponential distribution is memoryless, meaning that at any moment in
space (or time) the probability for interaction remains the same. Or practically,
at any moment before a collision takes place, equation 8.14 or 8.15 could be
drawn again to get the new step. At the intermediate location the particle does
not undergo a real interaction, but a so-called null-collision. Both in space-
oriented and time-oriented simulations null-collisions can be used, to circumvent
errors due to change in particles energy, material composition or material density.

The exact way to implement null-collisions is to investigate the minimum
mean free path λmin (or minimum mean time interval τmin = ν−1

max) for any ex-
pected energy ε. At each sampled location a second random number determines
which type of interaction; real (e.g. ionization, elastic, ect.) or null-collision (no
collision), based on the probabilities calculated with the current particle energy.
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In space-oriented simulations null-collisions are also used to cope with inter-
nal discrete boundaries, usually of different materials and/or different densities,
and scoring purposes. After each step the distance to the closest (internal)
boundary dwall is calculated and steps are only accepted if they are smaller than
this distance. If a sampled step-length is larger than dwall, the particle is just
moved to the boundary (with there a null-collision) and stored, enabling in the
next sampling to use the cross section and density of the other material.

Synchronizability

By construction, space-oriented simulations are not synchronous in time. Usu-
ally, a single particle is simulated over its entire life-time before going to the next
particle. This procedure makes it impossible to incorporate self-consistent par-
ticle interactions, such as a space charge electric field, because than information
must by available synchronously. A big advantage of asynchronous simulations
is that, besides the ability to include boundaries, particles step much less, mini-
mizing the overhead due to null collisions. Particle codes used in this thesis that
are space-oriented are EGS5 [21], FLUKA [22], Geant4 [23] and MC-PEPTITA
[24].

In time-oriented simulations null-collisions enable synchronizability, where
every particle is at the same moment in time. This is enforced by letting a
particle step and collide up to the point that the remaining time tleft plus the
sampled time δt to the next collision is larger than ∆t, after which the particle
is moved a time ∆t− tleft (without a collision) and is stored. Before continuing
the same particle, first all other particles are moved over the time step ∆t.

After the time step ∆t all particle data is available and can be used to
calculate for example the space charge electric field. For electrical discharge
simulations space charge is usually important. The particle code used in this
thesis that is time-oriented is DIPIC3D in chapter 6, which uses particle core
from [25].

4.2.2 Fluid perspective

Drift-diffusion-reaction equation

In cases where the particle densities are large enough, it is computationally
more efficient to interpret particles as densities. From cross section data one can
derive average properties of an ensemble of particles, expressed in the so called
transport and reaction data. In first order models, drift µ(E), diffusion D(E),
attachment η(E) and ionization α(E) coefficients are used. The coefficients are
all a function of the electric field E, within the local field approximation. The
drift-diffusion-reaction equation for the electron density ne is given by,

dne
dt

= ∇ · (µEne +D∇ne) + (α− η)µEne + Sph, (4.5)
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where Sph is the photoionization source. Ions are usually assumed to be immobile
on the nanosecond streamer timescale and therefore the equation for the ion
density ni has only the reaction term,

dni
dt

= (α− η)µEne + Sph. (4.6)

A discharge simulation is only self-consistent if the electric field created by the
charges is also incorporated. In streamer simulations in air at around STP, it
is a valid approximation that any magnetic field contribution can be neglected
and that the field may act instantaneously (no retarded fields - electrostatic
approximation). In that case, the field equation reduces to the Poisson equation
for the electric potential,

∇ · (ε∇φ) = q(ni − ne), (4.7)

where ε is the dielectric permittivity, φ the electric potential and q the elementary
charge. The electric field is,

E = −∇φ. (4.8)

Streamer code which uses the fluid description in this thesis is DieLightning [26],
see chapter 10.

4.3 Time

The initiation of lightning, i.e. streamer inception, lasts only tens of nanoseconds
10−8 s. However, in self-consistent discharge models the actual time to update
the electric field is relatively frequent (every 10−12 s or so), because of the very
small dielectric screening time (due to physics) or numerical instabilities (due
to the discretization). The computation time is therefore very important to
keep in mind when designing calculations. For example in streamer simulations,
the bottleneck is usually the calculation of the electric field, when solving the
Poisson equation on a certain grid. State-of-the-art fast field solvers, e.g. Afivo
[27, 28], take around one second to solve the field in 3D, which result in around
16 minutes per nanosecond and 10 hours to simulate 40 ns of streamer evolution.
More common slower field solvers, e.g. in [26, 29, 30], can easily take 15 seconds
to one minute to calculate the field in 2D cylindrical symmetry (not even 3D!),
which yields for a simpler simulation two weeks to complete. This example also
highlights that when simulating beyond streamers, model reduction must be
applied. An example of this is streamer tree modeling, as was introduced in
[31].
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Part II

Model development, reduction
and evaluation





Chapter 5

Discharge inception from
positive tip

We present a fluid simulation of discharge inception near an ice particle
in a thundercloud, that includes the emerging streamer with its space
charge effects, and we include the frequency dependent dielectric permit-
tivity ε(ω) of ice and discuss its effects. The discharge inception occurs
for αd ≈ 10, much lower than the traditional Raether-Meek-criterion.
We explain qualitatively and quantitatively why the old Reather-Meek
criterion does not apply to positive streamer inception near a dielectric
or conducting surface.

This chapter will be extended for publication as:
Is the Raether-Meek-criterion applicable to positive streamer inception near a
dielectric or conducting surface?, C. Rutjes, A. Dubinova, U. Ebert.
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5.1 Introduction

To understand the inception of streamer discharges near dielectric and conduc-
tive bodies is a fundamental problem in gas discharge physics. It is relevant
for atmospheric pressure plasmas during the start-up phase or when they are
driven in pulsed mode, for high voltage technology as well as for lightning in-
ception. We concentrate on inception from small protrusions or particles. For
example, rain droplets hanging on high voltage electric energy transmission lines
can start noisy corona discharges [32], and ice coverage of high voltage insulators
can trigger surface flashover [33]. On the other hand, the inception of streamer
discharges from droplets and ice particles is now much studied in the context of
lightning inception [26, 29, 30, 34, 35].

The general problem can be stated as follows: There is a fixed boundary
between solid and gas. An external electric field is applied, and this field is
enhanced near a protrusion or corner of the conducting or dielectric solid. Can
we predict whether a streamer discharge will start growing in the enhanced field
near the solid boundary? In the present chapter, we limit the analysis to positive
discharges that typically start easier than negative ones; ‘positive’ means that
negative charges move through the gas towards the solid boundary and positive
ones away from it.

The oldest and simplest approach to this problem assumes that a streamer
discharge incepts after a critical number of avalanche multiplication lengths α−1,
where α(E) is the Townsend impact ionization coefficient in the electric field E;
in air and other attaching gases, the parameter α should actually be read as
αeff = α − η, where η(E) is the attachment coefficient. Theoretical [36] and
experimental work [37–39] (and later [40, 41]) suggest that a discharge would
incept after an avalanche development length d with αd = 18 to 20. This is
known as the Raether-Meek criterion for discharge inception. But when is it
actually applicable?

This chapter contains two main results. First we present a fluid simulation
of discharge inception near an ice particle in a thundercloud, that includes the
emerging streamer with its space charge effects, and we include the frequency
dependent dielectric permittivity ε(ω) of ice and discuss its effects. The discharge
inception occurs for αd ≈ 10. Second, we explain qualitatively and quantitatively
why the old Reather-Meek criterion does not apply and we revisit an earlier
analysis [42] to indicate the effect of diffusion.

5.2 Streamer inception from a dielectric object

5.2.1 Implementation of the simulation with permittivity ε(ω)

For our simulations we developed a diffusion-drift-reaction model of streamer
discharges in local field approximation with cylindrical symmetry and with pho-
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Figure 5.1: Electron density (left two panels) and electric field (right two panels)
of a positive streamer after 46 ns simulated with constant dielectric permittivity
93 (first and third panel), and with the dielectric function of ice ε(ω) [47] (second
and fourth panel).

toionization included. The model is described in [43, 44] and it was also used for
simulation of lightning inception in its streamer phase from dielectric ice parti-
cles [26]. To accurately capture the boundary conditions on the electrode and
on curved dielectric surfaces the Ghost Fluid Method was implemented, based
on [45, 46]. Neumann boundary conditions are applied in the radial direction
and Dirichlet boundary conditions in the axial direction for the electric poten-
tial. The Poisson equation is coupled to the transport and reaction equations
for electrons and ions, in which Neumann boundary conditions are applied on all
the boundaries. The length of the simulation domain is 8.5 cm and its diameter
is 4 cm.

Dielectric bodies are polarized by an external electric field according to their
dielectric permittivity. When the electric field changes fast enough, the dipoles
inside the dielectrics cannot follow these changes and their dielectric permittivity
drops, eventually to 1 for electric fields that change infinitely fast. The effect of
the frequency dependent dielectric permittivity can be important, for example,
for the inception of streamer discharges from ice particles in thunderclouds [26].
In contrast to ice, the dielectric permittivity of water changes on sub-nanosecond
time scale which can be important for discharges developing in water in electric
fields with sub-nanosecond rise-time [47].

Once a streamer starts developing, the field produced by the charge sepa-
ration at its head becomes comparable and opposite to the local field, hence it
is eventually screened in the interior of the streamer. This dynamics evolves
on the time scale of nanoseconds, and the icy dielectric cannot adjust to the
changes. Essentially, the dielectric reacts to the field produced by the plasma of
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Figure 5.2: The total electric field experienced by the plasma in a discharge is the
sum of the fast changing electric field (due the fast changing source S = S(t))
and the static background field (due the static source S = S0 and boundary
conditions V = V0). When the latter is calculated the dielectric constant is set
to εs with s for slow-timescale, and when the former it is set to εf with f for
fast-timescale, resulting in a total calculation for varying εω with frequency ω.

the streamer with the dielectric permittivity of 3 [48]. On the other hand, the
dielectric responds to the static external field with the dielectric permittivity of
93. To implement such a dependence on frequency we consider the total elec-
tric field as a superposition of the rapidly changing electric field and the static
electric field, which is a valid approximation due to the linearity of the Poisson
equation. Each of the fields is to be calculated separately with different dielec-
tric permittivities, as illustrated in figure 5.2, where V is the electric potential,
and V0 is the applied potential that generates the static external field.

In figure 5.1, we compare simulations with the dielectric permittivity of ice set
to 93 with simulations with the correct dielectric function ε(ω) as described above
and illustrated in figure 5.2. In both cases we are able to initiate a discharge. In
the case of the correct frequency dependent permittivity, the streamer discharge
develops with only half of the velocity and stays much thinner. Figure 5.1 also
shows that the electric field penetrates deeper into the dielectric, when ε(ω) of
ice is taken into account.

The imaginary part of the dielectric permittivity has to be also, generally
speaking, taken into account, as it determines the losses due to the non-zero
conductivity of the dielectric. However, for water and ice the imaginary part of
the dielectric permittivity is small and even minimal (for ice) for fields changing
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Figure 5.3: Illustration of the electric field enhancement by the example dielectric
ellipsoid, for conditions see text. (Figure 5.4 shows the physical quantities, like
electric field values, on the symmetry axis of the present plot.) Visible is the non-
uniformity of the electric field and the electric field lines converging towards the
positive tip. Electrons drift along these field lines towards the positive tip and
grow in number where α > 0, denoted as region A (the breakdown region). The
coordinate system is cylindrical, with z and r pointing away from the dielectric
and z = 0 at the dielectric tip, and the coordinate s denoting a curved electric
field line that could act as a trajectory for an electron.

on the nanosecond timescale [48].

5.2.2 A closer look on how the streamer starts

At the tip of the dielectric ellipsoid the external electric field is strongly en-
hanced, as illustrated in figure 5.3. Figure 5.4 displays several physical quan-
tities as a function of coordinate s along the electric field line with r = 0 (the
symmetry axis) on a log-log scale, as the variations are huge. The electric field
E(s) is maximal at the positive tip (at s = 0), in this example it exceeds more
than 7 times the breakdown field. But the electric field E(s) decreases rapidly
away from the tip, and thus the region of field enhancement is small, and so is
the region above breakdown where E(s) > Ek and α > 0. The region above
breakdown is denoted as A in figure 5.3 and 5.4. In the sub-breakdown region
B, the electric field is such that α < 0, therefore we plotted the absolute value
of the effective ionization coefficient. As the breakdown region A is small, the
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number of electron multiplications of a potential electron avalanche is limited.

We will revisit the derivation of the Reather-Meek criterion in the next sec-
tion, but for the sake of further explaining figure 5.4 we here already define a few
terms. The term αd that defines the electron multiplication in a homogeneous
field, is generalized to the ionization integral

K(s, s′) =

∫ s

s′
α(E(σ)) dσ (5.1)

in an in-homogenous field E(s). We now analyze the avalanche formation from a
single electron and we neglect diffusion; therefore the electron avalanche stays a
point object, which is an over-simplified and incorrect representation, but serves
for building a rationale in the formal derivations that will follow in the next
section.

In this line of reasoning, the ionization integral K(0, s) (equation 5.1) could
be interpreted as the expected number of multiplications of an electron avalanche
starting at s and drifting to s′ = 0 (the positive tip). K(s) is maximal at the
interface between region A (breakdown) and B (sub-breakdown), where α = 0.
In this example the maximal ionization integral K ≈ 10, well below the Raether-
Meek criterion of K > 18− 21, as was introduced in the introduction. In other
words, in the current approximation there is no individual electron avalanche
capable of developing into a negative streamer before it hits the positive tip.
The number of electrons in the avalanche if started by a single electron is given
by Ne(s) = expK(0, s), see figure 5.4, and it never exceeds 105 for any initial
location s. The maximum is achieved for the starting precisley on the axis and
on the edge of the breakdown region A.

An important observation is that in the sub-breakdown region B of figure 5.4,
where α < 0, K(0, s) can still be significant. In region B even for relative
large s up to s = 5 × 10−3 m, K(0, s) ≈ 10. The reason is that α is far less
negative in region B than positive in region A. In sub-breakdown conditions
K eventually always becomes negative far away from the dielectric, but in this
example K becomes negative outside the region plotted in figure 5.4. Where
K(0, s) is negative, the number of electrons in the avalanche Ne(s) is lower on
the dielectric surface than at the start point, as attachment is stronger than
impact ionization. Another important observation is that the further away the
electron starts, the longer it takes before it arrives. The time that an electron
(avalanche) drifts from s to s′ is approximated by the mobility coefficient µ(|E|)
times the electric field E integrated over the path,

T (s, s′) =

∫ s

s′

dσ

v(σ)
, v(s) = −µ(E(s)) E(s). (5.2)

The time T (0, s) from point s to the dielectric surface 0 is also plotted in figure
5.4.
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Figure 5.4: Several physical quantities are illustrated on the symmetry axis of
the example dielectric ellipsoid (see text for properties) as a function of the
position z with z = 0 the dielectric surface, on log-log scale. In red the electric
field E(z) in units of breakdown field Ec, which is > 1 in region A (the region
above breakdown) and < 1 in region B (the sub-breakdown region). In blue
the absolute value of the effective ionization coefficient |α| = |α(E(z))|, which
is positive in region A and negative in region B. In yellow the absolute value of
the ionization integral |K(0, z)| = |

∫ 0
z α(E(z′))dz′|, K is positive in A and B

in the part visible (and will become negative for larger z) and |K| is maximal
at the interface between A en B. In purple the exponential of K, Ne = expK
is drawn, which also maximal at the interface between A en B. Lastly in green
the electron drift time T (0, z) (ns), in the figure denoted as te, is the time that
electrons take to drift from position z to z = 0.
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5.3 The Reather-Meek criterion revisited, and the
role of the dielectric boundary

5.3.1 The fluid model and some approximations

To formalize the ad-hoc analysis above, we start with the classical fluid model in
local field approximation that was also used in the simulations. The continuity
equation for the electron density ne is

∂tne +∇ · (vne −D∇ne) = α|v|ne, v = −µE, (5.3)

where α is the effective ionization coefficient, including attachment. Here we will
analyze a model with impact ionization only, without photo-ionization. Below
we will discuss different approximations and solutions of the electron equation.

When the electron distribution is known, the ion generation is determined
by

∂tn+ = α|v|ne, (5.4)

where positive and negative ions can be summarized into one number density n+,
as long as they are approximated as immobile. The equation can be integrated
in time:

n+(r, t)− n+(r, 0) = α(r) |v(r)|
∫ t

0
ne(r, τ) dτ . (5.5)

This means that the local ion density is determined by the time integrated local
electron flux |v|ne times α, i.e. by the total electron density that has passed a
particular point within the time interval t, multiplied by α.

During the avalanche phase, space charge is negligible by definition, therefore
we analyze the density equations in a time independent background field E. The
drift velocity field can be approximated as incompressible

∇ · v = 0, v = −µE, (5.6)

when space charges in the avalanche phase are neglected (hence ∇ · E = 0),
and when the mobility coefficient µ is approximately constant (∂Eµ ≈ 0) in the
relevant field range.

5.3.2 Electron and ion dynamics when diffusion is neglected

In a homogeneous field

When the initial condition consists of a single electron at location r0

ne(r, 0) = δ3(r− r0), (5.7)
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and when diffusion is neglected, the solution in a constant electric field E directed
in the negative x direction is

ne(r, t) = eα(x−x0) δ(x− x0 − vt) δ(y − y0) δ(z − z0), (5.8)

n+(r, t) = α eα(x−x0) δ(y − y0) δ(z − z0) for x0 < x < x0 + vt. (5.9)

Note that the electron and the ion density are clearly different: all electrons are
localized at x = x0 + vt, while the ions are distributed over the propagation line
x0 < x < x0 + vt of the electrons. Of course, the spatial integral is the same,∫ ∞

−∞
ne(x, t) dx = eαvt =

∫ ∞
−∞

n+(x, t) dx, (5.10)

as charge is conserved.
If on the other hand the distribution of electrons would be stationary (∂tne =

0), the solution would be ne(x, t) = c eαx with a constant c, and the ion density
would have the same shape, but linearly increasing in time n+(x, t) = αvt c eαx,
as long as their mobility can be neglected.

In an inhomogeneous field

Let us now analyze the electron and ion density in a three dimensional configu-
ration where the electric field changes in space. To focus on the production and
transport of charges in the field, we use two approximations: We still neglect
the electron diffusion, so that the continuity equation for the electrons is

∂tne +∇ · (vne) = αvne, (5.11)

and we assume that the electron mobility depends only in a negligible manner
on the local electric field; therefore the flow field v is incompressible (5.6).

The electrons are convecting in this incompressible flow and they are multi-
plying due to impact ionization α. If there is no ionization reaction, and if the
electron density is homogeneous initially, it will stay homogeneous. This is a
direct consequence of the incompressibility: where the field lines converge, the
velocity will increase such as to keep the electron density unchanged. However,
the ion production will increase where field lines converge. This can be seen
from the following calculation.

We introduce curvilinear coordinates with coordinate s in flow direction and
transverse area A(s) of the flux tubes; the incompressibility of the flow (5.6) is
then expressed by

A(s) v(s) = const. (5.12)

Integrating over small volumes of flux tubes with transverse area A and using
(5.12), one finds

∂t(Ane) + ∂s(Avne) = αAvne (5.13)

⇒ ∂tne + v∂sne = αvne (5.14)

⇒ ne(s, t) = g e
∫ s
s0
αds′

, ∂tg + v(s)∂sg = 0. (5.15)
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The convective or material derivative Dt = ∂t + v(s)∂s is well known from
hydrodynamics, and the equation for g can be integrated. The final result for
an initial electron density n(s0, 0) can be expressed by

ne(s, t) = ne(s0, 0) eK(s,s0) for t = T (s, s0), (5.16)

where we used the previously introduced definition of the ionization integral
(5.1) and of the drift time (5.2) that an electron needs to drift from s0 to s.

The result can be interpreted as follows: an initial electron density n(s0, 0)
on a flux line parameterized by s0 is transported along the flux line towards s
within the time T (s, s0), and the electron number increases by the ionization
factor expK(s, s0), independently of the convergence of flux lines.

For the ion density we get

n+(s, t)− n+(s, 0) = α(s) v(s)

∫ t

0
n(s, τ) dτ . (5.17)

In contrast to the electrons, the generation rate of the ions does depend on the
velocity field: where field lines converge, the electron drift velocity v is larger,
and hence the ion generation rate αv increases, because both factors α and v
increase.

When the electron density in the gas ahead of the surface is stationary, the
ion density in the gas increases linearly in time.

The integral over time in (5.17) can be substituted by an integral over the
flux line in space. Then for an arbitrary electron density n(s0, 0) at time 0, the
accumulated ion density at coordinate s is

n+(s, t) = α(s)

∫ s

s0

ds′
v(s)

v(s′)
eK(s,s′) ne(s

′, 0), where t = T (s, s0). (5.18)

The spatial integration range from s0 to s is limited by time t through t =
T (s, s0). And v(s) and A(s) are related through v(s)A(s) = const. (5.12), as
long as the electron flow v is incompressible.

5.3.3 Transition into a streamer must include diffusion

The classical Raether-Meek criterion answers the question: How far does an
electron avalanche need to travel through an ionizable medium until it develops
some significant space charge and transits into a negative streamer? The main
contribution to the self-consistent field generation in this case is due to the
electrons as they are more concentrated in space than the ions. However, when
diffusion is neglected, no reasonable estimate of the field enhancement can be
made, as the electrons are too localized. E.g., if the avalanche starts at t = 0 with
a single electron at location s0, then after time t = T (s, s0) there are eK(s, s0)
electrons located in the point s.
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For a realistic approximation of the space charge effects during an avalanche
to streamer transition, electron diffusion should be taken into account. Here
we recall the derivation of the Raether-Meek criterion in a homogeneous field,
including electron diffusion, as discussed in [42].

When the field E is constant, drift velocity v, diffusion D and ionization rate
α are constant. Equation (5.3) with initial condition (5.7) can then be solved
explicitly as,

ne(r, t) = eα|v|t
e−(r−r0−vt)2/(4Dt)

(4πDt)3/2
, (5.19)

see discussion of [42]. The physical interpretation is as follows: The single initial
electron creates an avalanche where the total particle number grows as eα|v|t,
where the center of the avalanche moves with velocity v, and where the avalanche
width grows due to diffusion with characteristic length

√
4Dt. This means that a

fixed density level n in the leading edge (+) or in the tail (−) of the distribution
moves with velocity,

v± = v
(

1±
√

4Dα/|v|
)
, or for v = |v| : v± = v ± 2

√
Dαv. (5.20)

These different velocities are derived in [49]. The ion density generated within
time ∆t is explicitly, using (5.5) and (5.19):

n+(r, t) =

∫ t

0
α|v| dτ eα|v|τ e

−(r−r0−vτ)2/(4Dτ)

(4πDτ)3/2
. (5.21)

This equation cannot be integrated analytically, but arbitrary moments of zn

in propagation direction or of rn in the transversal direction can be calculated;
they are given and discussed in [42].

The avalanche transits into a streamer when the field created by the avalanche
becomes comparable to the applied electric field. Here the diffusion is vital, be-
cause otherwise the electric field would stay unbounded. Simulations in [42]
showed that the self generated field becomes important when it is about 3% of
the background field, and the transition from avalanche to streamer is illustrated
in great detail in Fig. 1 of [42].

The field generated by the electron avalanche is maximal at approximately
the radius of

√
4D∆t where it has the value

Eelectronsmax (t) = 0.4276
e

ε0

eα|v|t

16πDt
. (5.22)

As recalled above, the field generated by the ions can be approximated as well.
In summary, analysis of [42] yields the following results:

• The Meek number αd depends on the electric field and on the diffusion
constant. For STP air (with the transport and reaction coefficients avail-
able in 2006 [42]), the Meek number just above the breakdown field is
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about 21 and drops to 16 for increasing field, see Fig. 6 in [42]. For STP
nitrogen, i.e., without attachment, the value of αd for the avalanche to
streamer transition diverges for very small fields, and has values between
12 and 21 for fields above 40 kV/cm, depending on the field and on the
value of Dα/v, see Fig. 3 in the article.

• To use only the electric field created by the electrons (5.22) is a pretty
good approximation, see Fig. 3 (symbols for simulation, thin solid line for
full field and dashed line for field of the electrons only, all for dimensionless
D = 0.1).

• The Meek number depends logarithmically on the initial electron density,
on the gas density and on the electron diffusion constant.

5.4 Conclusion

For the formation of a positive streamer near a conducting or dielectric surface,
it is not the electrons that count, but the ions. The electrons pass through the
high field region and flow towards the surface. If the surface is conducting or
has a high dielectric permittivity, the electron charge is completely or largely
screened. It is the accumulation of ions in the region ahead of the surface that
will provide the space charge effects needed to launch a positive streamer in the
direction away from the surface. We also saw that when the correct frequency
dependent permittivity is used, the streamer discharge develops with much lower
velocity and stays much thinner.

The formation of a negative streamer in the gas far from any surfaces depends
on the space charge effect of the electrons (5.16) and is known as the Raether-
Meek criterion, while the formation of a positive streamer near a surface depends
on the space charge effect of the ions (5.17). There is no reason why these two
criteria should be identical, or in other words: There is no reason why the
Raether-Meek-criterion should be applicable to positive streamer inception near
a dielectric or conducting surface.



Chapter 6

Discharge Particle in Cell 3D

Prior to streamer formation, when the numbers of charged particles in
the relevant region are still relatively low, a fluid discharge model is not
appropriate. We have developed a particle model to study the initial
phase, specifically the stochastic nature of positive streamer inception
near dielectrics and other surfaces. The model is motivated by lightning
initiation near ice particles in thunderclouds, but can be applied more
generally to jitter in discharge inception. The model is designed such as
to easily continue with 3D streamer simulations in the Afivo framework.
This would enables the first 3D streamer simulations that start with
realistic initial distributions of electrons and ions.

This chapter will be extended for publication, Realistic 3D Particle Modeling
of Discharge Inception near Ice Particles and other Dielectric Objects, by C.
Rutjes, J. Teunissen and U. Ebert.
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6.1 Problem setting

In thunderstorms, positive streamers are the precursors for positive lightning
leaders. Positive streamers can be initiated from hydrometeors such as water
droplets, graupel or ice needles, which locally enhance the thundercloud electric
field above the critical field. For a discharge to start, some initial electrons are
required, which in a humid cloud could be provided by extensive air showers
[26]. Typically, streamers are modeled with a deterministic fluid model (i.e.
drift-diffusion-reaction coupled with Poisson), often in 2.5D (axisymmetric) [26,
29, 30, 34, 35], although 3D simulation have also been demonstrated [27, 28].

The Raether-Meek criterion [36–39] is typically used to determine whether
a discharge can start. The criterion states that the integral

K =

∫
αeff(E(s))ds, (6.1)

of the effective ionization coefficient αeff = α(E) − η(E) should be larger than
some empirical value M0, typically between 18 and 21. An electron avalanche
can then grow to about exp(M0) > 108−109 electrons, after which space charge
effects become important and the avalanche transit into a streamer.

Avalanche to positive streamer transition, from dielectric surfaces (hydrom-
eteors) works differently than avalanche to negative streamer transition, see
chapter 5.

As discussed in chapter 5, the Raether-Meek criterion does not directly ap-
ply to the avalanche to positive streamer transition near dielectric surfaces, as
individual electron avalanches that move towards the surface may not be suffi-
cient to transform into a streamer (not satisfying the Raether-Meek criterion)
but a discharge can still start. The discharge can start because in this con-
figuration multiple avalanches can accumulate positive space charge, either by
enough preionization or photoionization. Space charge accumulates in the form
of immobile positive ions in front of the surface and negative surface charge of
electrons that hit the surface. These positive ions, because of their relatively
large mass, are assumed to be immobile for some tens of nanoseconds. How-
ever, the unavoidable ion drift imposes that the growth (accumulation) of space
charge must be fast enough such that ions do not drift away.

Chapter 5 discusses a time-dependent revised criterion for the case of preion-
ization, without photoionization, According to this criterion, streamer can start
in much lower electric fields or from smaller hydrometeors, without requiring
that somewhere K > M0. But a smaller hydrometer means a smaller region of
local field enhancement with values above breakdown. For typical hydrometeors
this region is at most of the order of a cubic millimeter. Hence only individ-
ual electron avalanches with their intrinsically random nature are entering the
breakdown area sequentially. On these scales, a deterministic fluid description is
actually not valid. Therefore, we have developed a stochastic particle model to
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study the behavior of the system described above, to calculate the probability
of streamer inception for a given hydrometeor, electric field and initial electron
density.

That hydrometeors can start with ionization integral values much less than
the Raether-Meek criterion, K � M0, was already stated in [26], were it was
demonstrated that for ellipsoidal shapes K ≈ 10 can suffice. In addition, with
K ≈ 10 and an ellipsoidal hydrometeor, there is a unique and optimal relation
between the size and sharpness of a hydrometeor as function of thundercloud
electric field [26]. For a subbreakdown field of 15% or less a hydrometeor of length
around 6 cm or larger is needed [26]. Babich et al. [30, 35] state however that the
6 cm example simulated in [26] is extremely large and not expected. They [30, 35]
demonstrate that the influence of charge on the hydrometeor is significant and
can soften the relation between hydrometer size and sharpness and thundercloud
electric field. In other words Babich et al. [30, 35] state that with the charge
amounts expected on the hydrometeor, streamers can start from much smaller
hydrometeors for the same sub breakdown thundercloud electric fields. However,
they derive the amount of charge needed to start a streamer from the requirement
that K ≥M0 and take for M0 = 20 which is, as already explained above, a much
higher bound than needed for a positive streamer inception from a dielectric.

6.2 Methodology

A particle in cell simulation uses discrete particles to simulate the microphysical
interactions and uses cells (a grid) to calculate the non-local interactions, here
due to the electric field. The Discharge Particle in Cell 3D (DIPIC3D) code uses
particle_core library [25, 50] and Afivo library [27, 28] and is built to incorpo-
rate dielectrics. In this technical section, we explain the connection between the
two libraries and the incorporation of dielectrics on a programming level.

6.2.1 DIPIC3D

DIPIC3D is built to run in parallel on shared memory with OpenMP. For parallel
implementation on the particle side, multiple object copies of type PC_t, denoted
here as pc, from the particle_core library exist and are updated in parallel.
pc contains a particle database with their kinetic information and routines for
microphysical interactions with corresponding cross sections (particle behavior).
On the mesh side there is only one object, denoted here as td, of type a3_t from
the Afivo library which contains all information about the grid, densities and
fields. Routines acting on td defined in Afivo library are executed in parallel. For
the sake of illustration, we omit this parallel behavior in the future explanation.

In figure 6.1 an illustration of the information flow is given. In the center
in blue, particle_core defines the PC_t object type, which includes all member
variables and implementations of the particle behavior (functions and routines)
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to simulate the movement of discrete electrons and their interactions with the
ambient gas. The main particle routine to invoke the particle evolution is,

call pc%advance(dt) ! advances all particles in pc a time step dt

where all particles are advanced (move and collide) over a time step dt. Be-
sides the regular set-up configuration, the PC_t object pc acquires information
about the domain (pc%outside_check), the dielectric shapes (pc%inside_check)
and particle acceleration function (pc%accel_function) due to the electric field
calculated in DIPIC3D; DIPIC3D is illustrated in red in figure 6.1. Afivo, il-
lustrated in green in figure 6.1 defines the a3_t object type (denoted here as
td) which is the mesh data structure and the mg_t object type (denoted here as
mg) which includes the multi-grid solver settings. Afivo further provides utility
routines for operations acting on the objects type a3_t and mg_t. Notably, af-
ter every ionization or attachement in PC_t object pc, a callback is initiated in
DIPIC3D, which uses the Afivo a3_interp0_to_grid routine to add ions to the
mesh,

!> record the number of positive ions created

!> executed after each ionization

subroutine ionization_add_pos_ion(pc, my_part, c_ix, c_type)

class(PC_t), intent(inout) :: pc

type(PC_part_t), intent(in) :: my_part

integer, intent(in) :: c_ix, c_type

if (check_in_domain(my_part%x)) then

call a3_interp0_to_grid(td, my_part%x, i_ion, my_part%w, .true.)

end if

end subroutine ionization_add_pos_ion

!> record the number of negative ions created

!> executed after each attachment

subroutine attachment_add_neg_ion(pc, my_part, c_ix, c_type)

class(PC_t), intent(inout) :: pc

type(PC_part_t), intent(in) :: my_part

integer, intent(in) :: c_ix, c_type

if (check_in_domain(my_part%x)) then

call a3_interp0_to_grid(td, my_part%x, i_ion, -1.0d0*my_part%w, .true.)

end if

end subroutine attachment_add_neg_ion

which is a zeroth order projection. The extra check check_in_domain(my_part%x)),
enables the possible costum user setting that the particle domain is larger than
the gridded domain. In addition, after each pc%advance(dt) all electrons are re-
projected to the mesh. Reprojected means that the electron density of previous
timestep dt is overwritten. The external and internal boundaries, with logical
functions (outside and inside checks), are controlled by DIPIC3D based on the
user settings and chosen dielectric objects, illustrated in red, see figure 6.1.
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Figure 6.1: DIPIC3D information flow chart illustrating of the combination of
particle core code and afivo, extended to incorporate dielectrics

Currently, there is the option to include a dielectric sphere, rectangular
cuboid, ellipsoid, cylinder and cylinder with single or double tip (pencil shape).
In addition the user can provide a custom dielectric shape. A dielectric shape
definition is just an analytical logical function which provides positional true
or false for inside or outside the dielectric shape, plus a dielectric permittiv-
ity. Currently all dielectric shapes in the domain must have the same dielectric
permittivity.

6.3 Preliminary results

This chapter will be extended for publication, in this section we present the
current preliminary results.

6.3.1 Probability of streamer inception

Ice needle

For the background electric field of 16% of classical breakdown (0.5 MV/m at
STP) we have simulated inception from an ice needle, here calculated without
solving for space charge and using only the static dielectric permittivity of ice.
The ellipsoidally shaped ice needle is 16 by 1 mm and has no charge. A realistic
initial electron seed of only 100 cm−3 is used to highlight the fluctuations in
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streamer inception. The electric field is directed in the negative z-direction, such
that electrons drift upwards: at the bottom tip towards the dielectric and at the
top away from the dielectric surface. The field is enhanced only very locally and
thus electrons have to drift a significant path length to reach the breakdown
volume. Along their path they have the probability to undergo an attachment
reaction, which practically makes the charge immobile as the heavy ions do not
move in the simulation. Only those electrons that successfully approach the
breakdown region can start electron avalanches. The highest multiplication is
precisely on the symmetry axis. Integrating the effective ionization coefficient
in the region above breakdown on this axis gives∫

α(E(z))− η(E(z)) dz = 9, (6.2)

which implies that the highest multiplication is around exp 9 ≈ 104. This single
avalanche number is much too small to start a streamer.

Figures 6.2, 6.3 and 6.4 show the evolution of a random example. In figure
6.2 the first 0, 4 and 8 ns evolution is given, where we observe the electron
drift. In figure 6.3 we see that in this example between 13.1 ns and 13.15 ns
the closest electron got attached and no longer drifts towards the dielectric.
For this example it takes up to 19.25 ns until the second electron reaches the
breakdown region and starts an electron avalanche, see figure 6.4. In this electron
avalanche new electrons are created at a distance by photoionization, visible by
the spherical cloud of dots around the avalanche. These potentially start again
electron avalanches and together accumulate positive ions and negative surface
charge, i.e. space charge to initiate a streamer.

In figure 6.5 we present 100 repetitions of the previously discussed ice needle
example. We stopped the simulation either when 106 electrons are reached or
after 50 ns. We observe that 58% of them exceed 106 electrons within the 50 ns
simulation time. For those that do not start, we see an exponential decrease
in the number of electrons due to attachment. The reason is that most of the
domain has an approximately uniform electric field, as the dielectric enhance-
ment is only very local and thus the attachment rate is almost constant. For
those examples that start multiplying we see large fluctuations as most electrons
reach the tip on a non-optimal path, i.e., off symmetry-axis. From equation 6.2
we know that the theoretical maximum multiplication is around 104 and thus
reaching 106 implies multi avalanche accumulation.

Charged droplet

In this example we calculated the inception probability for charged spherical
droplets without an external electric field, for three different radii of 0.5, 1.0
and 1.5 mm at STP. We started with an initial electron density of 1000 cm−3

and varied the charge on the droplet between 10 pC to 1300 pC. Inception was
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Figure 6.2: Evolution of electrons in the electric field enhanced by the dielectric
ellipsoid for three time steps, 0 ns, 4 ns and 8 ns. Electrons are printed as red
dots and their trajectory as yellow trails (just for visualization). On the left side
the full domain is visible and on the right side a zoomed version of the same
simulation.
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Figure 6.3: A detail of the example also shown in figure 6.2, showing that the
first electron undergoes an attachment interaction between 13.1 ns and 13.15 ns.

Figure 6.4: At 19.25 ns the second electron reaches the breakdown region and
starts an electron avalanche. The electron avalanche creates new electrons away
from the tip by photoionization, which can start new electron avalanches.
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Figure 6.5: Left: electron number as function of time for one hundred repetitions
of the example illustrated in figure 6.2 to 6.4. 58% of the calculations exceed
106 electrons within 50 ns. Right: histogram of the times at which avalanches
reached a size of 106 electrons.

counted when the space charge electric field of the electrons and ions creates
a total electric field which is twice of the initial value. This implies that the
space charge electric field was approximately aligned and equal or larger than
the initial electric field. If the system did not go into inception it was stopped
after 50 ns. Figure 6.6 gives the percentage of simulations (out of 200) which
counted as inception before reaching 50 ns.

We observe trivially in figure 6.6 that the larger the charge the higher is the
probability to start, but we observe also that the larger the radii, the broader
is the probability distribution. Our stochastic simulations show that discharges
can start for considerably lower charges. The deterministic threshold for the
minimum charge on droplets needed is calculated in [51]. They found 300 pC,
1000 pC and 2000 pC for the radii 0.5, 1.0 and 1.5 mm, respectively.

6.4 Conclusions and outlook

We identified that for realistic initial conditions as low as ≤ 103 cm−3 a stochas-
tic approach to streamer initiation near ice particles and similar dielectrics is
needed. We combined and extended available codes to build a Discharge Incep-
tion Particle In Cell 3D (DIPIC3D) code that can include dielectrics. We see
that discharges start with great jitter and potentially off symmetry axis. Fur-
ther development of DIPIC3D is needed, in particular an update of automatic
selection of streamer inception (to scan configurations) and a validation with
experiments is desired.
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Figure 6.6: Percentage of simulations that created an electric field enhancing
the initial electric field on the droplet surface by a factor of 2, within 50 ns. The
initial field is created by the indicated charge on a droplet of radius, from left
to right: 0.5, 1.0 or 1.5 mm.

6.A Volume fraction based epsilon

In the case that a dielectric boundary goes through a cell, we use a volume
fraction based epsilon, following [52]. The fractional epsilon εf is given by,

εf =
εinεout

εoutf + εin(f − 1)
, (6.3)

where f is the fraction of the volume inside the dielectric with epsilon εin em-
bedded in the ambient medium with epsilon εout. The routine executed on grid
cells is given by,

!> routine to map epsilon to the grid

!> rarg = [tree label, volume fraction option, epsilon inside, epsilon outside]

subroutine set_eps_box(box,rarg)

implicit none

type(box3_t), intent(inout) :: box

real(dp), intent(in) :: rarg(:)

real(dp) :: f

integer :: i_eps

integer :: i,j,k, nc

nc = box%n_cell

i_eps = int(rarg(1)) ! tree label
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do k = 0, nc+1

do j = 0, nc+1

do i = 0, nc+1

if (rarg(2)<0) then ! no volume fraction chosen

if (dielectric_check(a3_r_cc(box,[i,j,k]))) then

box%cc(i, j, k, i_eps) = rarg(3) ! epsilon inside

else

box%cc(i, j, k, i_eps) = rarg(4) ! epsilon outside

end if

else ! volume fraction for epsilon

f = vol_frac_inside(box,[i,j,k])

box%cc(i, j, k, i_eps) = rarg(3)*rarg(4) / &

(rarg(4)*f + (1-f)*rarg(3))

end if

end do

end do

end do

end subroutine set_eps_box

where vol_frac_inside(box,cc_ix) uses a Monte Carlo volume integration rou-
tine,

real(dp) function vol_frac_inside(box,cc_ix)

type(box3_t), intent(in) :: box

integer, intent(in) :: cc_ix(3)

real(dp) :: h, rc(3),r(3), in_counts

integer :: i,j,k

h = box%dr ! width of the cell

rc = a3_r_cc(box,cc_ix) ! center of the cell

in_counts = 0.0d0

do i = 1,8

do j = 1,8

do k = 1,8

r(1) = rc(1) + i*h/8.0d0 - h/2.0d0 - h/16.0d0

r(2) = rc(2) + j*h/8.0d0 - h/2.0d0 - h/16.0d0

r(3) = rc(3) + k*h/8.0d0 - h/2.0d0 - h/16.0d0

if (dielectric_check(r)) in_counts=in_counts+1

end do

end do

end do

vol_frac_inside = in_counts / 512.0d0

end function vol_frac_inside

where dielectric_check is the logical function defining the dielectric shape.
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Testing the dielectric field calculation

The electric field ~E of a dielectric sphere with dielectric permittivity ε is known
analytically,

~E(~r) = ~Eb +
ε− 1

ε+ 2

R3
sp

r3

[
3( ~Eb · ~r)~r

r2
− ~Eb

]
, (6.4)

where ~Eb is the background electric field and Rsp the sphere radius. We have
numerically evaluated several spheres, with several dielectric permittivities, and
compared them with the analytical solution. In figure 6.7 an example is given for
a dielectric sphere of radius Rsp = 1 mm and dielectric permittivity of ε = 104

on the z-axis parallel to ~Eb = 105ẑ V/m. In the bottom panel of 6.7 the absolute
error is given, which is maximal just at the edge and there less than 1%.
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Figure 6.7: Comparison of the field calculation of DIPIC3D with the analytical
solution for a sphere with dielectric permittivity of 10,000. Upper panel: direct
comparison. Lower panel: absolute numerical error in V/m.
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Chapter 7

Evaluation of Monte Carlo
methods in high atmospheric
physics I

The emerging field of high energy atmospheric physics (HEAP) includes
Terrestrial Gamma-ray Flashes, electron-positron beams and gamma-ray
glows from thunderstorms. Similar emissions of high energy particles oc-
cur in pulsed high voltage discharges. Understanding these phenomena
requires appropriate models for the interaction of electrons, positrons
and photons of up to 40 MeV energy with atmospheric air. In this chap-
ter we benchmark the performance of the Monte Carlo codes Geant4,
EGS5 and FLUKA developed in other fields of physics and of the cus-
tom made codes GRRR and MC-PEPTITA against each other within
the parameter regime relevant for high energy atmospheric physics. We
focus on basic tests, namely on the evolution of monoenergetic and di-
rected beams of electrons, positrons and photons with kinetic energies
between 100 keV and 40 MeV through homogeneous air in the absence
of electric and magnetic fields, using a low energy cut-off of 50 keV. We
discuss important differences between the results of the different codes
and provide plausible explanations. We also test the computational per-
formance of the codes. The supplementary material contains all results,
providing a first benchmark for present and future custom made codes
that are more flexible in including electrodynamic interactions.

This chapter has been published in [26]:
Evaluation of Monte Carlo tools for high energy atmospheric physics, C. Rutjes,
D. Sarria, A.B. Skeltved, A. Luque, G. Diniz, N. Østgaard, U. Ebert. Geosci-
entific Model Development, 9, 3961-3974, 2016.
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7.1 Introduction

7.1.1 Phenomena in high energy atmospheric physics

Thunderstorms have been observed to produce Terrestrial Gamma-ray Flashes
(TGFs) [53] and electron-positron beams [54, 55]. Signals lasting longer than
TGFs such as x- and gamma-ray glows or thunderstorm ground enhancements
(TGEs) have also been observed near thunderclouds, from balloons, planes, or
high mountains [56–61]

Two possible theories are currently under discussion, as reviewed by Dwyer
et al. [62], to create these phenomena by run-away electrons [63], which may
further grow in the form of so called relativistic run-away electron avalanches
(RREA), introduced by Gurevich et al. [64].

The first theory has been called the Cold Runaway theory [65] where thermal
electrons are accelerated into the run-away regime within the strong electric fields
of a transient discharge. Theoretical literature first focussed on the phase of the
streamer discharge [66–68], and later on leader discharges [69–73]. Cold runaway
is certainly at work in high energy emissions from nanosecond pulsed discharges
[74–77] and during the formation of long sparks [78–84] in high voltage and
pulsed plasma technology.

The second theory is the Relativistic Feedback Discharge model by Dwyer
[85]. It is based on sustaining the RREA multiplication of the relativistic elec-
trons in sufficiently high electric fields within a thunderstorm, by feedback of
photons and positrons creating new avalanches [86–88]. The first electrons are
typically supplied by cosmic particles from the sun or from other galactic or ex-
tragalactic sources. High energy seed electrons might also origin from lightning
leaders, from radioactive decay or from some mixed form of electron sources.

An extreme case both of cold or of RREA would be a Relativistic Runaway
Electron Front where the density of runaway electrons is high enough to provide
electric screening behind the ionization front [89].

We remark as well that a sufficiently energetic cosmic particle can create an
extensive air shower with very high electron density in the shower core even in
the absence of any electric fields; such densities were used by Dubinova et al. [26]
to explain lightning inception; and these air showers were also used to measure
electric fields in thunderstorms [90, 91]. Radioactive decay is another source of
high energy particles in the atmosphere.

All these phenomena require tracing the propagation of energetic electrons,
photons, and also positrons through air, as well as modeling their interaction
with air molecules and the subsequent scattering and energy loss or even total
loss of the primary particles, together with the generation of secondary particles.
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7.1.2 The multiple scales in energy and length

There are two basic problems for simulating these high energy phenomena in
our atmosphere, related to the wide range of scales in energy and length.

First, the models have to bridge energy scales from tens of MeV down to ther-
mal energies of tens of meV (300K → 0.03 eV), i.e., over 9 orders of magnitude.
At the upper edge of this energy range, models developed by the high energy
physics community (e.g., for CERN) exist where it should be noted that they
were originally developed for even higher particle energies, and for the interac-
tion of energetic particles with metals rather than with air — though radiation
medicine now also develops models for the penetration of energetic radiation
into biological tissue [92–94], which consists mostly of similarly light molecules
as air, but in the liquid rather than the gaseous state. In the low energy regime,
models by the low temperature plasma physics community should be used, with
cross-sections listed, e.g., on the community webpage [95].

Second, in particular, for cold run-away models, there are two widely sep-
arated spatial scales: the source region with high and time dependent self-
consistent electrodynamic fields where electrons are accelerated, and the wide
propagation distances from the source to detectors in space or on ground where
electric fields can be neglected.

Here we focus on the second problem, namely the beam propagation towards
detectors where the final products are characterized by energy spectra and arrival
times, and the source properties must be reconstructed from this data, e.g. in the
work by Østgaard et al. [96]. Accurately modeling the transport from the source
to the very remote detector is, together with some knowledge of the source, thus
very important to deduce production altitude, beaming angle or light curves of
TGFs and associated electron beams from space data [54, 97–100].

7.1.3 Content and order of the present study

To model particle beams in air far from the source, some researchers use general
purpose Monte Carlo (MC) codes developed by large collaborations like Geant4
(used by Carlson et al. [102] and by Skeltved et al. [103]) or FLUKA (used by
Dubinova et al. [26]). On the other hand, to model, e.g., the radiation sources
with their external or even self-consistent time dependent electric fields, other
researchers develop custom made codes in small groups or as individuals, where
the cross sections and numerical methods may come from already validated
theory (e.g. Sarria et al. [24], Kohn et al. [72]).

While they are necessary for the understanding of the full physical phenom-
ena, custom made codes are difficult to validate, especially if they are not made
available by open access. Differences between one code and another may be
explained by at least the following four factors:

• The choice of the included physics, as a compromise between correctness
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Table 7.1: Codes used in this benchmark, their validity range (usable energy
interval) and relative performance (normalized to the fastest code), possible
inclusion of electric and magnetic fields (E & B) and self-consistent fields due
to space charge. It should be noted that the synchronous particle tracking in
GRRR, for the possible inclusion electric fields due to space charge, and the
simulation without low energy cut-off approximation in MCPEP limits their
performance. See for more descriptions Sect. 7.3.a 10 keV is the lowest energy
advised in the manual, but in this study we found that this is too low, see Sect.
7.5.3.b 250 eV minimum for electrons and positrons and 10 eV minimum for
photons.c Not out of the box, but there are add-ons or umbrella codes with
provide this feature, for example CORSIKA [101]. d The magnitude of the
electric field will be limited by the choice of the low energy cut-off.

Code Validity Relative E & B Space
range (eV) perform. charge

EGS5 [104, 1011]a 4.02 N & N N

FLUKA [104, 1011] 1.03 Nc & Nc N

Geant4L [102, 1012]b 1.17 Yd & Y N
Geant4D [102, 1012]b 1.00 Yd & Y N

GRRR [104, 107] 12.4 Yd & Y Y

MCPEP [10, 108] 102 N & Y N

and feasibility.

• Cross sections, that can come from theory, measurements or both. In most
cases the cross section data has a certain uncertainty.

• Numerical and coded implementation, e.g. numerical integrations, inter-
polations, roundoff errors and bugs.

• The performance, as faster codes can run more particles in the same time,
which results in more accurate statistics.

Even if it is possible in principle to determine the differences between the physical
models and between the numerical methods, it may be very complicated (if not
impossible)

• to estimate the uncertainties associated with a certain choice of physical
models,

• to estimate the uncertainty propagation and accumulation of all input
through the full multiscale models, and

• to review all source codes (if available) to find any mistakes and possible
numerical problems.
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In general it is found that software is underrepresented in high energy physics
literature in spite of its significant contribution to the advancement of the field
[104].

Therefore, we here strive to provide a comparison standard for the particle
codes, as simple and as informative as possible, by only considering their physical
outputs. We have chosen standard tests for the core parts of all codes: the
evolution of monoenergetic and monodirectional beams of photons, electrons
and positrons through homogeneous air and without electric or magnetic fields.
We elaborate our standard tests in the methodology section 7.4.

The targeted energy interval for high energy atmospheric physics in this
study is from tens of keV to tens of MeV, bounded above by the observed
maximal energy in a TGF [105, 106]. Typically a low energy cut-off is chosen
for two reasons:

1. The codes developed for accelerator or cosmic-ray applications use typ-
ical energies well above 1 MeV, larger than the rest mass of electrons
and positrons. For these energies relativistic approximations are accurate,
ionization potentials are negligible, and electron impact ionization is es-
sentially a free-free elastic collision (i.e., similar to a collision of two free
electrons). These approximations limit the validity of the codes at lower
energies.

2. The mean free path of particles decreases and the number of particles
increases with decreasing energy. Simulating with or without a low energy
cut-off can make a difference of minutes to months of simulation time.
Therefore a low energy cut-off is wanted for computational reasons.

The different implementations of the low energy cut-off, as reviewed in Sect. 7.3
cause significant differences in the results, see Sect. 7.5. These differences in-
crease when electric fields are added, see Sect. 7.6 and puts an extra restriction
on the value of low energy cut-off [103].

This chapter is organized as follows: Sects. 7.2 and 7.3 review the parti-
cle interactions and the codes included in this study. Sect. 7.4 describes the
methodology we used to compare the codes. Sect. 7.5 contains a discussion of
important differences between the results of the tested codes, and in Sect. 7.6
the implications of adding electric fields are discussed. Finally we conclude and
give a list of recommendations for High Energy Atmospheric Physics simulations
in Sect. 7.7.

7.2 Overview of interactions and approximations

In High Energy Atmospheric Physics (HEAP) it is usually assumed that the
density of the considered high energy particles is too low to directly interact
which each other, therefore they only interact with the background medium
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which is here air molecules. In addition for some ‘self-consistent’ codes, like
GRRR (see Sect. 7.3.4), charged particles can interact non-locally due to the
electric fields they produce. But for the present study these interactions are
turned off, resulting in a linear problem. This means that the number of particles
at the end of the beam is proportional to the particle number in the initial beam,
and that different beams simply add up according to the superposition principle.
Below we summarize the interactions considered for electrons, positrons and
photons in HEAP. In these interactions the target molecule M and its resulting
state are explicitly given, but for the MC model of the high energy particles,
these molecules (or ions) act as a random background.

7.2.1 Electrons and positrons

Electrons and positrons above 50 keV (which is the low energy cut-off in our
study) behave almost identically; they scatter elastically on molecules M, they
ionize them, and they create bremsstrahlung on collisions with molecules:

e± + M→


e± + M, elastic (Rutherford),

e± + e− + M+, ionization,

e± + γ + M, bremsstrahlung,

(7.1)

with cross sections that only slightly dependent on the incoming particle type.

In addition, when positrons come to rest, they usually annihilate with a
bound electron,

e+ + M→ 2γ + M+, annihilation, (7.2)

and produce two photons of 511 keV. The standard implementation is that, when
a positron drops below the low energy cut-off, it comes at rest immediately (in
space and time). In reality the positron will come to rest over some distance and
time, forming positronium (e.g. an e+e− bound state) before annihilation. The
positronium has a lifetime depending on the spins of the positron and electron
[107], forming a singlet or triplet state with lifetimes of 124 ps or 139 ns (in
vacuum), respectively. If the triplet state is formed in a medium like air, the
lifetime permits pick-off annihilation where an opposite spin electron from the
medium will annihilate in singlet orientation before the triplet-oriented electron
can collapse and annihilate with the positron, thus resulting in again 2 photons
(instead of 3). Thus, besides a small time delay, the magnitude of 511 keV line
in the photon spectrum is not changed. None of the codes with the settings used
in this benchmark include positronium.

In the eV regime, the interactions are getting more complex, as molecular
excitations and dissociations need to be taken into account explicitly.



Chapter 7. Evaluation of HEAP I 65

Friction (or stopping-power) for electrons and positrons

Usually, the energy transfer in an ionization collision of electrons and positrons
with molecules is of the order of 10 eV, hence it causes only a small energy loss
for a particle with energy above the keV range. By introducing a so-called low
energy cut-off ε cut , ‘high’ and ‘low’ energy particles and interactions can be
decoupled. In this approximation, interactions producing secondary particles
below the low energy cut-off are approximated as friction, while interactions
with secondary particles above the cut-off are included explicitly.

Let ε1 be the energy of the primary particle and ε2 the energy of the sec-
ondary particle. The cross section σk(ε1) (in units of area) gives the probability
of the primary particle to undergo an interaction labeled k. The differential
cross section dσk(ε1, ε2)/ dε2 (in units of area per energy) gives the probability
of a primary particle to produce a secondary particle within the infinitesimal
energy interval [ε2, ε2 + dε2] for the interaction k.

The secondary energy ε2 can take values between the minimum ε min (of
the order of eV and the primary is not sensitive for the precise value) and the
maximum ε max (of the order ε1), depending on the interaction. For ionization
ε max = ε1/2 as the primary by convention is defined to be the final particle with
the highest energy. For bremsstrahlung we have ε max = ε1.

Now the energy range of the secondary particles is decomposed into two
parts: the first part from ε min to ε cut is implemented as a friction, and the
second part from ε cut to ε max is implemented by discrete collisions.

The friction Fk of interaction k is defined as

Fk(ε cut, ε1) = N

∫ ε cut

ε min

(
ε loss(ε2)

dσk(ε1, ε2)

dε2

)
dε2, (7.3)

where N is the number density of molecular collisions targets M, and ε loss

the energy loss of the primary which is of the order of ε2 plus the ionization
energy. The resulting friction on the primary is given by the sum of all considered
interactions,

F (ε cut, ε1) =
∑
k

Fk(ε cut, ε1). (7.4)

For electrons and positrons in the energy regime important for HEAP, the result-
ing friction is almost completely determined by the ionization part, as illustrated
in Fig. 7.1. Especially if only the friction with ε cut = 50 keV is considered (solid
line), there the energy loss due to bremsstrahlung is more than two orders smaller
than the energy loss due to ionization.

We remark that the friction is also frequently called the stopping-power for
historical reasons, though it has the dimension of friction (energy/length) rather
than of power (energy/time).
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Figure 7.1: Friction Fk(ε cut, ε1) for electrons per interaction (Bremsstrahlung in
red and ionization in blue), for two different low energy cut-offs, ε cut = 50 keV
(solid line) and ε cut = ε max (dashed line). The resulting friction is the sum of
the two contributions, which in the energy regime of HEAP the resulting friction
is dominated by the ionization (please, note the log-scale). The data are from
[108, 109] for an air density of 1.293× 10−3 g cm−3 corresponding to 1 bar and
273 K as used in this study.

Straggling

In a simple implementation of the low energy cut-off, the primary particle suffers
a uniform (and deterministic) friction F (ε cut, ε1), as given in Eq. (7.4). This
means that now only the energy of the primary particle is altered, but not its
direction. A greater concern is that the accuracy of the assumed uniform energy
loss is a matter of length scale. If the scale is much smaller than ε1/F (ε cut, ε1),
only a few interactions have taken place. On such a small length scale the real
energy loss distribution (if one had considered all interactions explicitly) among
the population would have a large spread. This effect is called straggling, and
it was first studied by Bethe and Heitler [110].

One way to mimic the real energy distribution is by implementing a stochastic
friction, as is done in FLUKA and Geant4L. Basically the energy loss of the
primary particle is as if it would be modeled by real low energy collisions below
the cut-off, but without creating the secondary particles and without altering
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the direction of the momentum. The different implementation of the low energy
cut-off (i.e., different implementations of the friction) is one of the significant
differences we see in the studied programs, as discussed in the results section 7.5.

Continuous Slowing Down Approximation

Using the friction equation (7.3) over the whole range of secondary particle ener-
gies, hence with ε cut = ε max, the expectation value of the maximal penetration
depth of a primary particle into a medium can be calculated in the so-called
Continuous Slowing Down Approximation (CSDA). Integrating the friction over
distance ` up to the point where the particle has lost all its primary energy ε1,∫ `(0)

`(ε1)
F (ε max, ε(`)) d` =

∫ 0

ε1

F tot(ε max, ε)
d`

dε
dε = ε1, (7.5)

defines one CSDA range through

CSDA(ε1) = `(ε1)− `(0). (7.6)

One CSDA range is thus the maximal length that primaries can penetrate into a
material. Due to feedback from secondaries (e.g. electron -¿ photon -¿ electron)
the complete avalanche can survive longer. As we describe in the methodology
section 7.4, we choose half a CSDA range as the optimal detector distance to
compare the differences in outputs of the codes as comprehensively as possible.

7.2.2 Photon interactions

The typical photon interactions are

γ + M→


γ + M, elastic (Rayleigh),

e− + M+, ionization (by absorption),

γ + e− + M+, ionization (by Compton),

e+ + e− + M, pair production.

(7.7)

Photons have no charge, and therefore they lose energy much less gradually than
electrons and positrons. In a typical inelastic interaction of a photon, the energy
loss is significant.

Photon attenuation

The most important interaction for low energies (below 30 keV) is photo-absorption,
and for the highest energies (above 40 MeV) it is pair production; in both cases
the photon completely disappears. Inbetween, where Compton scattering is
most important, the energy loss per interaction is still significant; the expec-
tation value for the energy loss of the primary photon grows from 5% (at 30
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keV) to above 90% (at 1 MeV). The Continuous Slowing Down Approximation
is thus not appropriate for photons, as photons do not continously lose small
amounts of energy, in contrast to electrons and positrons, but they lose a sub-
stantial fraction of their energy after some free path. Consecutively, for most
energies (certainly above 1 MeV and below 30 keV) the photon intensity I can
be approximated by an exponential decay or attenuation,

I(`) = I(0) exp(−`/µ), (7.8)

where µ(ε) is the attenuation-coefficient depending on energy (and material).
In this work we need to estimate an appropriate detector distance (the expo-

nential decay does not appear explicitly in any model), and we use two e-folding
lengths (i.e., the inverse of half the attenuation-coefficient) as the optimal de-
tector distance to compare the output differences, as described further in the
methodology section 7.4.

7.3 Overview of codes

In Table 7.1 we have summarized the codes used in this benchmark. In this
chapter we give more detailed descriptions.

7.3.1 EGS5

EGS5 (Electron-Gamma Shower version 5, developed by [21]) is a general pur-
pose software package for the Monte Carlo simulation of the coupled transport
of electrons, positrons and photons in an arbitrary geometry. It is the next
version after EGS4 that was released by Nelson et al. [111] with a history that
dates back to 1960’s. The user controls an EGS5 simulation by means of an
input text file for settings and a written FORTRAN user code, to which the
rest of the FORTRAN source files are appended and compiled as one. In the
user code several subroutine calls create, establish and initiate the cascade. Two
important subroutines HOWFAR & AUSBGAB, which should be written inside
the user-code are to specify the geometry and the output of the results. EGS5
can simulate particles from a few keV up to several hundred GeV, depending
on the material. There is a limited option for including magnetic fields, and no
option to include electric fields. All interactions of equations (7.1), (7.2), and
(7.7) are implemented, in this work with a low energy cut-off of 50 keV. In the
user manual of [21] a minimum low energy cut-off of 10 keV is advised, but we
noticed that for the bremsstrahlung cross sections relativistic limits are applied,
which results in a too low production of photons, see Sect. 7.5.3. Friction is
implemented uniformly, without straggling effect (that is to say without fluctu-
ations in the energy loss). The input file and user code, used in this work, can
be found in the supplementary material. Please see the documentation of [21]
for a detailed overview of the implemented physics.
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7.3.2 FLUKA

FLUKA (developed by [22], copyright to INFN and CERN 1989-2011), is a
general purpose tool for calculations of particle transport and interactions with
matter. FLUKA is able to simulate the interaction and propagation in matter
of roughly 60 different particles, including photons from 100 eV and electrons
and positrons from 1 keV to thousands of TeV, neutrinos, muons of any energy,
hadrons of energies up to 20 TeV (up to 10 PeV by linking FLUKA with the
DPMJET code) and all the corresponding antiparticles, and neutrons down to
thermal energies. FLUKA includes recent datasets, published by [112]. The
program can handle magnetic and electric fields, although not self-consistently
(i.e., the charged particles do not produce magnetic or electric fields). The
program, written in FORTRAN, reads in so called user-cards, in which the user
defines the geometry, materials and detectors. The user card, used in this work,
can be found in the supplementary material. All interactions of equations (7.1),
(7.2), and (7.7) are implemented, f in this work with a low energy cut-off of
50 keV. Friction in FLUKA is modeled with universal fluctuations, mimicking
the straggling effect, meaning that the primary particle loses its energy as if
it would undergo random collisions. But the direction of its momentum is not
changed and no secondary particles are produced. Please see the documentation
‘FLUKA Manual’ at www.fluka.org for a detailed overview of the implemented
physics.

7.3.3 agostinelli2003geant4

Geant4 is an open source toolkit to simulate the passage of particles through
matter, developed by a wide international collaboration lead by the CERN. It
is coded in C++, following an object oriented philosophy. It can simulate the
transport of almost all known particles, and can include electric and magnetic
fields [23]. We use the version 10.2 released in December 2015. In Geant4, the
user can choose between six main models for the treatment of electrons, positrons
and photons, with different performances and accuracies. One can also specify
the implementation of the friction, to take into account energy losses below
the low energy cut-off. For this study we are using two Geant4 configurations,
that are detailed below. All Geant4 codes are available in the supplementary
material. References and details for these models are presented in the ‘Geant4
Physics reference manual’ available at http://geant4.web.cern.ch.

Geant4D

Geant4D uses the default model, but in addition we deactivated the fluctua-
tions of the continuous energy loss, i.e. the energy losses are applied uniformly,
without straggling effect. This choice is for benchmark purposes, to identify the
effect of straggling.

www.fluka.org
http://geant4.web.cern.ch
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Geant4L

Geant4L uses the Livermore model, which uses cross sections from the EPDL
and EEDL databases, provided by the Lawrence Livermore National Laboratory.
The detailed implementation is provided in [108, 109]. The ‘Universal fluctuation
model’ is activated to include the straggling effect in the implementation of
friction.

7.3.4 The GRanada Relativistic Runaway (GRRR) code

Developed by A. Luque at the Astrophysics Institute of Andalusia (IAA-CSIC),
the GRanada Relativistic Runaway (GRRR) code was designed to investigate the
self-consistent interaction between electrons in the limit of very intense Relativis-
tic Runaway Electron Avalanches (RREA). This investigation, presented in [89],
concluded that due to the interaction between electrons in the avalanche RREAs
saturate into a steady-state propagating Relativistic Runaway Ionization Front
(RRIF). As the GRRR code was implemented with that specific goal in mind, its
scope is narrower than the general purpose codes (EGS5, FLUKA, Geant4) ana-
lyzed in this chapter. It only follows the evolution of high-energy electrons, and
includes a limited set of interactions between these electrons and the embedding
medium. Electron ionization and Rutherford scattering are modeled discretely,
and in this work down to a low energy cut-off of 50 keV. The friction for these
interactions is uniform, without straggling effect. Bremsstrahlung collisions with
nuclei are modeled deterministically by friction, in other words: as continuous
radiative losses. The supplemental material of [89] contains further details about
the physical model underlying the GRRR code. In the supplement material of
this work the input files are given for the presented benchmark tests. The full
source code for GRRR is available at https://github.com/aluque/grrr. How-
ever, presently the code is mostly undocumented so we advise potential users to
contact the author.

7.3.5 MC-PEPTITA

The Monte Carlo model for Photon, Electron and Positron Tracking In Ter-
restrial Atmosphere (MC-PEPTITA) by Sarria et al. [24] is a Fortran 90 code
that simulates the propagations of TGF and associated electron/positron beams
within the Earth environment, from the production altitude at 10 to 20 km to
satellite altitude. To simulate the quasi-exponential atmospheric density profile
and the Earth’s magnetic field, it uses the NRLMSISE-00 and IGRF-11 mod-
els [108, 109]. It is optimized to run in this environment, whereas some other
codes (e.g., Geant4) can only handle layers of constant density. Concerning
the interactions between particles and matter, it mainly uses the EPDL and
EEDL cross section sets [108, 109], except for inelastic scattering of electrons

https://github.com/aluque/grrr
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and positrons where the GOS model is used. The interactions are simulated sim-
ilarly to PENELOPE [113], with equivalent numerical methods. MC-PEPTITA
does not include any continuous energy losses: the particles are followed dis-
cretely down to the lowest possible energies allowed by the models used, with
exception of bremsstrahlung where the minimal energy is set to 100 eV.

7.4 Methodology

We focus on the evolution of monoenergetic and directed beams of electrons,
positrons and photons with kinetic energies between 100 keV and 40 MeV
through homogeneous air in the absence of electric and magnetic fields, using a
low energy cut-off of 50 keV. Providing a first benchmark, in the case when the
fields are turned off. Assuming sufficiently low densities of high energy parti-
cles, arbitrary particle beams can be decomposed into such monoenergetic and
directed beams.

The electron, positron and photon beams propagate through air, consisting
of 78.085% nitrogen, 20.95% oxygen and 0.965% argon. We use a constant and
homogenous air density of 1.293 × 10−3 g cm−3 corresponding to 1 bar and
0 degree Celsius. For all programs we choose a low energy cut-off of 50 keV,
below which all particles are removed. For most programs, this low energy
cut-off is also the threshold to treat collisions discretely or continuously, with
two exceptions: MC-PEPTITA handles all collisions explicitly, and GRRR uses
continuous radiative loss (bremsstrahlung). During the simulation electrons,
positrons or photons above the low energy cut-off can be created (except for
GRRR, which only models electrons), and are then followed as well until they
also drop below the low energy cut-off. If considered in the program, positrons
dropping below the low energy cut-off can produce photons by annihilation above
the low energy cut-off.

We use ideal flat surface detectors, perpendicular to the primary particle
beam. On a detector, the type, kinetic energy, position and arrival time of the
arriving particles are recorded. After detection, the particles are removed from
the program, thus we do not measure backscattered particles that have already
been detected. Depending on the program, other secondary particles are created
with a very low probability (e.g. neutrons by photo-nuclear interactions), but
we do not record them in the output. First, we study the particle number of
all particles as function of propagation distance (attenuation). Second, for one
specific distance, (depending on particle type and initial energy) we proceed to
a detailed analysis of energetic, spatial and temporal distribution. Complemen-
tarily we also benchmark the performance (i.e., the simulation completion time)
of the programs used in this study.
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7.4.1 The number of particles versus distance (attenuation)

We study the particle number of all particles as a function of beam propaga-
tion distance, up to of one CSDA range for electrons and positrons and of four
times the inverse of the attenuation coefficient (four e-folding lengths) for pho-
tons. This range is divided in several distances (roughly 20) or data points. For
each distance (or data point), we perform a new simulation. Each simulation
with ten thousand particles in the initial beam, for beams of electrons, positrons
and photons with energies of 0.1, 0.4, 1, 10 and 40 MeV. The particle numbers
are therefore derived under the assumption that the detectors are impenetra-
ble. This means that back scattering is excluded, and that the particle number
therefore is lower than in a passing avalanche in air only.

We added a ±1/
√
ni relative error expected from the Monte Carlo methods

(ni being the number of counts in the ith bin). In this way we performed roughly
1800 simulations, namely circa 300 simulations per program: for 3 particle types,
5 initial energies and on average 20 distances per beam. GRRR only considers
electrons while the energy loss due to production of photons is implemented as a
continuous energy loss. The relevant results are given and discussed in Sect. 7.5.
In addition all data of this part are visualized and available in the supplementary
material.

7.4.2 Spectral analysis

We performed detailed simulations with 1 million particles per beam for one
specific distance per beam. For electrons and positrons, the detection distance
was chosen as half of the CSDA range. This gives most information in one plot,
since the primary particles are still alive, while there is a significant number
of secondary particles produced. For photons, the inverse of half the attenua-
tion coefficient (two e-folding lengths) is chosen as the distance for the detailed
study. At the detector we analyze the kinetic energy, the radial distance from the
symmetry axis and the time of arrival. The spectra are binned using the Freed-
manDiaconis rule in the log-domain and rescaled to numbers per primary. As
also for the attenuation study, we added a ±1/

√
ni relative error expected from

the Monte Carlo methods (ni being the number of counts in the ith bin). We
performed roughly 90 different simulations (circa 15 simulations per program:
3 particles and 5 initial energies). The relevant results are given and discussed
in Sect. 7.5. In addition all data of this part are visualized and available in the
supplementary material.

7.4.3 Performance benchmark

As a complement, we also tested how much time the codes needed to complete
the simulations. We did not try to do an in-depth performance benchmark of
the codes, but we think this is an interesting piece of information for someone
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who is seeking for a code to be used in the HEAP context. Since the programs
are written in different languages (Fortran, C++ and Python) and may be run
on different machines with different architectures, we normalized the completion
time with respect to a reference computer configuration.

The simulation starting with one million 1 MeV electrons is used as the test
case because it is feasible for all the evaluated codes, and it takes a completion
time that is neither too short, nor too long. More details are given in the
supplementary material. The normalized results are discussed in Sect. 7.5.5.

7.5 Results

Most tests show similar outputs for the different codes, to within deviations
of ±10%, see supplementary material. Here we focus on important differences
between the results of the codes, and we provide several plausible explanations.

7.5.1 Straggling

For electrons and positrons below 1 MeV, the data clearly show the effect of
straggling, as discussed in Sect. 7.2.1. For example in the 400 keV electrons
beam shown in Fig. 7.2, EGS5, Geant4D and GRRR do not include straggling,
therefore the maximal electron energy is too small and the drop of the en-
ergy spectrum towards this maximal energy too steep. Geant4L, MCPEP and
FLUKA show the correct spectrum, but for different reasons. MCPEP simulates
without a low energy cut-off (and thus without friction). Geant4L and FLUKA
use a stochastic implementation of the friction called universal fluctuations. Ba-
sically the friction is not applied uniformly to all particles of the same energy
equally, but a distribution of energy losses in time mimics the random nature of
the collisions. Only the direction change is considered negligible.

The same effect is also seen for electron and positron beams with energy
above 10 MeV, in the scenario where bremsstrahlung is treated as continuous.
GRRR shows an unphysical drop in the electron spectrum at high energies, as
illustrated in Fig. 7.3. The reason is that the energy loss by bremsstrahlung is
mostly above the low energy cut-off, see Fig. 7.1, meaning that the energy loss
of the electrons and positrons is mostly due to discrete ‘hard’ collisions and thus
ill-approximated by uniform averaged friction. Nevertheless we found that the
total integrated energy is similar. This approximation is also used by others in
the community like [70, 71].

7.5.2 Opening angle

High energy photons penetrate the medium much deeper than electrons and
positrons, and therefore small differences in opening angles after Compton colli-
sions are more important. In inelastic collisions photons always lose a significant
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Figure 7.2: Products of a beam of 400 keV electrons after a propagation dis-
tance of 0.5 times their CSDA range which is 1.9 m in air at 1 bar and 273 K.
The electrons have now a maximal energy of 250 to 300 keV depending on the
code, but the total integrated energy is equivalent. The difference in electron
distribution is due to straggling by ionization, see Sect. 7.5.1

amount of energy, as discussed in Sect. 7.2.2, and therefore they get a significant
opening angle.

MCPEP simulates all collisions explicitly (others use a friction - which does
not change the primary direction). The energy spectra agree between these
codes, but Fig. 7.4 illustrates, that the radial and temporal spectra vary: MCPEP
shows a wider photon beam and substantially later photon arrival times.

7.5.3 Bremsstrahlung

We saw that EGS5 uses an ultra-relativistic approximation in the treatment of
bremsstrahlung and thereby we question the validity at lower energies, as dis-
cussed in Sect. 7.3.1). For the primary electron, in the energy regime important
for HEAP, bremsstrahlung is negligible compared to ionization (see Fig. 7.1)
and we thus do not see a difference there, but in the production of photons there
is a significant difference, as can be seen in Fig. 7.5.
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Figure 7.3: The same as in Fig. 7.2, but now for 40 MeV electrons. The propa-
gation distance of 0.5 times their CSDA range is now 63.8 m (1 bar and 273 K).
Now not only electrons and photons, but also positrons have been produced.
The difference in electron distribution is due to straggling by bremsstrahlung,
see Sect. 7.5.1

7.5.4 Other differences

Other differences we have found are listed below.

• For the electron and positron beams we see in the energy spectrum of
FLUKA below 70 keV a dip in the number of photons. Fig. 7.3 shows an
example.

• For the electron beams ≤ 1 MeV (but not in the positrons or photon
beams) we see a difference in the longest arrival times (> 100 ns) for
photons between the programs FLUKA and EGS5 compared to Geant4D
and Geant4L. GRRR does not model photons, and MCPEP is completely
different because of the opening angle, see Sect. 7.5.2.

• GRRR shows a slight higher count (less than 15% higher) than the other
codes for the number of electrons in the avalanche as function of distance.
Fig. 7.5 shows an example. In the energy spectrum we see that these
electrons are in the low energy tail of the spectrum, see for example Fig.
7.2.
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Figure 7.4: Products of a beam of 10 MeV photons at a distance of 1/(0.5 µ)
which corresponds to 756 m (1 bar and 273 K). Particle number per primary as
a function of the radial distance from the symmetry axis (above), and of arrival
time (below).

• For the electron and positron beams we see a difference in the shortest
arrival times (< 1 ns) for electrons and positrons between the programs
FLUKA,EGS5 and MCPEP compared to Geant4D, Geant4L and GRRR.

7.5.5 Performance

The performances in terms of completion time of the codes are presented in
Tab 7.1. On one hand, we see a clear difference of performance between MC-
PEPTITA (simulations with a low energy cut-off as low as possible) and the
rest. As said in the introduction, the low energy cut-off is generally introduced
to speed up the simulation. Moreover, MC-PEPTITA was not optimized to run
with a constant density and without magnetic field, and is then making a signif-
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Figure 7.5: Products of a beam of 40 MeV electrons, as detected by 12 detectors
at 10 to 120 m distance in 1 bar and 273 K. The detectors are impenetrable
to hinder backscattering; therefore a new simulation is run for every detector
distance.

icant amount of useless (but time consuming) calculations for this benchmark
case. On the other hand, the choice to simulate all particles synchronously (to
include self-consistent electric fields) slows the simulations significantly down, as
seen for GRRR.

Concerning codes developed by wider collaborations, Geant4 and FLUKA
show similar and best performances, but EGS5 is about 4 times slower. We can
also note that in Geant4, the use of the energy straggling costs about 20% more
computation time than turning it off.

7.6 The effect of electric fields

In this study we have provided benchmarks in the absence of electric fields,
applicable to custom codes when the fields are turned off. The programs reviewed
in this study are at least able to simulate the simplest case of particle beam
evolution in air, in the wide distance from the particle source to detectors in
space and on ground. However, as discussed in the introduction, the particles
are initially accelerated by electric fields in the thunderstorm, either by weaker
fields in larger regions in the Relativistic Feedback regime, or by strong and very
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localized self-consistent electric fields in the Cold Runaway regime. We here give
a short outlook on the range of validity of the presented models in these cases.
In general, it can be expected that electric fields will magnify all differences in
choice and implementation of cross-sections to a certain extent, because particles
not just lose energy and drop eventually below the energy cut-off, but charged
particles can also be reaccelerated and reappear in the ensemble.

To be specific, we recall the definition of the three characteristic electric
fields and electron energy regimes of the problem (giving field values for air at
standard temperature and pressure (STP)). For electrons with energies in the
eV regime, the classical breakdown field is Ek ≈ 32 kV/cm. For higher fields
electron avalanches are formed, but their energies typically do not exceed the
range of several eV, as their friction increases with energy. The electron friction
increases up to an electron energy of approximately 200 eV where the critical
electric field Ec ≈ 260 kV/cm is required to balance friction — as long as the
approximation of the electron ensemble by classical friction is valid. For electron
energies above 200 eV the friction decreases to a minimum that is balanced by
an electric field of Eb ≈ 2.8 kV/cm, called the break-even field, at an electron
energy of about 1 MeV.

Clearly two limitations to using a particle model with a low energy cut-off
are immediately visible. First, if the electric field is above the critical electric
field of 260 kV/cm (E > Ec) in a sufficiently large volume, the two populations
of electrons with energies below and above 200 eV are strongly coupled and
essentially all electrons can be accelerated into the runaway regime, to 1 MeV
and beyond. Second, if the electric field is below the critical field, but above
the classical breakdown field (Ek < E < Ec), the population of electrons in the
eV regime (the so-called thermal electrons) can grow strongly, and eventually
‘tunnel’ into the run-away regime; we will come back to this effect below.

On the other hand, for electric field strengths below the break-even field
(E < Eb), all electrons, regardless of initial energy, will eventually stop as the
friction force of air is stronger than the accelerating force of the electric field.

Finally, when the electric field is above the break-even and below the classical
breakdown field (Eb < E < Ec), the use of the energy cut-off of 50 keV (or even
lower) can have strong implications: For an electron energy of 50 keV, friction
and electric acceleration force balance each other when the field is 7.8 kV/cm. So
in classical approximation one would estimate that at lower fields the inclusion
of the cut-off is justified. However, this classical approximation neglects the
stochastics of the actual process. Due to the randomness of free paths and
scattering events, electrons actually can ‘tunnel’ into energy regimes that they
could not reach in the classical approximation, an effect similar to the straggling
effect discussed earlier.

Skeltved et al. [103] have observed this effect: For all fields between 4 and
25 kV/cm, they found that energy spectrum and mean energy of runaway elec-
trons depended on the low energy cut-off, even when it was chosen between
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250 eV and 1 keV. They also found – not surprisingly – that the differences
become most apparent when the electric field force approaches the friction force
corresponding to the low energy cut-off.

A related observation was made by Li et al. [114] when they found electron
runaway from a negative streamer even though the maximal electric field at the
leader tip was well below the critical field Ec.

Future studies on how to choose the low energy cut-off for given fields are
desirable to optimize computations between efficiency and accuracy.

7.7 Conclusions

The goal of this work is to provide standard tests for comparing the core part
of Monte Carlo simulations tools available for HEAP. We focused on the prop-
agation of electrons, positrons and photons through air, in the absence of elec-
tric and magnetic fields. We compare the output at half the CSDA range for
electrons and positrons, and at two e-folding lengths (the inverse of half the
attenuation coefficient) for photons. We have run these tests for 0.1, 0.4, 1.0,
10 and 40 MeV initial energy for the several codes (Geant4, EGS5, FLUKA,
GRRR, and MC-PEPTITA) used by the co-authors. The outputs show equiv-
alent results, but there are important differences one can identify. Especially
the different implementations of the friction are causing observable effects. First
we see that straggling is important in the energy regime of HEAP and should
be included in the simulations. Secondly the opening-angle of photon beams
are very sensitive to the low energy cut-off. Thirdly we noticed that EGS5 has
an ultra-relativistic approximation for bremsstrahlung which is not appropriate
in the energy regime of HEAP. Last but not least there is a big difference in
completion time between programs, mainly depending on the low energy cut-off
and the synchronous implementation of the code. Adding electric fields will only
increase these differences further and limits the value of the low energy cut-off.
All results are published as supplementary material, and they can then be used
by anyone to benchmark their custom made codes, with the fields switched off.
The next step is provide benchmarks including fields and finding the optimal
low energy cut-off for simulations in HEAP.

7.8 Recommendations

• Check where possible custom made codes to well established general pur-
pose codes, we provide benchmarks in the energy regime of HEAP, in the
case of zero field.

• Make your custom made code available to other researchers.

• For electrons and positrons below 1 MeV straggling should be included.
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• For electrons and positrons above 10 MeV radiative loss should not be
implemented with uniform friction.

• Photon production (due to bremsstrahlung) by electrons and positrons in
energy regime of HEAP is under-estimated by EGS5.

7.9 Code and/or data availability

Figures of all output are available in the supplementary material. All raw data,
circa 2 gb in compressed form, can be downloaded on request. In addition,
the input files for reproducing the tests done in this benchmark are given for
EGS5, FLUKA, Geant and GRRR, including links to the main source files. MC-
PEPTITA simulations can be requested, contact David Sarria (david.sarria.89@gmail.com).
MC-PEPTITA program was developed under a contract of Centre National
D’Edtudes Spatiales (CNES) and Direction Gnrale de l’Armement (DGA), whose
permissions are required in order to get access to the source code. Details of
the performance tests are also available in the supplementary material, includ-
ing the reference code ‘pidec.cpp’, used for normalizing the different computer
architectures.

7.A Performance benchmark

As complementary, we also want to test how much time the different codes need
to complete an equivalent simulation. We do not pretend to do an in-depth
performance benchmark of the codes, but we think this is an interesting piece
of information for someone who is seeking for a code to be used in the HEAP
context. Since the programs are written in different languages (Fortran, C++
and Python) and may be run on different machines with different architectures,
we normalized all the completion time with respect to a reference computer
configuration. We normalized the results with the fastest code, intermediate
results are given in Tab. 7.2.

7.A.1 Procedure

First, one need to calculate the normalization factor Nuser, using the c++ code
‘pidec.cpp’, written by Xavier Gourdon, and provided in the this supplementary
material. It computes 8 digits of pi after a given digit position called n. It
should be compiled using the GNU g++ compiler with no options, in particular
no optimization options (eg ‘-O3’). The time taken to complete it with n =
1000000 (usually about 10-20 minutes) is called tuser. The code itself outputs it
in the terminal, and it is equivalent to the ‘user time’ given by the ‘time’ bash
command. The reference time t0 is set to 1162 seconds, and the normalization
factor is then given by Nuser = tuser/t0.
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Table 7.2: Summary of the performance (completion time).
Code GEANT4D GEANT4L MC-PEPTITA

CPU Q9650 3.0Ghz

‘pidec’ execution time (s) 1 162 s

Normalization factor 1

Simulation time (s) 206 241 21 040

Normalized time (s) 206 241 21 040

Code EGS5 FLUKA
GRRR

dt = 25 ps
GRRR

dt = 2.5 ps

CPU Xeon E-3 1271 3.6Ghz Xeon X7350 2.9Ghz

‘pidec’ time (s) 596 s 1 362 s

Norm. fact. 1.95 0.85

Sim. time (s) 425 109 3 017 34 451

Norm. time. (s) 829 213 2 564 29 283

The one million 1 MeV electron beam simulation is used as the comparison
case. If the considered code is parallelized, it should run on one single thread,
but any compilation options can be used to make it as fast as possible. In
any case, one should make several runs and get an average time to minimize
the estimation error. This will give a simulation completion time that must be
multiplied by Nuser to get the normalized completion time.

7.B Supplement comparison

We study electron, positron and photon avalanches through air, consisting of
78.085% nitrogen, 20.95% oxygen and 0.965% argon, with kinetic energies start-
ing with 0.1 MeV, 0.4 MeV, 1.0 MeV, 10 MeV and 40 MeV. We use a constant
and homogenous density of 1.293 × 10−3 g cm−3. The distances considered up
to one CSDA range for electrons and positrons and four times the inverse of
the attenuation coefficient (four e-folding lengths) for the photons. For each
distance we preform at least 10k initial particles. The spectra are simulated at
one half CSDA range for electrons and positrons and two times the inverse of
the attenuation coefficient (two e-folding lengths). The spectra are simulated
with 1 million initial particles.

1 1.5 2 2.5 3
1

1.5

2

2.5

3

3.5

4
 EGS5 program
 FLUKA program
 GEANT4L program
 MCPEP program
 GRRR program
 GEANT4D program
 marker for electrons
 marker for photons
 marker for positrons
 95% noise interv.
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Figure 7.6: 100 keV electron beam.



Chapter 7. Evaluation of HEAP I 83

10
1

10
2

10
3

10
4

10
5

10
-1

2

10
-1

0

10
-8

10
-6

10
-4

10
-2

M
on

o
ch

ro
m

at
ic

0.
1

M
eV

p
os

it
ro

n
b
ea

m
at

6.
27

cm

R
a
d
ia

l
d
is
ta

n
ce

fr
o
m

sy
m

m
et

ry
(c

m
)

Particles(cm
!2

)perprimary

50
55

60
65

70
75

80
85

90
95

10
0

Particles(keV
!1

)perprimary 10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

M
on

o
ch

ro
m

at
ic

0.
1

M
eV

p
os

it
ro

n
b
ea

m
at

6.
27

cm

K
in

et
ic

en
er

g
y

(k
eV

)

D
is
ta

n
ce

(c
m

)
0

2
4

6
8

10
12

Particles(perprimary)

0

0.
2

0.
4

0.
6

0.
81

1.
2

1.
4

1.
6

M
on

o
ch

ro
m

at
ic

0.
1

M
eV

p
os

it
ro

n
b
ea

m

10
-1

10
0

10
1

10
2

10
3

10
4

Particles(ns
!1

)perprimary 10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

M
on

o
ch

ro
m

at
ic

0.
1

M
eV

p
os

it
ro

n
b
ea

m
at

6.
27

cm

T
im

e
(n

s)

Figure 7.7: 100 keV positron beam.
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Figure 7.8: 100 keV photon beam.
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Figure 7.9: 400 keV electron beam.



86 7.B. Supplement comparison

10
1

10
2

10
3

10
4

10
5

10
-1

2

10
-1

0

10
-8

10
-6

10
-4

10
-2

M
on

o
ch

ro
m

at
ic

0.
4

M
eV

p
os

it
ro

n
b
ea

m
at

56
.5

cm

R
a
d
ia

l
d
is
ta

n
ce

fr
o
m

sy
m

m
et

ry
(c

m
)

Particles(cm
!2

)perprimary

50
10

0
15

0
20

0
25

0
30

0
35

0
40

0

Particles(keV
!1

)perprimary 10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

M
on

o
ch

ro
m

at
ic

0.
4

M
eV

p
os

it
ro

n
b
ea

m
at

56
.5

cm

K
in

et
ic

en
er

g
y

(k
eV

)

D
is
ta

n
ce

(c
m

)
0

20
40

60
80

10
0

12
0

Particles(perprimary)

0

0.
2

0.
4

0.
6

0.
81

1.
2

1.
4

1.
6

M
on

o
ch

ro
m

at
ic

0.
4

M
eV

p
os

it
ro

n
b
ea

m

10
-1

10
0

10
1

10
2

10
3

10
4

Particles(ns
!1

)perprimary 10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

M
on

o
ch

ro
m

at
ic

0.
4

M
eV

p
os

it
ro

n
b
ea

m
at

56
.5

cm

T
im

e
(n

s)

Figure 7.10: 400 keV positron beam.
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Figure 7.11: 400 keV photon beam.



88 7.B. Supplement comparison

10
1

10
2

10
3

10
4

10
5

10
-1

2

10
-1

0

10
-8

10
-6

10
-4

10
-2

M
on

o
ch

ro
m

at
ic

1
M

eV
el
ec

tr
on

b
ea

m
at

19
0

cm

R
a
d
ia

l
d
is
ta

n
ce

fr
o
m

sy
m

m
et

ry
(c

m
)

Particles(cm
!2

)perprimary

10
2

10
3

Particles(keV
!1

)perprimary 10
-7

10
-6

10
-5

10
-4

10
-3

M
on

o
ch

ro
m

at
ic

1
M

eV
el
ec

tr
on

b
ea

m
at

19
0

cm

K
in

et
ic

en
er

g
y

(k
eV

)

D
is
ta

n
ce

(c
m

)
0

50
10

0
15

0
20

0
25

0
30

0
35

0
40

0

Particles(perprimary)

0

0.
2

0.
4

0.
6

0.
81

1.
2

M
on

o
ch

ro
m

at
ic

1
M

eV
el
ec

tr
on

b
ea

m

10
-1

10
0

10
1

10
2

10
3

10
4

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

M
on

o
ch

ro
m

at
ic

1
M

eV
el
ec

tr
on

b
ea

m
at

19
0

cm

T
im

e
(n

s)

Particles(ns
!1

)perprimary

Figure 7.12: 1 MeV electron beam.
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Figure 7.13: 1 MeV positron beam.
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Figure 7.14: 1 MeV photon beam.
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Figure 7.15: 10 MeV electron beam.
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Figure 7.16: 10 MeV positron beam.
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Figure 7.17: 10 MeV photon beam.
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Figure 7.18: 40 MeV electron beam.
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Figure 7.19: 40 MeV positron beam.
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Figure 7.20: 40 MeV photon beam.



Chapter 8

Evaluation of Monte Carlo
methods in high atmospheric
physics II

The emerging field of High Energy Atmospheric Physics (HEAP) studies
events producing high energy particles associated with thunderstorms,
such as terrestrial gamma-ray flashes, electronpositron beams, thunder-
storm ground enhancements and gamma-ray glows. Understanding these
phenomena requires appropriate models, for the interaction of high en-
ergy electrons, positrons and photons with air. In our first study [115]
(i.e. chapter 7), we investigated the results and performance of several
Monte Carlo codes in the absence of electric fields. In this paper, we
investigate the results of several codes used in the HEAP community
when the effects of the electric fields are included, more precisely when
its magnitude is high enough to produce Relativistic Runaway Electron
avalanches (RREA).

This chapter is in preparation for submission to Geoscientific Model Develop-
ment :
Evaluation of Monte Carlo tools for high energy atmospheric physics II. C. Rut-
jes, D. Sarria, G. Diniz, A. Luque, A.B. Skeltved, K.M.A. Ihaddadene, J.R.
Dwyer, I.S. Dwyer, N. Østgaard and U. Ebert.
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First, we provide two simple set-ups that could be used by the community for
future benchmark of codes that are not included in this study. The first one
checks the probability to create a RREA from a given seed electron inside a
given electric field, and the second one checks the full properties of the RREA
at different records in time and space and for several electric field magnitudes.
Then we proceed to use these two benchmarks on three codes used in the HEAP
community: Geant4, GRRR, and REAM.

We found that different implementations of step-length limitations (null col-
lisions) are responsible for significant differences in codes. For Geant4, appropri-
ate step-length limitations are mandatory to get accurate results. We show that
accurate RREA simulations can be achieved with an energy cut-off of 10 keV
and higher (depending on the electric field magnitude), allowing for fast simu-
lations. Precise modeling of the interactions of particles below 10 keV (e.g. by
using more precise and slower models that include atomic shell effects) provides
negligible differences.

8.1 Introduction

8.1.1 Phenomena and observations in high energy atmospheric
physics

Wilson [116] had the conceptual awareness of the generation of high energy radi-
ation from thunderclouds, 60 years in before recent theoretical publications and
observational results [117]. Traditionally, thunderclouds have been studied by
classical electromagnetism, but understanding the production and propagation
of high energy radiation from thunderstorms falls in the context of relativistic
High Energy Atmospheric Physics (HEAP). A review is provided by Dwyer et al.
[62].

Different penetrating radiation types have been observed from thunderclouds,
naturally categorized by duration. Microsecond-long burst of photons, which
were first observed from space [53, 105], are known as Terrestrial Gamma-ray
Flashes (TGF). TGFs produce bursts of electron positron pairs [54, 55, 100] that
follow the geomagnetic field lines into space. Seconds to minutes or even hours
long of penetrating X and gamma radiation have been observed on ground, from
balloons and aircraft, by Kelley et al. [18], McCarthy and Parks [56], Eack et al.
[57], Tsuchiya et al. [58], Adachi et al. [59], Chilingarian et al. [60, 61], Torii et al.
[118], Kochkin et al. [119] (and references therein), which are called gamma-ray
glows or thunderstorm ground enhancements. In between, on the millisecond
duration, a new radiation mechanism has been introduced as TGF afterglows by
Rutjes et al. [120] (i.e. chapter 13) and measured by Bowers et al. [121], Teruaki
et al. [122], based on the intermediate neutrons produced by a TGF, creating a
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prolonged and relocated signal. Emissions of lower energy particles (typically 100
keV) are seen in nanosecond pulsed discharges [74–77] and during the formation
of long sparks [78–84] in high voltage and pulsed plasma technology.

Following the idea of Wilson [116], penetrating radiation is created by run-
away electrons, which may further grow by the effect of Moller scattering in the
form of so called relativistic run-away electron avalanches (RREA) [64, 85]. The
difference in duration between TGFs and gamma-ray glows can be explained
by two different scenarios to create run-away electrons, which traditionally are
illustrated using the average energy-loss or friction curve. In this curve, there
is a maximum at around ε ≈ 200 eV, illustrating the scenario that for electric
fields higher than the critical electric field, of maximally Ec ≈ 26 MV/m at
standard temperature and pressure (STP), thermal electrons can be accelerated
into the run-away regime, described in the so-called Cold Runaway theory [65].
The actual critical electric field Ec may be significantly lower, as electrons could
overcome the friction barrier due to their intrinsic random interactions [114, 123–
125]. Cold Runaway could happen in the streamer phase [66, 68, 73, 114] or
leader phase [69–72, 126] of a transient discharge, explaining the high energy
electron seeding that will evolve to RREA that will produce a TGF gamma-rays
as an effect of bremsstrahlung of the accelerated electrons. Alternatively, the
relativistic feedback discharge model is also proposed to explain TGF production
using large scale and high potential electric fields [88], where the RREA initial
seeding may be provided by cosmic-ray secondaries, background radiation, or
cold runaway [69, 127].

For fields significantly below the critical electric field Ec but above the run-
away breakdown electric field of Erb = 0.28 MV/m (STP), runaway behavior is
still observed in detailed Monte Carlo studies [62]. At thundercloud altitudes,
cosmic particles create energetic electrons that could runaway in patches of the
thundercloud where the electric field satisfies this criterion. RREA are then
formed if space permits and could be sustained with feedback of photons and
positrons creating new avalanches [86–88]. Gamma-ray glows could be explained
by this mechanism, as they are observed irrespectively of lighting or observed to
be terminated by lightning [17, 18, 56, 119]. The fact that gamma-ray glows are
not (necessarily) accompanied by classical discharges, results in the conclusion
that the electric fields causing gamma-ray glows are usually also below classical
breakdown. The classical breakdown field, of Ek ≈ 3.2 MV/m at STP, is where
low energy electrons (< 200 eV) exponentially grow in number as ionization
overcomes attachment. In this work we focus on electric fields above runaway
breakdown Erb = 0.28 MV/m and below classical breakdown Ek ≈ 3.2 MV/m
to investigate RREA responsible for gamma-ray glows.
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8.1.2 Theoretical understanding of RREA

In the energy regime of HEAP, the evolution of electrons is driven by electron
impact ionization [115] (i.e. chapter 7), as this energy loss channel is much larger
than the radiative (bremsstrahlung) energy loss (by a few orders of magnitude).
However, this is only true for the average, and bremsstrahlung does have signifi-
cant effect on the electron spectrum because of straggling [115]. For the electron
impact ionization, straggling only occurs for thin targets, as the energy is much
more unequally separated [115] (i.e. chapter 7). Almost all energy loss of ioniza-
tion is going into producing secondary electrons of lower energy (ε2 � 200 eV),
very frequently. For this reason it is fair to approximate that channel as con-
tinuous energy loss or friction because it does not alter the primary electron
significantly.

In the case of electric fields above runaway breakdown, there is a possible
mode where electrons, when considered as a population, keep on growing. Some
individual electrons do not survive, but the ensemble grows exponentially as new
electrons keep being generated. The production of secondaries, above a value
much larger than the ionization threshold, can be approximated by the Møller
cross section (see page 321 of [128]), which is the exact solution for a free-free
electron-electron interaction:

dσM

d∆2
= Z

2πr2
e

γ2
1 − 1

[
(γ1 − 1)2γ2

1

∆2
2(γ1 − 1−∆2)2

− 2γ2
1 + 2γ1 − 1

∆2(γ1 − 1−∆2)
+ 1

]
, (8.1)

where γ1 is the Lorentz factor of the primary particle, ∆2 = γ2 − 1 = ε2/(mec
2)

represents kinetic energy ε2 of the secondary (in units of electron rest energy,

with rest mass me), re = 1
4πε0

e2

mec2
≈ 2.8× 10−15 m the classical electron radius

and Z the number of electrons in the molecule. In the case ∆2 � γ1 − 1 and
∆2 � 1, we see observe that the term ∝ 1/∆2

2 is dominating. Thus, we can
write equation 8.1 as

dσM

d∆2
≈ Z 2πr2

e

β2
1

1

∆2
2

, (8.2)

with v1 = β1c the velocity of the primary particle. Integrating equation (8.2)
for ∆2 to the maximum energy (ε1/2) yields a production rate

σprod ≈ Z
2πr2

e

β2
1

1

∆2
∝ 1

ε2
, (8.3)

using again ε2 � ε1. The remaining sensitivity of σprod to the primary particle
is given by the factor β2

1 which converges strongly to 1 as the mean energy of
the primary electrons exceeds 1 MeV. In other words, as the mean energy of
the electrons grows towards even more relativistic energies, the production rate
σprod becomes independent of the energy spectrum.
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8.1.3 One dimensional deterministic case

For illustrative purposes, we consider the one dimensional deterministic case,
which results in an analytical solution of the electron energy spectrum. We
make the system deterministic by assuming that the differential cross section is
a delta-function at εmin

2 and use λprod = 1
Nσprod

as the constant collision length,

with N the air number density. In other words, every length λprod a secondary
electron of energy εmin

2 is produced. The derivation below is equivalent to what
was presented by Dwyer et al. [62], Skeltved et al. [103], Celestin and Pasko [129]
and references therein.

Consider a population of electrons in 1-dimension with space-coordinate z,
a homogenous and constant electric field E above runaway breakdown and a
friction force F (ε). The minimum energy εmin

2 that can runaway is given by
the requirement F (εmin

2 ) > E, that is to say εmin
2 = function(F,E) is constant.

Assuming that the mean energy of the ensemble is relativistic, results in a con-
stant production rate λprod = λprod(εmin). In space, the distribution fe thus
grows exponentially as

∂fe
∂z

=
1

λprod
fe. (8.4)

The differential equation for energy depends on the net force,

dε

dz
= qE − F (ε). (8.5)

Solving for homogeneity means

dfe
dz

=
∂fe
∂z

+
∂fe
∂ε

dε

dz
= 0, (8.6)

and using equation 8.4 and 8.5 results in,

∂fe
∂ε

= − 1

λprod(qE − F (ε))
fe. (8.7)

For the largest part of the energy spectrum, specifically above 0.511 MeV and
below 100 MeV, F (ε) is not sensitive to ε, see [115]. Only at around an electron
energy ε ≈ 100 MeV, F (ε) starts increasing again because of bremsstrahlung.
One may thus assume F (ε) ≈ F constant, which yields that the RREA energy
spectrum f(ε) at steady state is given by

fe(ε) =
1

ε̄
exp

(
−ε
ε̄

)
(8.8)

with the exponential shape parameter and approximated average energy ε̄(E)
given by

ε̄(E) = λprod(qE − F ). (8.9)
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Equivalently, in terms of collision frequency νprod = βc
λprod

, equation 8.9 can be

written as

ε̄(E) =
βc

νprod
(qE − F ), (8.10)

with β the velocity v/c of the RREA avalanche front. For the 1-d case there
is no momentum-loss or diffusion, so β ≈ 1. Remark that λprod depends on
εmin
2 = εmin

2 (E), which is depenent on the electric field E as that determines the
minimum electron energy that can go into runaway.

With this simple analysis we illustrate with equation 8.8 and 8.9, that the
full RREA characteristics, such as the multiplication length λprod or the mean
energy ε̄ are driven by processes determining εmin

2 . See for illustration figure 8.1.

8.1.4 Three dimensional stochastic case

In reality there are important differences to the one dimensional deterministic
case described above, which we discuss qualitatively for understanding the Monte
Carlo simulations evaluated in this study.

During collisions, electrons deviate from the path parallel to E. Therefore in
general, electrons experience a reduced net electric field as the cosine function of
the opening angle θ, which reduces the net force to qE cos(θ)− F and thereby
the mean energy ε̄ of equation 8.9. In reality of course θ changes along the path
of the particle. Although the velocity remains still close to c (as the mean energy
is still > MeV), the RREA front velocity parallel to E is reduced again because
of the opening angle as function of its cosine:

β‖ = β cos(θ), (8.11)

which also reduces the mean energy ε̄. Or equivalently the avalanche scale length
λRREA in 3-D is cos(θ)λprod. However most importantly, the momentum-loss of
the lower energetic electrons results in a significant increase of εmin

2 , as it is much
harder for electrons to runaway. The increase of εmin

2 significantly increases λprod

and thereby increases the characteristic mean energy ε̄. On the other hand, the
stochasticity creates an interval of possible energies εmin

2 that can run-away with
a certain probability and for thin targets a straggling effect [115].

The effects discussed above prevent a straight forward analytical derivation
of the RREA characteristics in 3 dimensions (as far as we know), but what
remains is the important notion that the physics is completely driven by the
production of electrons with intermediate energy. Intermediate electron energy
in the sense that they are far above ionization threshold (� 200 eV) but much
below relativistic energies (� 1 MeV). The parametrization of the electron en-
ergy spectrum, given by equation 8.9 turns out to be an accurate empirical fit,
as it was already shown by Dwyer et al. [62], Skeltved et al. [103], Celestin
and Pasko [129] and references therein. Nevertheless in these works λmin(E), or
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Figure 8.1: For the 1D-case, the mean energy as function of E (bottom panel)
is derived from equation 8.9, a function of the production rate λprod (middle
panel), from the cross section σprod, see equation 8.3. λprod (middle panel) is
in turn a result of the minimum energy to run-away εmin

2 (top panel) calculated
from the requirement F (εmin

2 ) > E (i.e. the friction curve).

equivalently the velocity over collision frequency βc/νprod, is fitted by numerical
Monte Carlo studies and the final direct relation to εmin

2 is not executed. Celestin
and Pasko [129] calculated that νprod(E) ∝ E, which explains why ε̄(E) must
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saturate to a constant value. Celestin and Pasko [129] argue that εmin
2 (E) is given

by the deterministic friction curve F (as illustrated in figure 8.1), for which they
use Bethe’s formula and an integration of a more sophisticated electron impact
ionization cross section (RBEB) including molecular effects, but that is only true
in 1-D without stochastic fluctuations.

8.1.5 Content and order of present study

Here we continue the work of Rutjes et al. [115], now in the case of electric
fields, and the results we will present can also be considered as a continuation
of the work of Skeltved et al. [103]. We evaluate the main parameters governing
RREAs and see how to optimize the low energy cutoff given the electric field.

During our study we found that reducing the low energy cutoff results in
smaller integration steps which can also be achieved in different ways, resulting
in a different interpretation of the conclusions of Skeltved et al. [103] and outlook
of Rutjes et al. [115], that not the low energy cutoff is responsible for the differ-
ences but the average step-lengths the particles have to travel between collisions.
Furthermore, as introduced in section 8.1.2, the RREA characteristics must be
driven by physics around εmin

2 and not by physics at energies below 1 keV.

To prove our new insights and to benchmark codes capable of computing
RREA characteristics for further use, we first calculate the probability for an
electron to accelerate into the runaway regime, which is practically the quantity
εmin
2 (E). For the definition of this probability see section 8.2.3. This study is

similar to the works of [114, 123–125], but here with higher resolution, clearer
definition and for multiple codes presented as one comparison. From the prob-
ability study is it directly clear that it is safe to choose the low energy cutoff
εc higher than previously expected by Skeltved et al. [103], Rutjes et al. [115],
even higher than F (εc) > E given an electric field E < Ek. The probability that
these particles below εc accelerate and participate in the penetrating radiation
is negligible. In practice a value of εc ≈ 10 keV can be used for any electric field
below the classical breakdown field.

The benchmark set-ups, together with data and figures to compare with, are
given in detail in the appendix.

The new insight presented is that step-length restrictions (i.e. the implemen-
tation of null collisions) are of major importance, which is described in section
8.2.2. Differences seen in the RREA characteristics between implementations
are discussed in section 8.3.3. We conclude in in Sec. 8.4.
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8.2 Model correctness and optimization

8.2.1 Computational models and physicslists

In HEAP, some researchers use general purpose Monte Carlo codes developed
by large collaborations like Geant4 (used by Bowers et al. [121], Carlson et al.
[130], Sarria et al. [131] and by Skeltved et al. [103]) or FLUKA (used by Du-
binova et al. [26], Rutjes et al. [120]). On the other hand, to model, e.g., the
radiation sources with self-consistent time dependent electric fields, other re-
searchers develop custom made codes in small groups or as individuals, where
the cross sections and numerical methods may come from already validated the-
ory (e.g. Sarria et al. [24], Kohn et al. [72]).

Rutjes et al. [115] list in their section 1.3 the reasons why differences between
codes occur and why it may be very complicated (if not impossible) to estimate
and find differences studying the source files. Here we continue the work in [115]
(i.e. chapter 7), to provide a comparison standard for the particle codes, as
simple and informative as possible, by only considering their physical outputs.
In this work the benchmark data is provided by the general-purpose code Geant4
(two different set-ups) and two custom-made codes GRRR and REAM.

Geant4

Geant4 is a software toolkit developed by the European Organization for Nu-
clear Research (CERN) and a worldwide collaboration [23, 132, 133]. We use
the version 10.2.3. The electro-magnetic models can simulate the propagation
of photons, electrons and positrons including all the relevant processes, and the
effect of arbitrary electric and magnetic fields. Geant4 uses steps in distance,
whereas REAM and GRRR use time steps. In the context of this study, three
main different electro-magnetic cross-section sets are included, one based on an-
alytical or semi-analytical models (e.g. the Moller cross section for ionization
and Klein-Nishina cross section for Compton scattering), one based on the Liv-
ermore data set [109], and one based on the Penelope models [113]. Each of
them can be implemented with a large number of different electro-magnetic pa-
rameters (binning of the cross section tables, energy thresholds, production cuts,
maximum energies, multiple scattering factors, accuracy of the electro-magnetic
field stepper, among others). Skeltved et al. [103] used two different physics list:
LHEP and LBE. The first one, based on parametrization on measurement data
and optimized for speed, was depreciated since the 10.0 version of the toolkit.
The LBE physics list is based on the Livermore data, but it is not considered as
the most accurate physics list in the Geant4 documentation. This last is given
by the Option 4 physics list, that uses a mix of different models, and in par-
ticular the Penelope model for the the impact ionization of electrons. For this
study, we will use two GEANT4 physics list options: Option 4 (referred to as O4
hereafter) that is the most accurate one according to the documentation, and
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the Option 1 (referred to as O1 hereafter) that is less accurate and runs faster.
In practice, O1 and O4 give very similar results for simulations without electric
field and energies above 50 keV, as produced in our previous code comparison
study [115].

Concerning how energy thresholds are handled, Geant4, by default, is follow-
ing all primary particles down to zero energy. A primary particle is a defined as
a particle with more energy than a threshold energy Epth. The O4 option follows
this default behavior, but the O1 electro-magnetic model does not and proceeds
to discrete energy loss above Epth, and continuous energy loss below. The default
Epth is set to 990 eV and is not changed in this study. The LBE Physics list used
in [103] uses a threshold down to 250 eV, and this parameter was thought to
be responsible for a major change in the simulated steady-state RREA energy
spectra. In this work, we will argue that this was a mis-interpretation, and that
the main parameter governing the spectrum is the maximum allowed step (`max)
of the tracking of the particle that undergoes friction from air and acceleration
from the electric field. Note that this mis-interpretation was possible because
reducing the value of Epth indirectly also reduces the average step that is used.

REAM

The REAM (Runaway Electron Avalanche Model) is a three dimensional Monte
Carlo simulation of Relativistic Runaway Electron Avalanche (also refereed to
as Runaway Breakdown), including electric and magnetic fields [85, 87, 134].
This code is inspired by earlier work by Lehtinen et al. [123] and takes accu-
rately into account all the important interactions involving runaway electrons,
including energy losses through ionization, atomic excitation and Moller scatter-
ing. A shielded-Coulomb potential is implemented in order to fully model elastic
scattering, and it also includes the production of X/gamma-rays from radiation
energy loss (bremsstrahlung) and the propagation of the photons, by including
photoelectric absorption, Compton scattering and electron/positron pair pro-
duction. The positron propagation is also simulated, including the generation
of energetic seed electrons thought Bhabha scattering.

One technical detail (relevant for this study) is that REAM limits the time
step so that the energy change within one time step cannot be more than 10%.
The effect of reducing this factor down to 1% was tested and did not make any
noticeable difference in the resulting spectra.

8.2.2 Null collisions

In Monte Carlo simulations, particles step, collide and interact with surrounding
media by means of cross sections (and their derivatives). A particle simulation
can be either space-oriented or time-oriented, if it steps in space or in time,
respectively.
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During steps however, charged particles can change energy when electric
fields are present. To guarantee accuracy, energies should be updated frequently
enough, by exponentially sampling with mean:

t̄step = min
ε
{(v(ε)σt(ε)N)−1}, (8.12)

in time-oriented perspective or equivalently,

¯̀
step = min

ε
{(σt(ε)N)−1}, (8.13)

in space-oriented perspective, with v the velocity, σt the total cross section and
N the density. Then at each updated location (and energy) the type of collision
must be sampled, including the possibility of a so-called null-collision. Simply
stated, null-collisions are collisions that do nothing, and only guarantee a correct
update of particle energy, which is possible as the exponential distribution is
memoryless.

In some cases, this would result in impractical too many collisions, so instead
a different approach is used. The step-length ` at start location is sampled as

`(ε) = − log(ξ)λ(ε), (8.14)

where ξ is a uniform random variable between (0,1] and λ(ε) = (σt(ε)N)−1 is
the mean free path of the considered interactions, and the time step δt as

δt(ε) = − log(ξ)τ(ε), (8.15)

where τ(ε) is the inverse of the collision frequency (v(ε)σt(ε)N)−1. To limit the
error made in this approximation, null-collisions are used when the step length
(or time) is above a threshold set by the user, with the so-called ‘max step
length’ `max.

In space-oriented simulations null-collisions are generally used to cope with
internal boundaries, usually of different materials and/ or different densities,
and for scoring purposes. After each step the distance to the closest (internal)
boundary dwall is calculated and steps are only accepted if they are smaller than
this distance. If a sampled step-length is larger than dwall, the particle is just
moved to the boundary (without a collision) and stored, enabling in the next
sampling to use the cross section and density of the other material.

By construction, space-oriented simulations are thus not synchronous in time.
Usually, a single particle is simulated over its entire lifetime before going to the
next particle. This procedure makes it impossible to incorporate particle to par-
ticle interactions, such as a space charge electric field, because then information
must by available synchronously. A big advantage of asynchronous simulations is
that, besides the ability to include boundaries, particles step as far as is possible
in the same material, minimizing the overhead due to null collisions. Parti-
cle codes used in this study or in [115] that are space-oriented are EGS5 [21],
FLUKA [22], Geant4 [23] and MC-PEPTITA [24].
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In time-oriented simulations null-collisions enable also synchronizability, where
all particles are at the same moment in time after each user defined time inter-
val. This is enforced by letting a particle step and collide up to the point that
the remaining time tleft plus the sampled time δt to the next collision is larger
than ∆t, after which the particle is moved a time ∆t− tleft (without a collision)
and is stored. Before continuing the same particle, first all other particles are
processed a ∆t. For self-consistent electrical discharge simulations space charge
is most be incorporated. Particle codes that are time-oriented are GRRR.

Using max step length is an approximation, sensitive to the electric
field

In contrast to the exact null collision implementation, i.e. sampling random
steps with average by equation 8.12 or 8.13, using a length step limiter is an
approximation with accuracy sensitive to the electric field. We explain why and
what the expected error is.

The evolution of electrons in an electric field is essentially given by the net
force, see equation 8.5. Moving and colliding particles with steps described by
equations 8.14 and 8.15 is thus integrating equation 8.5 in a discrete manner.
This numerical integration is essentially worse than first order, because besides
updating the energy the mean free path (or collision time) is determined by the
energy before the step. In other words, during the step the energy changes but
this does not change the probability of collisions as that was set before the step.

Naturally, lowering the low energy cutoff εc, increases the integration interval
of the differential cross sections and thereby the total cross section, lowering the
mean free path, thus lowering step lengths and improving this integration. Not
because lower energy physics is important or needed, but just because lower
energy physics result in smaller steps. Smaller steps can also be achieved by
maximizing steps, with the so-called ‘max step length’ `max.

For example in Geant4 the “max step” `max option is available and defined
as the maximum allowable step before rejection (it can be either specified in the
Transportation Manager or in the Physics List). If a sampled random step `,
see e.g. equation 8.14, is larger than `max the particle is moved a distance `max

using a null-collision and then sampled again.

To illustrate this, we calculate the relative error in mean free path for ioniza-
tion of an electron in an electric field as function of max step length, see figure
8.2. The relative error in the mean free path is calculated by the relative differ-
ence of the mean free path before and after a step of length ` = min(λ, `max).
Visible in figure 8.2 is the saturation of the error due to the mean free path 8.2,
i.e. the step length in this illustration does not exceed the mean free path. In
reality step length could be randomly chosen, see equations 8.14 and 8.15, but
on average it is limited by the mean free path (or collision frequency).
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Figure 8.2: Relative error versus max step `max for initial 20 keV, 200 keV and
2 MeV electron in an electric field of 1.2 MV/m. The error saturates when the
mean free path becomes smaller than the max step, limiting the integration error
by the physical step length.

8.2.3 Avalanche probability

As theoretically explained in section 8.1.3 and illustrated in figure 8.1, the final
electron spectrum is essentially driven by the minimum energy εmin

2 that can
create a RREA. We calculated the probability that an electron accelerates into
the run-away regime, given its initial energy and the electric field. We define
this probability as the fraction of electrons that create a RREA, i.e. accelerates
further than the minimum of the friction cure (i.e. > 1 MeV) and create an
avalanche of new runaway electrons. To be precise, we define the probability as
the fraction of electrons that created an avalanche of 20 electrons above 1 MeV,
given an initial energy and electric field. The number 20 is arbitrary, to be well
above 1 but small enough for computational reasons. For some initial conditions,
we tested also 25 and 30 electrons which run slower but give the same probability.

In figure 8.3 the avalanche probability is given for Geant4 O4, with max
step length setting of `max = 1 cm. Visible in figure 8.3 is the wide interval
of electron energies that can run-away with some probability. In figure 8.4, we
compare the 10%, 50% and 90% contour lines of Geant4 O4, Geant4 O1 and
GRRR which turn out to be different. Here Geant4 O1/O4 compared to GRRR
have different max length step settings, which can explain the difference. As
test we calculated the probability as function of max step length for O4, for the
configuration indicated by the purple cross (20 keV and 2 MV/m), see figure 8.5.
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Although this configuration has zero probability at `max = 1 cm, the probability
increases as the max step length decreases, which is consistent with the outcome
of the GRRR simulation. In figure 8.5 it is visible that the RREA probability
saturates for max step length setting below `max < 10−4 m. For decreasing `max

below 0.5× 10−4 m, however, the probability first decreases and then increases
again. This is possibly because of roundoff errors, due to too many null collisions.

In addition, in figure 8.3 Geant4 O1 and O4 are very similar for energies
above 50 keV, but quite different below 50 keV. The plausible reason is that O4
has more lower energy physics and thereby smaller mean free paths than O1,
which below 50 keV limits the length step of O4 but not O1.
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Figure 8.3: Avalanche probability versus the electron energy and electric field for
O4 with max step setting of 1 cm. The purple cross highlights where we studied
the behavior of the max step setting for O4 to the probability to run-away, see
figure 8.5.

8.3 Relativistic runaway electron avalanche

For constant air density and electric field above runaway breakdown, but be-
low classical breakdown, the relativistic runaway electron avalanche (RREA)
converges to a steady state solution upon normalization of the total number of
particles in the system. In section 8.1.2 we derived the reason of this behavior;
the exponential growth of the secondaries dictates the spectrum.

First we show the avalanche speed and scales in space and time and the
evolution to steady state. Secondly, we show the RREA characteristics in steady
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Figure 8.4: Avalanche probability comparison between O4 (`max = 1 cm), O1
(`max = 1 cm) and GRRR (`max = 0.3 mm), with three contour probabilities
10%, 50% and 90%. These contours are derived from the full probability scan,
see figure 8.3 as example of O4. The purple cross highlights where we studied
the behavior of the max step setting for O4 to the probability to run-away, see
figure 8.5.

state.

8.3.1 Avalanche scale and velocity

The velocity of the avalanche parallel to the field is given in figure 8.6. We
observe that GRRR is faster and O4 is slower than REAM/O1, although the
differences and overall sensitivity towards the electric field E is small. The
velocity βz only changes from 0.83 to 0.9, see figure 8.6.

In figure 8.7 the calculated avalanche length and time scale are given and
fitted by,

y =
c1

x− c2
, (8.16)

where c1 and c2 are given in table 8.1. This empirical fit is motivated by, equation
8.9 and 8.10, derived for 1-D. As a result c1/c2 ≈ βzc, with βz ≈ 0.88, see figure
8.6. However, these fits remain empirical as they neglect the sensitivity of the
mean energy and velocity to the electric field.
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Figure 8.5: Avalanche probability versus max step length setting for O4, for
electric field case E = 2 MV/m and ε = 20 keV energy. This specific point is
illustrated by a purple cross in figure 8.3 and 8.4. One point of GRRR (with
0.3 mm max step length) is added for comparison (blue cross).
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Figure 8.6: The parallel RREA velocity βz in units of c as function of electric
field E (in z direction) for several codes.

8.3.2 Evolution to steady state

All the RREA characteristic studies start with a monochromatic beam of 100 keV
electrons (which are considered low compared to the reached steady-state mean
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Figure 8.7: Avalanche multiplication length (top) and time (bottom) as function
of ambient electric field, for each of the codes included in this study. See table
8.1 for fit parameters.

Table 8.1: Avalanche scale in space and time. For evaluated codes we fitted by
equation 8.16. See figure 8.7 for results.

Code Avalanche length Avalanche time

c1 (m MV/m) c2 (MV/m) c1 (ns MV/m) c2 (MV/m)

Geant O1 7.43 0.287 28.0 0.285

Geant O4 6.96 0.282 25.9 0.288

REAM 7.43 0.290 27.6 0.293

GRRR 7.41 0.257 27.0 0.272
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energy of 6 to 9 MeV). We fitted the time evolution of the mean electron energy
by

ε̄(t) = a+ b× exp(−t/T ), (8.17)

and defined the steady-state time to be equal to Tss = 5T , or five e-folding i.e.
converged to 99.3%, see figure 8.9.
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Figure 8.8: Time to steady state as function of ambient electric field, for each of
the codes included in this study. Time to steady state is defined as five e-folding
lengths, i.e. converged with in 99.3%, see equation 8.17.

In figure 8.7 we observe equivalent time to steady state for Geant O1, O4
and GRRR, in which the time correspondens with five e-folding lengths of time
scale seen in the bottom panel of figure 8.7. For REAM however, we observe a
significant longer time to steady state. The evolution to steady state is illustrated
for Geant4 O4, see figure 8.9.

8.3.3 Discussion RREA spectra

Electrons

At the location where the RREA is in steady state, we fit the energy spectrum
in a plane. For the empirical fit we use an exponential spectrum, motivated
by equation 8.8. The mean energy ε̄ of the exponential spectrum is calculated
for the several codes as function of electric field E, see figure 8.10. For Geant4
O1 and O4 the simulations and analysis were done twice, for a max step length
setting of `max = 1 cm and for `max = 1 mm. The final data was fitted again by
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Figure 8.9: Time evolution of electron (top) and photon (bottom) spectrum for
O4 with `max = 1 cm, and am electric field of 14× 105 V/m

three parameters a1, a2 and a3 with the ansatz

ε̄fit(E) = λ(E)(qE − F ), λ(E) = βc

[
a1

(
qE

F

)a2
+ a3

]−1

, (8.18)

motivated by the fact that εmin
2 is a power-law of E (see figure 8.3) and λ is a

power-law of εmin
2 (see equation 8.3), and we took F = 0.28 MV/m. The electric

force is divided by F in λ(E) so the parameter in Equation 8.18 is dimensionless.
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Figure 8.10: Fitted electron mean energies, including model.

β is chosen constant as 0.87 because the parallel RREA velocity does not change
significantly over the range of electric fields, see Figure 8.6. The fits are in general
agreement with the calculations of [70], where λ(E) presents an approximately
linear relation with the electric field.

Photons

In figure 8.11 the electron and photon spectrum is given for Geant O4 (`max =
1 mm), O4 (`max = 10 cm) and REAM for the 1.2 MV/m configuration, recorded
at 77 m. We observe an overall small difference in spectrum, but significant at the

Table 8.2: Mean energy variation with electric field. For evaluated codes we
fitted by equation 8.18, with F = 0.28 MV/m. See figure 8.10 for results.

Code
Parameter

a1 [106s−1] a2 a3 [106s−1]

GeantO1 (lmax = 1 mm) 5.96 1.14 −4.15

GeantO4 (lmax = 1 mm) 4.99 1.23 −1.85

GeantO1 (lmax = 1 cm) 6.96 0.929 −5.15

GeantO4 (lmax = 1 cm) 4.51 1.23 −1.79

REAM 3.82 1.3175 −3.25× 10−3

GRRR 6.87 1.1760 −5.63
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Figure 8.11: Photon and electron spectra of Geant O4 (10 cm), O4 (1 mm),
REAM and GRRR (electron only) for the 1.2 MV/m field, and record at 77 m.

lowest and highest photon energies. Further investigation is needed to establish
what is causes the observed differences.

8.4 Conclusion

We continued our first study [115] (i.e. chapter 7), now investigated performance
of several Monte Carlo codes, in the presence of electric fields. We provide two
simple set-ups that could be used by the community for future benchmark of
codes that are not included in this study. These set-ups are described, together
with data and figures to compare with, are given in detail in the attachment.

We found, surprisingly that not the low energy cutoff, but the implemen-
tation of null collisions result in significant differences between codes. Physics
of RREA is determined by intermediate energy electrons between 10-100 keV;
more precisely the minimum electron energy (εmin

2 ) that can still create a RREA
and this probability is very sensitive to the chosen step limiter.
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We show that accurate RREA simulations can be achieved with an energy
cut-off of 10 keV and higher (depending on the electric field magnitude), allowing
for fast simulations. Precise modeling of the interactions of particles below 10
keV (e.g. by using more precise and slower models that include atomic shells
effects) provides negligible differences.

8.A Geant4 relative performance

Concerning the simulations aiming to fully characterize the Relativistic Runaway
Electrons Avalanches (see section 3), we could not run them for all the electric
fields with a maximum step lower than 1 millimeter, because of limitations in
our available computation power.

Table 8.3 presents the relative computation times it takes to complete the
simulation with an electric field magnitude of 1.2 MV/m, and 100 seed electrons
with initial energy ε = 100 keV, and a stop time (physical) of 233 nanoseconds.
The fastest simulation uses Geant4 with the O1 physics list and `max = 10 cm
and took 4.53 seconds to complete on one thread with the microprocessor we
used. The simulations with the O4 physics list with `max = 1 mm requires
about 400 times more computation time. To achieve it for the full range of
electric fields we tested (in a reasonable amount of time), it required the use of
the Norwegian FRAM computer cluster. The simulations with `max = 0.1 mm
for all electric fields could not be achieved in a reasonable amount of time, even
by using the computer cluster.

`max

Model
Option 1 (O1) Option 4 (O4)

10 cm 4.53 s 1 29.4 s 6.49

1 cm 51.9 s 11.5 123 s 27.2

1 mm 1004 s 222 1780 s 393

0.1 mm 9514 s 2100 16933 s 3738

Table 8.3: Computation time needed by different Geant4 configurations for the
simulation of the same physical problem. The bold numbers are the times rela-
tive to the Geant4 O1 / 10 cm case.

8.B Simulation Set-up

Medium composition

• The air is composed of 78.085% nitrogen, 20.95% oxygen and 0.965% argon,

• Absolute number density of 2.6881025 1025m3, equivalent to 1.293 kg.m3.
We always use an uniform air density.



Chapter 8. Evaluation of HEAP II 119

Coordinate system and domain

• Cartesian coordinates x, y, z.

• Any field is always applied in the z (or -z) direction.

• Domain is a cylinder with radius (perpendicular to z) of 5 km and height
(parallel to z) of 10 km, such that the middle of the bottom circle lies at
(0,0,-5) and the middle of the top circle at (0,0,5).

• Delete particles if they fly out of the domain.

Initial seed

• Every simulation starts with 200 electrons of 100 keV.

• Particle start always in the center, i.e. (x,y,z) = (0,0,0), which their mo-
mentum directed upwards (positive z), parallel with the electric field such
that they are accelerated by the field.

Energy threshold

• Take an energy threshold of 10 keV, meaning that all particles below 10
keV do not appear on the output.

• If your code is using friction for part of the spectrum, use 10 keV as the
point to separate the part of friction and the part of explicit collisions.

Electric fields

• In this work we consider 13 electric fields: [6, 8, 10, 12, 14, 16, 18, 20, 22,
24, 26, 28, 30] x 105 V/m.

• The field is oriented in the -z direction, such that the electrons are accel-
erated by the field upwards.

Time limit

• To avoid very large file size, a time limit must be set depending on the
electric field.

• tstop = [1078, 522, 351, 277, 233, 199, 179, 164, 153, 144, 135, 130, 124]
nanoseconds; each value corresponding to an electric field (following the
same order).
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Output type 1 - evolution in time

Output all particles at 32 times : t = [ 14., 26., 39., 51., 64., 78., 90., 102., 116.,
124., 135., 144., 153., 164., 179., 199., 215., 233., 262., 277., 290., 312., 351.,
406., 464., 479., 522., 599., 719., 838., 958., 1078.] nanoseconds; regardless of
position.

Output type 2 - evolution in space

Output all particles at 32 distances : z = [4., 7., 10., 14., 17., 21., 24., 27., 31.,
33., 36., 38., 41., 44., 48., 53., 57., 62., 70., 74., 77., 83., 94., 108., 124., 128.,
139., 160., 192., 224., 256., 288.] meters, regardless of time of arrival
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Adaptive selection of sampling
points for uncertainty
quantification

Simulations described in this thesis are in general computationally ex-
pensive. Ideally the simulation is performed on a large set of initial
conditions, randomly distributed, to capture the propagation of uncer-
tainty through the model. To execute this procedure more efficiently, we
present a simple and robust strategy for the selection of sampling points
in Uncertainty Quantification. The goal is to achieve the fastest possi-
ble convergence in the cumulative distribution function of a stochastic
output of interest. We assume that the output of interest is the outcome
of a computationally expensive nonlinear mapping of an input random
variable, whose probability density function is known. We use a radial
function basis to construct an accurate interpolant of the mapping. This
strategy enables adding new sampling points one at a time, adaptively.
This takes into full account the previous evaluations of the target non-
linear function. We present comparisons with a stochastic collocation
method based on the Clenshaw-Curtis quadrature rule, and with an
adaptive method based on hierarchical surplus, showing that the new
method often results in a large computational saving.

This chapter has been published in [135]:
Adaptive selection of sampling points for uncertainty quantification, E. Campo-
reale, A. Agnihotri, C. Rutjes. International Journal for Uncertainty Quantifi-
cation, 7(4), 2017.
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9.1 Introduction

We address one of the fundamental problems in Uncertainty Quantification
(UQ): the mapping of the probability distribution of a random variable through a
nonlinear function. Let us assume that we are concerned with a specific physical
or engineering model which is computationally expensive. The model is defined
by the map g : R→ R. It takes a parameter X as input, and produces an output
Y , Y = g(X). In this chapter we restrict ourselves to a proof-of-principle one-
dimensional case. Let us assume that X is a random variable distributed with
probability density function (pdf) PX . The Uncertainty Quantification problem
is the estimation of the pdf PY of the output variable Y , given PX . Formally,
the problem can be simply cast as a coordinate transformation and one easily
obtains

PY (y) =
∑

x∈{x|g(x)=y}

PX(x)

| det J(x)| , (9.1)

where J(x) is the Jacobian of g(x). The sum over all x such that g(x) = y takes
in account the possibility that g may not be injective. If the function g is known
exactly and invertible, Eq.(9.1) can be used straightforwardly to construct the
pdf PY (y), but this is of course not the case when the mapping g is computed
via numerical simulations.

Several techniques have been studied in the last couple of decades to tackle
this problem. Generally, the techniques can be divided in two categories: intru-
sive and non-intrusive [136–138]. Intrusive methods modify the original, deter-
ministic, set of equations to account for the stochastic nature of the input (ran-
dom) variables, hence eventually dealing with stochastic differential equations,
and employing specific numerical techniques to solve them. Classical examples
of intrusive methods are represented by Polynomial Chaos expansion [139–142],
and stochastic Galerkin methods [143–146].

On the other hand, the philosophy behind non-intrusive methods is to make
use of the deterministic version of the model (and the computer code that solves
it) as a black-box, which returns one deterministic output for any given input.
An arbitrary large number of solutions, obtained by sampling the input param-
eter space, can then be collected and analyzed in order to reconstruct the pdf
PY (y).

The paradigm of non-intrusive methods is perhaps best represented by Monte
Carlo (MC) methods [147, 148]: one can construct an ensemble of input param-
eters {Xn |n = 1, . . . , N} (N typically large) distributed according to the pdf
PX(x), run the corresponding ensemble of simulations g : X → Y , and process
the outputs {Yn |n = 1, . . . , N}. MC methods are probably the most robust of
all the non-intrusive methods. Their main shortcoming is the slow convergence
of the method, with a typical convergence rate proportional to

√
N . For many

applications quasi-Monte Carlo (QMC) methods [147, 149] are now preferred to
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MC methods, for their faster convergence rate. In QMC the pseudo-random gen-
erator of samples is replaced by more uniform distributions, obtained through
so-called quasi-random generators [150, 151].

It is often said that MC and QMC do not suffer the ‘curse of dimensionality’[152–
154], in the sense that the convergence rate (but not the actual error!) is not
affected by the dimension D of the input parameter space. Therefore, they
represent the standard choice for large dimensional problems. On the other
hand, when the dimension D is not very large, collocation methods [155–157]
are usually more efficient.

Yet a different method that focuses on deriving a deterministic differential
equation for cumulative distribution functions has been presented, e.g., in [158,
159]. This method is however not completely black-box.

Collocation methods recast an UQ problem as an interpolation problem. In
collocation methods, the function g(x) is sampled in a small (compared to the
MC approach) number of points (‘collocation points’), and an interpolant is
constructed to obtain an approximation of g over the whole input parameter
space, from which the pdf PY (y) can be estimated.

The question then arises on how to effectively choose the collocation points.
Recalling that every evaluation of the function g amounts to performing an ex-
pensive simulation, the challenge resides in obtaining an accurate approximation
of PY with the least number of collocation points. Indeed, a very active area of
research is represented by collocation methods that use sparse grids, so to avoid
the computation of a full-rank tensorial product, particularly for model order
reduction (see, e.g., [160–166]
As the name suggests, collocation methods are usually derived from classical
quadrature rules [167–169].

The type of pdf PX can guide the choice of the optimal quadrature rule to be
used (i.e., Gauss-Hermite for a Gaussian probability, Gauss-Legendre for a uni-
form probability, etc. [155]). Furthermore, because quadratures are associated
with polynomial interpolation, it becomes natural to define a global interpolant
in terms of a Lagrange polynomial [170]. Also, choosing the collocation points as
the abscissas of a given quadrature rule makes sense particularly if one is only
interested in the evaluation of the statistical moments of the pdf (i.e., mean,
variance, etc.) [171].

On the other hand, there are several applications where one is interested
in the approximation of the full pdf PY . For instance, when g is narrowly
peaked around two or more distinct values, its mean does not have any statistical
meaning. In such cases one can wonder whether a standard collocation method
based on quadrature rules still represents the optimal choice, in the sense of the
computational cost to obtain a given accuracy.

From this perspective, a downside of collocation methods is that the collo-
cation points are chosen a priori, without making use of the knowledge of g(x)
acquired at previous interpolation levels. For instance, the Clenshaw-Curtis
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(CC) method uses a set of points that contains ’nested’ subset, in order to re-
use all the previous computations, when the number of collocation points is
increased. However, since the abscissas are unevenly spaced and concentrated
towards the edge of the domain (this is typical of all quadrature rules, in order
to overcome the Runge phenomenon [170, 172]), it is likely that the majority of
the performed simulations will not contribute significantly in achieving a better
approximation of PY . Stated differently, one would like to employ a method
where each new sampling point is chosen in such a way to result in the fastest
convergence rate for the approximated PY , in contrast to a set of points defined
a priori.

As a matter of fact, because the function g is unknown, a certain number
of simulations will always be redundant, in the sense that they will contribute
very little to the convergence of PY . The rationale for this work is to devise a
method to minimize such a redundancy in the choice of sampling points while
achieving fastest possible convergence of PY .

Clearly, this suggests to devise a strategy that chooses collocation points
adaptively, making use of the knowledge of the interpolant of g(x), which be-
comes more and more accurate as more points are added.

A well known adaptive sampling algorithm is based on the calculation of
the so-called hierarchical surplus [163, 165, 173, 174, see e.g]. This is defined
as the difference, between two levels of refinement, in the solution obtained by
the interpolant. Although this algorithm is quite robust, and it is especially
efficient in detecting discontinuities, it has the obvious drawback that it can
be prematurely terminated, whenever the interpolant happens to exactly pass
through the true solution on a point where the hierarchical surplus is calculated,
no matter how inaccurate the interpolant is in close-by regions (see Figure 9.1
for an example).

The goal of this chapter is to describe an alternative strategy for the adaptive
selection of sampling points. The objective in devising such strategy is to have a
simple and robust set of rules for choosing the next sampling point. The chapter
is concerned with a proof-of-principle demonstration of our new strategy, and
we will focus here on one dimensional cases and on the case of uniform PX
only, postponing the generalization to multiple dimensions to future work. It is
important to appreciate that the stated goal of this work is different from the
traditional approach followed in the overwhelming majority of works that have
presented sampling methods for UQ in the literature. Indeed, it is standard
to focus on the convergence of the nonlinear unknown function g(x), trying to
minimize the interpolation error on g(x), for a given number of sampling points.
On the other hand, we will show that the convergence rates of g(x) and of
its cumulative distribution function can be quite different. Our new strategy
is designed to achieve the fastest convergence on the latter quantity, which is
ultimately the observable quantity of an experiment.

The chapter is organized as follows. In Section 2 we define the mathemati-
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Figure 9.1: Example for which the algorithm based on hierarchical surplus fails.
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30 x
5 − 32

3 x
3 + 79

30x + 1
2 (in black) goes exactly through

the red straight line at the points x = −1,−0.5, 0, 0.5, 1. Calculating the piece-
wise linear interpolant between two (x = −1, 1), three (x = −1, 0, 1), and five
(x = −1,−1

2 , 0,
1
2 , 1) points would result in a null hierarchical surplus on these

points.

cal methods used for the construction of the interpolant and show our adaptive
strategy to choose a new collocation points. In Section 3 we present some numer-
ical examples and comparisons with the Clenshaw-Curtis collocation method,
and the adaptive method based on hierarchical surplus. Finally, we draw our
conclusions in Section 4.

9.2 Mathematical methods

9.2.1 Clenshaw-Curtis (CC) quadrature rule

In Section 3, we compare our method with the CC method, which is the standard
appropriate collocation method for a uniform PX . Here, we recall the basic
properties of CC, for completeness. The Clenshaw-Curtis (CC) quadrature rule
uses the extrema of a Chebyshev polynomial (the so-called ‘extrema plus end-
points’ collocation points in [175]) as abscissas. They are particularly appealing
to be used as collocation points in UQ, because a certain subset of them are
nested. Specifically, they are defined, in the interval [−1, 1] as:

xi = − cos

(
π(i− 1)

N − 1

)
i = 1, . . . , N. (9.2)
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One can notice that the the set of N = 2w + 1 points is fully contained in the
set of N = 2w+1 + 1 points (with w an arbitrary integer, referred to as the level
of the set). In practice this means that one can construct a nested sequence of
collocation points with N = 3, 5, 9, 17, 33, 65, 129, . . . , re-using all the previous
evaluations of g.

Collocation points based on quadratures are optimal to calculate moments
1:

µpY =

∫
ypPY (y)dy =

∫
g(x)pPX(x)dx, (9.3)

where we used the identity relation,

PY (y)dy = PX(x)dx. (9.4)

It is known that integration by quadrature is very accurate (for smooth enough
integrand), and the moments can be readily evaluated, without the need to
construct an interpolant:

µpY '
∑
i

wi(g(xi))
p, (9.5)

where the weights wi can be computed with standard techniques (see, e.g. [171]).
The interpolant for the CC method is the Lagrange polynomial.

9.2.2 Selection of collocation points based on hierarchical sur-
plus

The hierarchical surplus algorithm is widely used for interpolation on sparse
grids. It is generally defined as the difference between the value of an interpolant
at the current and previous interpolation levels [163]:

∆n = g̃n − g̃n−1 (9.6)

The simplest algorithm prescribes a certain tolerance and looks for all the
point at the new level where the hierarchical surplus is larger than the toler-
ance. The new sampling points (at the next level, n + 1) will be the neigh-
bors (defined with a certain rule) of the points where this condition is met.
In one-dimension, the algorithm is extremely simple because the neighbors are
defined by only two points, that one can define in such a way that cells are
always halved. In this work, we compare our new method with a slightly im-
proved version of the hierarchical surplus algorithm. The reason is because we
do not want our comparisons to be dependent on the choice of an arbitrary
tolerance level, and we want to be able to add new points two at the time.
Hence, we define a new interpolation level by adding only the two neighbors
of the point with the largest hierarchical surplus. All the previous hierarchical

1Here p on the left-hand side is a label, such that µ1 is the mean, µ2 is the variance, and so
on. On the right-hand side it is an exponent.
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surpluses that have been calculated, but for which new points have not been
added yet are kept. The pseudo-code of the algorithm follows. The interpolant
is understood to be piece-wise linear interpolation, and the grid is x ∈ [−1, 1].

Calculate the interpolant on the grid x = {−1, 0, 1}.
Define xh = {−1/2, 1/2} and add them on the grid
while Not converged do

Calculate the interpolant on the new grid
Calculate the hierarchical surplus on the last two entries of xh and
store them in the vector hs
Find the largest hierarchical surplus in hs, remove it from hs and
remove the corresponding x from xh
Append the two neighbors to xh and add them to the grid

end
Algorithm 1: Hierarchical surplus algorithm

9.2.3 Multiquadric biharmonic radial basis

We use a multiquadric biharmonic radial basis function (RBF) with respect to
a set of points {xi}, with i = 1, . . . , N , defined as:

Φi(x, c) =
√

(x− xi)2 + c2
i , (9.7)

where ci are free parameters (referred to as shape parameters). The function
g(x) is approximated by the interpolant g̃(x) defined as

g̃(x) =
N∑
i=1

λiΦi(x, c). (9.8)

The weights λi are obtained by imposing that g(xi) = g̃(xi) for each sampling
point in the set, namely the interpolation error is null at the sampling points.
This results in solving a linear system for λ = (λ1, . . . , λN ) of the form AλT =
g(x)T , with A a real symmetric N ×N matrix. We note that, by construction,
the linear system will become more and more ill-conditioned with increasing N ,
for fixed values of c. This can be easily understood because when two points
become closer and closer the corresponding two rows in the matrix A become less
and less linearly independent. To overcome this problem one needs to decrease
the corresponding values of c. In turns, this means that the interpolant g̃(x) will
tend to a piece-wise linear interpolant for increasingly large N .

9.2.4 New adaptive selection of collocation points

We focus, as the main diagnostic of our method, on the cumulative distribution
function (cdf) C(y), which is defined as

C(y) =

∫ y

ymin

PY (y)dy, (9.9)
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where ymin = min g(x). As it is well known, the interpretation of the cumulative
distribution function is that, for a given value y∗, C(y∗) is the probability that
g(x) ≤ y∗. Of course, the cdf C(y) contains all the statistical information needed
to calculate any moment of the distribution, and can return the probability
density function PY (y), upon differentiation. Moreover, the cdf is always well
defined between 0 and 1. The following two straightforward considerations will
guide the design of our adaptive selection strategy. A first crucial point, already
evident from Eq. (9.1), is whether or not g(x) is bijective. When g(x) is bijective
this translates to the cdf C(y) being continuous, while a non-bijective function
g(x) produces a cdf C(y) which is discontinuous. It follows that intervals in x
where g(x) is constant (or nearly constant) will map into a single value y = g(x)
(or a very small interval in y) where the cdf will be discontinuous (or ‘nearly’
discontinuous). Secondly, an interval in x with a large first derivative of g(x) will
produce a nearly flat cdf C(y). This is again clear by noticing that the Jacobian
J in Eq. (9.1) (dg(x)/dx in one dimension) is in the denominator, and therefore
the corresponding PY (y) will be very small, resulting in a flat cdf C(y).
Loosely speaking one can then state that regions where g(x) is flat will produce
large jumps in the cdf C(y) and, conversely, regions where the g(x) has large
jumps will map in to a nearly flat cdf C(y). From this simple considerations one
can appreciate how important it is to have an interpolant that accurately capture
both regions with very large and very small first derivative of g(x). Moreover,
since the cdf C(y) is an integrated quantity, interpolation errors committed
around a given y will propagate in the cdf for all larger y values. For this
reason, it is important to achieve a global convergence with interpolation errors
that are of the same order of magnitude along the whole domain.
The adaptive section algorithm works as follows. We work in the interval x ∈
[−1, 1] (every other interval where the support of g(x) is defined can be rescaled
to this interval). We denote with {xi} the sampling set which we assume is
always sorted, such that xi < xi+1. We start with 3 points: x1 = −1, x2 = 0,
x3 = 1. For the robustness and the simplicity of the implementation we choose to
select a new sampling point always at equal distance between two existing points.
One can decide to limit the ratio between the largest and smallest distance
between adjacent points: r = max{di}/min{di} (with i = 1, . . . , N−1), where di
is the distance between the points xi+1 and xi. This avoids to keep refining small
intervals when large intervals might still be under-resolved, thus aiming for the
above mentioned global convergence over the whole support. At each iteration
we create a list of possible new points, by halving every interval, excluding the
points that would increase the value of r above the maximum desired (note that
r will always be a power of 2). We calculate the first derivative of g̃(x) at these
points, and alternatively choose the point with largest/smallest derivative as the
next sampling point. Notice that, by the definition of the interpolant, Eq. (9.8),
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its first derivative can be calculated exactly as:

dg̃(x)

dx
=

N∑
i=1

λi
dΦi(x, c)

dx
(9.10)

without having to recompute the weights λi. At each iteration the shape pa-
rameters ci are defined at each points, as ci = 0.85 · min(di−1, di), i.e. they
are linearly rescaled with the smallest distance between the point xi and its
neighbors. The pseudo-code of the algorithm follows.

while Not converged do
xguess ← 0.5 · (xi + xi+1)
Exclude points in xguess such that r = max{di}/min{di} > R
Calculate g̃n(x)′ through (9.10) at {xguess}
Alternatively choose xguess with largest/smallest values of |g̃n(x)′| as
new collocation point
Calculate new weights λi

end
Algorithm 2: Adaptive selection of sampling points

9.3 Numerical examples

In this section we present and discuss four numerical examples where we apply
our adaptive selection strategy. In this work we focus on a single input parameter
and the case of constant probability PX = 1/2 in the interval x ∈ [−1, 1],
and we compare our results against the Clenshaw-Curtis, and the hierarchical
surplus methods. We denote with g̃n(x) the interpolant obtained with a set of
n points (hence the iterative procedure starts with g̃3(x)). A possible way to
construct the cdf C(y) from a given interpolant g̃n(x) would be to generate a
sample of points in the domain [−1, 1], randomly distributed according to the
pdf PX(x), collecting the corresponding values calculated through Eq. (9.8), and
constructing their cdf. Because here we work with a constant PX(x), it is more
efficient to simply define a uniform grid in the domain [−1, 1] where to compute
g̃n(x). In the following we will use, in the evaluation of the cdf C(y), a grid in
y with Ny = 10001 points equally spaced in the interval [min g̃n(x),max g̃n(x)],
and a grid in x with Nx = 1001 points equally spaced in the interval [−1, 1]. We
define the following errors:

εC =
||C(g̃n(x))− C(g(x))||2√

Ny

(9.11)

εg =
||g̃n(x)− g(x)||2√

Nx
(9.12)
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where || · ||2 denotes the L2 norm. It is important to realize that the accuracy
of the numerically evaluated cdf C(y) will always depend on the binning of
y, i.e. the points at which the cdf is evaluated. As we will see in the following
examples, the error εC saturates for large N , which thus is an artifact of the finite
bin size. We emphasize that, differently from most of the previous literature,
our strategy focuses on converging rapidly in εC , rather than in εg. Of course,
a more accurate interpolant will always result in a more accurate cdf, however
the relationship between a reduction in εg and a corresponding reduction in εC
is not at all trivial. This is because the relation between PX(x) and PY (y) is
mediated by the Jacobian of g(x), and it also involves the bijectivity of g.
Finally, we study the convergence of the mean µY , see equation 9.3, and the
variance σ2

Y , which is defined as

σ2
Y =

∫ 1

−1
(g̃(x)− µY )2PX(x)dx. (9.13)

These will be calculated by quadrature for the CC methods, and with an inte-
gration via trapezoidal method for the adaptive methods.
We study two analytical test cases:

• Case 1: g(x) = arctan(103x3);

• Case 2: g(x) = 1
(2+sin(3πx))2

;

and two test cases where an analytical solution is not available, and the reference
g(x) will be calculated as an accurate numerical solution of a set of ordinary
differential equations:

• Case 3: Lotka-Volterra model (predator-prey);

• Case 4: Van der Pol oscillator.

While Case 1 and 2 are more favorable to the CC method, because the functions
are smooth and analytical, hence a polynomial interpolation is expected to pro-
duce accurate results, the latter two cases mimic applications of real interest,
where the model does not produce analytical results, although g(x) might still
be smooth (at least piece-wise, in Case 4).

9.3.1 Case 1: g(x) = arctan(103x3)

In this case g(x) is a bijective function, with one point (x = 0) where the
first derivative vanishes. Figure 9.2 shows the function g(x) (top panel) and
the corresponding cdf C(y) (bottom panel), which in this case can be derived
analytically. Hence, we use the analytical expression of cdf C(y) to evaluate the
error εC . The convergence of εC and εg is shown in Figure 9.3 (top and bottom
panels, respectively). Here and in all the following figures blue squares denote
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Figure 9.2: Case 1: g(x) = arctan(103x3). Top panel: g(x); bottom panel: cdf
C(y).

the new adaptive selection method, red dots are for the CC methods, and black
line is for the hierarchical surplus method. We have run the CC method only
for N = 3, 5, 9, 17, 33, 65, 129 (i.e. the points at which the collocation points
are nested), but for a better graphical visualization the red dots are connected
with straight lines. One can notice that the error for the new adaptive method
is consistently smaller than for the CC method. From the top panel, one can
appreciate the saving in computer power that can be achieved with our new
method. Although the difference with CC is not very large until N = 17, at
N = 33 there is an order of magnitude difference between the two. It effectively
means that in order to achieve the same error εC ∼ 10−5, the CC method would
run at least twice the number of simulations. The importance of focusing on
the convergence of the cdf, rather than on the interpolant, is clear in comparing
our method with the hierarchical surplus method. For instance, for N = 80, the
two methods have a comparable error εg, but our method has achieved almost
an order of magnitude more accurate solution in C(y). Effectively, this means
that our method has sampled the new points less redundantly. In this case
g(x) is an anti-symmetric function with zero mean. Hence, any method that
chooses sampling points symmetrically distributed around zero would produce
the correct first moment µY . We show in figure 9.4 the convergence of σ2

Y ,
as the absolute value of the different with the exact value σan, in logarithmic
scale. Blue, red, and black lines represent the new adaptive method, the CC,
and the hierarchical surplus methods, respectively (where again for the CC,
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Figure 9.3: Case 1. Error εC (top) εg (bottom) as function of number of sampling
points N . Blue squares: new adaptive selection method. Red dots: Clenshaw-
Curtis. Black curve: adaptive method based on hierarchical surplus.

simulations are only performed where the red dots are shown). The exact value is
σ2
an = 2.102. As we mentioned, the CC method is optimal to calculate moments,

since it uses quadrature. Although in our method the error does not decrease
monotonically, it is comparable with the result for CC.
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Figure 9.4: Case 1. Absolute error in the variance σ2
Y versus number of sampling

points N . Blue: new adaptive selection method. Red: Clenshaw-Curtis. Black:
adaptive method based on hierarchical surplus.

9.3.2 Case 2: g(x) = 1
(2+sin(3πx))2

In this case the function g(x) is periodic, and it presents, in the domain x ∈
[−1, 1] three local minima (y = 1/9) and three local maxima (y = 1). The
function and the cdf C(y) are shown in Figure 9.5 (top and bottom panel,
respectively). Figure 9.6 shows the error for this case (from now on the same
format of Figure 9.3 will be used). The first consideration is that the hierarchical
surplus method is the less accurate of the three. Second, εg is essentially the
same for the CC and the new method, up to N = 65. For N = 129 the CC
methods achieve a much accurate solution as compared to the new adaptive
method, whose error has a much slower convergence. However, looking at the
error in the cdf in top panel of Figure 9.6, the two methods are essentially
equivalent. This example demonstrates that, in an UQ framework, the primary
goal in constructing a good interpolant should not be to minimize the error of
the interpolant with respect to the ’true’ g(x), but rather to achieve the fastest
possible convergence on the cdf CY . Although, the two effects are intuitively
correlated, they are not into a linear relationship. In other words, not all sample
points in x count equally in minimizing εC . The convergence of µY (exact value
µan = 0.385) and σ2

Y (exact value σan = 0.087) is shown in Figures 9.7 and 9.8,
respectively. It is interesting to notice that our method presents errors that are
always smaller than the CC method, although the errors degrade considerably
in the regions between two CC points, where the two adaptive methods yield



134 9.3. Numerical examples

comparable results.

Figure 9.5: Case 2: g(x) = 1
(2+sin(3πx))2

. Top panel: g(x); bottom panel: C(y).

9.3.3 Case 3: Lotka-Volterra model (predator-prey)

The Lotka-Volterra model [176–178] is a well-studied model that exemplifies the
interaction between two populations (predators and preys). This case is more
realistic than Cases 1 and 2, as the solution of the model cannot be written in
analytical form. As such, both the g(x) and the cdf C(y) used to compute the
errors are calculated numerically. We use the following simple model:

dh(t)

dt
= h(t)− (5x+ 6)h(t)l(t) (9.14)

dl(t)

dt
= h(t)l(t)− l(t) (9.15)

where h(t) and l(t) denote the population size for each species (say, horses and
lions) as function of time. The ODE is easily solved in MATLAB, with the
ode45 routine, with an absolute tolerance set equal to 10−8. We use, as initial
conditions, h(t = 0) = l(t = 0) = 1, and we solve the equations for t ∈ [0, 10].
Clearly, the solution of the model depends on the input parameter x. We define
our test function g(x) to be the result of the model for the l population at time
t = 10:

g(x) = l(t = 10, x). (9.16)
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Figure 9.6: Case 2. Error εC (top) εg (bottom) as function of number of sampling
points N . Blue squares: new adaptive selection method. Red dots: Clenshaw-
Curtis. Black curve: adaptive method based on hierarchical surplus.

The resulting function g(x), and the computed cdf C(y) are shown in Figure 9.9
(top and bottom panel, respectively). We note that, although g(x) cannot be ex-
pressed as an analytical function, it is still smooth, and hence it does not present
particular difficulties in being approximated through a polynomial interpolant.
Indeed the error εg undergoes a fast convergence both for the adaptive methods
and for the CC method (Figure 9.10). Once again, the new adaptive method is
much more powerful than the CC method in achieving a better convergence rate,
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Figure 9.7: Case 2. Absolute error in the mean µY versus number of sampling
points N . Blue: new adaptive selection method. Red: Clenshaw-Curtis. Black:
adaptive method based on hierarchical surplus.

N
0 20 40 60 80 100 120 140

|σ
2 Y
−

σ
2 a
n
|

10 -15

10 -10

10 -5

10 0 Our method
Clenshaw-Curtis
Hierarchical surplus

Figure 9.8: Case 2. Absolute error in the variance σ2
Y versus number of sampling

points N . Blue: new adaptive selection method. Red: Clenshaw-Curtis. Black:
adaptive method based on hierarchical surplus.

and thus saving computational power, while the hierarchical surplus method is
the worst of the three. Convergence of µY and σ2

Y are shown in Figures 9.11 and
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9.12, respectively. Similar to previous cases, the CC presents a monotonic con-
vergence, while this is not the case for the adaptive methods. Only for N = 129,
the CC method yields much better results than the new method.

Figure 9.9: Case 3: Lotka-Volterra model. Top panel: g(x); bottom panel: C(y).

9.3.4 Case 4: Van der Pol oscillator

Our last example is the celebrated Van der Pol oscillator[142, 179–181], which
has been extensively studied as a textbook case of a nonlinear dynamical system.
In this respect this test case is very relevant to Uncertainty Quantification, since
real systems often exhibit a high degree of nonlinearity. Similar to Case 3, we
define our test function g(x) as the output of a set of two ODEs, which we solve
numerically with MATLAB. The model for the Van der Pol oscillator is:

dQ(t)

dt
= V (t) (9.17)

dV (t)

dt
= (−50 + 100(x+ 2))(1−Q(t)2)V (t)−Q(t). (9.18)

The initial conditions are Q(t = 0) = 2, V (t = 0) = 0. The model is solved for
time t ∈ [0, 300], and the function g(x) is defined as

g(x) = V (t = 300, x). (9.19)

The so-called nonlinear damping parameter is rescaled such that for x ∈ [−1, 1],
it ranges between 50 and 250. The function g(x) and the corresponding cdf
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Figure 9.10: Case 3. Error εC (top) εg (bottom) as function of number of
sampling points N . Blue squares: new adaptive selection method. Red dots:
Clenshaw-Curtis. Black curve: adaptive method based on hierarchical surplus.

C(y) are shown in Figure 9.13. This function is clearly much more challenging
than the previous ones. It is divided in two branches, where it takes values
−2 ≤ y ≤ −1 and 1 ≤ y ≤ 2, and it presents discontinuities where it jumps
from one branch to the other. Correspondingly, cdf C(y) presents a flat plateau
for −1 ≤ y ≤ 1, which is the major challenge for both methods. In figure 9.14
we show the errors εg and εC . The overall convergence rate of the CC and the
new method is similar. For this case, the hierarchical surplus method yields a
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Figure 9.11: Case 3. Absolute error in the mean µY versus number of sampling
points N . Blue: new adaptive selection method. Red: Clenshaw-Curtis. Black:
adaptive method based on hierarchical surplus.
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Figure 9.12: Case 3. Absolute error in the variance σ2
Y versus number of sampling

points N . Blue: new adaptive selection method. Red: Clenshaw-Curtis. Black:
adaptive method based on hierarchical surplus.

better convergence, but only for N > 80. As we commented before, the mean
µY has no statistical meaning in this case, because the output is divided into
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two separate regions. The convergence for σ2
Y is presented in Figure 9.15.

Figure 9.13: Case 4: Van der Pol oscillator. Top panel: g(x); bottom panel:
C(y).

9.4 Conclusions and future work

We have presented a new adaptive algorithm for the selection of sampling points
for non-intrusive stochastic collocation in Uncertainty Quantification (UQ). The
main idea is to use a radial basis function as interpolant, and to refine the grid
on points where the interpolant presents large and small first derivative.
In this work we have focused on 1D and uniform probability PX(x), and we
have shown four test cases, encompassing analytical and non-analytical smooth
functions, which are prototype of a very wide class of functions. In all cases
the new adaptive method improved the efficiency of both the (non-adaptive)
Clenshaw-Curtis collocation method, and of the adaptive algorithm based on
the calculation of the hierarchical surplus (note that the method used in this
chapter is a slight improvement of the classical algorithm). The strength of
our method is the ability to select a new sampling point making full use of the
interpolant resulting from all the previous evaluation of the function g(x), thus
seeking the most optimal convergence rate for the cdf C(y). We have shown that
there is no one-to-one correspondence between a reduction in the interpolation
error εg and a reduction in the cdf error εC . For this reason, collocation methods
that choose the distribution of sampling points a priori can perform poorly in
attaining a fast convergence rate in εC , which is the main goal of UQ. Moreover,
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Figure 9.14: Case 4. Error εC (top) εg (bottom) as function of number of
sampling points N . Blue squares: new adaptive selection method. Red dots:
Clenshaw-Curtis. Black curve: adaptive method based on hierarchical surplus.

in order to maintain the nestedness of the collocation points the CC method
requires larger and larger number of simulations (2w moving from level w to
level w + 1), which is in contrast with our new method where one can add one
point at the time.
We envision many possible research directions to further investigate our method.
The most obvious is to study multi-dimensional problems. We emphasize that
the radial basis function is a mesh-free method and as such we anticipate that
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Figure 9.15: Case 4. Absolute error in the variance σ2
Y versus number of sampling
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this will largely alleviate the curse of dimensionality that afflicts other collocation
methods based on quadrature points (however, see [161] for methods related to
the construction of sparse grids, which have the same aim). Moreover, it will be
interesting to explore the versatility of RBF in what concerns the possibility of
choosing an optimal shape parameter c [182]. Recent work [183, 184] investigated
the role of the shape parameter c in interpolating discontinuous functions, which
might be very relevant in the context of UQ, when the continuity of g(x) cannot
be assumed a priori. Finally, a very appealing research direction, would be to
simultaneously exploit quasi-Monte Carlo and adaptive selection methods for
extremely large dimension problems.



Part III

Lightning initiation problem





Chapter 10

Prediction of lighting
inception by ice particles and
extensive air showers

We derive that lightning can start if the electric field is 15% of the
breakdown field, and if elongated ice particles of 6 cm length and 100
free electrons per cm3 are present. This is one particular example set
from a parameter range that we discuss as well. Our simulations include
the permittivity ε(ω) of ice. 100 free electrons per cm3 exist at 5.5 km
altitude in air showers created by cosmic particles of at least 5 × 1015

eV. If the electric field zone is 3 m high and 0.2 km2 in the horizontal
direction, at least one discharge per minute can be triggered. The size
distribution of the ice particles is crucial for our argument; more detailed
measurements would be desirable.

This chapter has been published in [26]:
Prediction of Lightning Inception by Large Ice Particles and Extensive Air Show-
ers, A. Dubinova, C. Rutjes, U. Ebert, S. Buitink, O. Scholten, G.T.N. Trinh.
Physical Review Letters. 115:015002, Jun 2015.
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10.1 Introduction.

Lightning inception is the first out of the ”top ten questions in lightning research”
according to a recent review [185]. How can lightning start when the electric
fields in thunderclouds are well below the classical breakdown field Ek [186] that
is required for electron multiplication and ionization growth? And when the
height of the high electric field zone is typically smaller than a kilometer?

It has been suggested already a few decades ago that a discharge could start
in a lower electric field due to the relativistic run-away electron breakdown:
cosmic particles could create ionization avalanches of relativistic particles when
the electric field exceeds the threshold field ERREA ≈ Ek/10 for the formation
of a relativistic run-away electron avalanche (RREA). However, as the RREA
length is of the order of 300 m for a field of 2.8 kV/cm (at standard temperature
and pressure) [187], the electric field needs to exceed ERREA over heights of
several km.

Another suggestion is that hydrometeors, i.e., airborne particles consisting
of liquid or frozen water (droplets, snowflakes, graupel, hail etc.) could enhance
the electric field locally in their neighborhood due to their high permittivity [2].
Experiments show how air discharges start from ice particles [10, 188]; however,
the background electric fields are here as large as 0.3 Ek, and the free electrons
needed to start the discharge are created through a radioactive source. In [34] an
ice particle is modeled as an ionized patch of air. This model demonstrates the
field enhancement around a real hydrometeor and the emergence of a discharge,
but the electrons are trivially available from the ionized patch while a lack of
free electrons is an essential issue in a thundercloud.

Free electrons in the high field region are needed to start a discharge. They
are generated up to a few km altitude by the decay of radioactive elements emit-
ted from the ground, and furthermore by solar energetic particles and by cosmic
rays. However, within the troposphere these free electrons attach within tens of
nanoseconds to oxygen molecules and form roughly 103 positive and negative
ions per cm3. In dry air, the electrons can detach again and start a discharge
when the electric field exceeds Ek [189, 190]. But in humid air, the O−2 ions
attract water molecules within microseconds [191]. The electron detachment
time from such ion-water clusters is of the order of micro- or even milliseconds
[192], and it is negligible on the nanosecond time scale of the primary discharge
evolution. Gurevich and Karashtin [193] suggested that the free electrons near a
hydrometeor could be supplied by RREAs in air showers created by cosmic par-
ticles with energies between 1011 and 1012 eV. However, they do not elaborate
whether a discharge would actually start — according to our analysis below it
wouldn’t — and their frequency of cosmic particles is 2 or 3 orders of magnitude
smaller than in the Review of Particle Physics 2014 [194]. Furthermore, the
frequency dependence of the dielectric permittivity ε(ω) of ice has to be taken
into account when calculating the field enhancement near a frozen hydrometeor
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— it is 90 for static electric fields, but only 3 for fields changing on a nanosecond
time scale.

10.1.1 Structure of the approach.

Whether lightning can be started by an extensive air shower hitting a hydrom-
eteor, depends (i) on the distributions of hydrometeor sizes and shapes, (ii) on
the distribution of electric fields in the thundercloud, and (iii) on the distri-
bution and properties of extensive air showers created by high energy particles
penetrating the atmosphere. Here we determine one set of parameters in this
high-dimensional space that is likely to start lightning.

We start with analyzing the requirements on hydrometeor sizes and shapes,
on background electron density and on background electric field to start a dis-
charge, and we perform simulations showing that and how the discharge actually
starts under these conditions. Then we analyze the energy of the galactic cosmic
particles required to create the necessary density of free electrons. Finally we
investigate the probability that the requirements on hydrometeors, electric fields
and cosmic particles coincide.

The altitude for our calculations is 5.5 km, a typical altitude for lightning in-
ception [195]. According to the International Standard Atmosphere, we assume
T = 250 K, p = 500 mbar, and hence an air density n = 0.6n0, where n0 is
at ground level. The transport and reaction coefficients (electron mobility and
diffusion and effective Townsend coefficient including 2- and 3-body attachment)
for an air discharge are calculated with BOLSIG+ [196] with Phelps database.

10.2 Requirements

10.2.1 Hydrometeor size and shape as a function of the back-
ground field

A frozen hydrometeor moving in a thundercloud electric field that changes on a
millisecond time scale or more slowly will locally enhance the field due to its high
dielectric permittivity ε = 90. To start a self propagating streamer discharge, a
free electron needs sufficiently many ionization lengths in this high field region.
This ionization length as a function of the local electric field E is given by
the inverse of the effective Townsend coefficient αeff(E), which is basically the
balance of electron impact ionization and electron attachment (hence αeff(Ek) =
0 defines the breakdown field Ek). The electron avalanche multiplication factor
eM along a given path is given by the Meek number M =

∫
αeff(E)dz that is

widely used in electrical engineering. In our simulations, a Meek number of 10
was sufficient, and we take that number as a benchmark.
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Figure 10.1: Conditions of discharge inception at 5.5 km altitude. The lines of
constant hydrometeor length ` show when a discharge can start. The axes show
the reduced thundercloud field Ebg/Ek and the shape parameter R/`. The red
diamond indicates the case in Fig. 10.2. The dashed curve indicates the optimal
R/` ratio for given Ebg/Ek. The ellipsoids are drawn to scale to illustrate the
hydrometeor shape and length.

Hydrometeors appear in a large variety of shapes, yet their shape in the
direction perpendicular to the thundercloud field does not contribute much to
the field enhancement at their tip. Essentially the length of a hydrometeor ` and
its radius of curvature R at the tip parallel to the field determine the electric
field enhancement near the tip. Therefore, we approximate the hydrometeor as
a prolate ellipsoid of revolution with length ` and radius of curvature R. (In this
case the pre-discharge field can be calculated analytically [128].) For a Meek
number of M0 = 10, the hydrometeor length ` required to start a discharge is a
function of the reduced background electric field Ebg/Ek and the R/` ratio, and
is given by ` = M0n0/nF (R/`,Ebg/Ek). The Meek number is calculated on the
symmetry axis where the field is above the breakdown value Ek.

Fig. 10.1 shows as a result the conditions for a discharge to start at 5.5 km
altitude. The contour lines indicate the lines of constant hydrometeor length `
as a function shape parameter R/` and the reduced thundercloud field Ebg/Ek.
The lines are altitude dependent, and only the length ` has to be rescaled. At
0 km, the lines are from left to right 3.4 cm, 1.7 cm, 0.85 cm and 0.43 cm.
At 8 km, they are 7 cm, 3.6 cm, 1.8 cm and 0.95 cm, respectively. Lightning
inception is possible either for large hydrometeors (the left part in Fig. 10.1) or
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for high electric fields (the right part). In other words, to create a sufficiently
large number of electron multiplications, a hydrometeor in a given thundercloud
field not only has to be sufficiently sharp to significantly enhance the field, but
also sufficiently long to enhance it in a large region. The optimal aspect ratio
R/` for given Ebg/Ek is indicated by the dashed curve. For a given length `,
hydrometeors sharper than optimal are less likely to initiate a discharge, even
though they have a higher electric field directly at the tip.

Below we present the full analysis for one case indicated by the red diamond
in Fig. 10.1. In our simulations, we chose the parameters to minimize the electric
field within the parameter space, and therefore the size of the HM had to be on
the extreme side in a thundercloud. Yet, such hydrometeors are observed with
a density of roughly 0.1 m−3 [197].

10.2.2 Requirement on the density of free electrons.

The Meek number analysis can be applied if there is at least one free electron
ahead of the positive end of the hydrometeor at such a distance that it can drift
toward it within its time. For an air density of n = 0.6n0, the effective electron
life time (based on attachment and impact ionization times) is approximately
30 ns. By tracing the electron drift from the hydrometeor surface backward in
time for half the life time, we found that they came from a volume with 1.5 mm
radius and length, i.e., from a volume of 10 mm3. This means that with a ho-
mogeneous density of 100 free electrons per cm3, on average one electron will be
available within the relevant volume to start the discharge

10.3 Simulation of actual discharge inception from
the hydrometeor.

The discussion above suggests that a positive streamer (developing subsequently
into a lightning leader) can start from an hydrometeor with a radius of curva-
ture of R = 0.4 mm and 6 cm length in a thundercloud field of 2.7 kV/cm at
5.5 km altitude when the density of free electrons is initially at least 100 cm−3.
We now take these parameters as an input for our 3D cylindrically symmetric
discharge model and investigate whether a streamer discharge actually forms
and propagates.

The discharge is modeled with the classical diffusion-drift-reaction model of
[198] with space charge effects, and with photoionization included as in [199].

The hydrometeor is modeled as a dielectric; the dielectric function ε(ω) of ice
depends on frequency ω, it is 90 for slow responses and 3 on the nanosecond time
scale [47]. We assume that electrons, when reaching the hydrometeor, attach to
the surface. No transport, reactions or secondary electron emission are assumed
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on its surface.

The length of the simulation domain is 8.5 cm and its diameter is 4 cm,
sufficiently much larger than the hydrometeor that the background field can be
fixed by appropriate Dirichlet boundary conditions for the electric potential on
the boundary. Together with the hydrometeor with dielectric constant 90, this
fixes the stationary field. The discharge plasma develops its own electric field.
Due to the superposition principle, this can be calculated from the charge dis-
tribution within the discharge with a constant potential on the outer boundary,
and with a dielectric response of the hydrometeor with ε = 3, and then added
to the other field.

The equations are discretized on a static nonuniform grid. The grid is refined
in the area where a streamer is expected to propagate. The size of the finest grid
cells is 1 µm. Away from the area of streamer propagation grid cells quadratically
increase in size up to 0.2 mm on the boundaries.

The result of our simulations is shown in Fig. 10.2. The left panel shows
the electron density and the right panel the electric field strength after 46 ns.
Clearly a streamer discharge with its strong field enhancement ahead of the
tip has formed below the hydrometeor. The streamer incepts after about 25 ns,
leaves the area of enhanced electric field and propagates due to its self-generated
field enhancement into a region where the field is below the breakdown field. The
average streamer velocity is about 105 m/s. The small ε of ice on the ns time
scale substantially hinders the streamer propagation; if we would erroneously
take ε = 90 on all time scales, the streamer would propagate twice as fast. As
the ice responds with a small ε to the rapid streamer evolution, the field pene-
trates into the tip of the hydrometeor, as the right panel of Fig. 10.2 shows.

10.4 Occurrence rate of required electron density

Without assuming a sufficiently high thunderstorm electric field of sufficient ex-
tension to form relativistic runaway electron avalanches as in [193, 200], energetic
cosmic particles are able to produce enough free electrons in so called extensive
air showers [194]. We will now calculate the occurrence rate of such events based
on models developed for cosmic ray physics.

We focus our analysis on protons with energies between 5 × 1015 and 5 ×
1016 eV. Our calculations described below show that below 5×1015 eV it is very
unlikely that the core of an extensive air shower reaches a density of 100 thermal
electrons per cm3 at 5.5 km altitude, while above 5×1016 eV the electron density
is always sufficient, but the occurrence rate decreases with the energy E of the
cosmic particle as E−2.

Cosmic protons with energies between 5× 1015 and 5× 1016 eV first interact
with an air molecule at about 15 to 25 km altitude, which marks the begin of the
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Figure 10.2: Streamer below an icy hydrometeor of length ` = 6 cm and curva-
ture radius R = 0.4 mm in a background field of Ebg0.15 Ek at 5.5 km altitude.
Left: the electron density (green to yellow) with the hydrometeor (blue). Right:
The electric field strength. Both figures zoom into r ≤ 2 mm and -0.35 cm ≤ z
≤ 0.15 cm after 46 ns of simulation.
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10.5. Probability of coincidence of large hydrometeor and extensive

air shower inside the thundercloud field.

shower. The number of secondary particles in the shower then increases until it
reaches a maximum between 4 and 8 km altitude, depending on the energy of
the primary particle, on the inclination of the particle trajectory with respect
to the vertical axis and on the altitude of first interaction. The shower develops
downward with nearly the speed of light, and resembles a disc of high energetic
particles that leaves a trail of non-relativistic particles behind. The shower has
a narrow core with a very high particle concentration.

Extensive air showers can be simulated by the Monte Carlo program COR-
SIKA [101] that follows particle movement and interactions explicitly down to an
user defined energy threshold of at least 50 keV. However, we need the density of
free electrons in the eV range that could start the discharge shown in Fig. 10.2.
So we need to follow the particle generation and motion below CORSIKA’s en-
ergy threshold. As the cross sections for impact ionization by electrons and
positrons are four orders of magnitude larger than for photo-ionization, while
the photon number is only a factor 20 larger, we only calculate the lower energy
electrons generated by electrons and positrons. Furthermore, we use the fact
that electrons and positrons of 1 MeV or less can not travel for more than 1 me-
ter at 5.5 km altitude [72], and we only post-process the electrons and positrons
within 3 meters from the core center to derive the electron density within the
core. The particle density above this threshold is calculated using the restricted
collisional stopping power [] divided by the net cost per ionization of about 20-
30 eV (that depends on energy as elaborated in [72]), this strategy is in line with
[200]. This combination of approaches determines the thermalized free electron
density within the core of each shower.

We have simulated 297 showers with primary proton energies between 5×1015

and 5 × 1016 eV and with random inclinations, and we have determined the
flux of electrons and positrons with energy above 1 MeV in the shower core at
5.5 km altitude. A typical output are 10 to 40 million particles with roughly
90 % photons, 4 % electrons and 4 % positrons. From these we determined the
density of electrons with eV energy within the core of 1 meter radius according
to the prescription above. Taking the measured differential cosmic ray flux [194]
into account, the density of 100 thermal electrons per cm3 in the core is reached
with a frequency of at least 5 km−2 min−1 within our sample.

10.5 Probability of coincidence of large hydrometeor
and extensive air shower inside the thunder-
cloud field.

As sketched in Fig. 10.3, we require three phenomena to coincide in space and
time: a thunderstorm electric field, a hydrometeor that is large and elongated
enough, and an extensive air shower creating a sufficient density of thermal
electrons.
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Figure 10.3: Sketch of the model ingredients; not to scale. In the event box
(blue) at an altitude of 5.5 km we assume an electric field E ≥ 2.7 kV cm−1,
a density nHM ≥ 10−7 cm−3 of hydrometeors of correct shape and size, and
at least one extensive air shower creating a thermalized free electron density
ne ≥ 100 cm−3 in a core (red) of radius ≥ 100 cm. The height h and horizontal
area A of the event box are determined by shower distribution and inception
frequency.

First, at least one hydrometeor of sufficient size and shape has to be inside
the core of the air shower. For a core radius of 100 cm and a hydrometeor density
of 10−7 cm−3, a height of h ≈ 3 m is sufficient. This limits the spatial height
where the electric field has to exceed 2.7 kV cm−1 to 3 m as well.

Second, the air shower has to hit the horizontal area in the cloud where the
electric field exceeds 2.7 kV cm−1. With at least 5 sufficiently energetic showers
per km2 and per minute, we find at least one shower per second, if the horizontal
high field area A is 12 km2, or equivalently 1 shower per minute, if the area is
0.2 km2.
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10.6 Summary and discussion

We have found that elongated hydrometeors of centimeter size are required to
start a discharge at 5.5 km altitude, if the background field is as low as 0.15 times
the classical breakdown field, and our simulations with a realistic permittivity
ε(ω) of ice showed that a streamer discharge actually can emerge, if 100 free
electrons per cm3 are present. But due to electron attachment to oxygen and
the formation of water clusters around these ions, free electrons are typically
too rare for a discharge to start. However, a cosmic proton with energy above
5 × 1015 eV can create an extensive air shower whose core can provide the
necessary electron density. These air showers appear with a frequency of 1 per
0.2 km2 per minute, and hence can explain how lightning discharges can start
in an undervolted region. According to this argument, lightning inception at
higher altitudes – say 12 km – is less likely as the hydrometeor has to be larger
and as the electron density in the extensive air shower is lower at these altitudes.

The strongest constraint in our analysis comes from the sizes of the hydrom-
eteors which are little investigated within thunderclouds. Mason [201] suggested
already in 1953 a correlation between graupel size and lightning inception —
which should be studied further.

The height of the zone where the electric field has to exceed the runaway
threshold is only of the size of meters, rather than of more than a kilometer as
required for a relativistic runaway avalanche, and relativistic avalanching in an
external electric field is not required in our model. Rather all free electrons are
generated by the energy of the primary cosmic particle. The required height
of the electric field zone is inversely proportional to the density distribution of
large hydrometeors.

Finally, in our rare event analysis for the electron density in the shower core,
we have focussed on a core radius of 1 m. Future analysis might reveal even
more favorable core radii and related primary particle energies.



Chapter 11

Availability of extreme
electron seeds in
thunderclouds

As discussed in the last chapter, lightning needs free electrons to initiate.
We use rare event analysis, from a large set of simulated extensive air
showers, to calculate the availability of extreme electron seeds in thun-
derclouds. We present the available electron densities as function of alti-
tude and rareness of the events. We observe that free electron densities
at altitudes between 5 and 13 km do not exceed values of 5× 103 cm−3

and then only in cores of centimeter scale. Above 6 km, the availabil-
ity of extreme free electron densities decreases significantly with higher
altitudes. Recent measurements [202] reveal streamers that must be trig-
gered simultaneously, presumably by an extensive air shower event. The
measurements show further that the streamers are laterally separated
by more than tens of meters; so the presented results must be triggered
by densities down to 1 cm−3. Such low electron densities demand a
stochastic approach for streamer initiation, as presented in chapter 6.

This chapter is in preparation for publication as:
Availability of extreme electron seeds in thunderclouds, C. Rutjes, U. Ebert, S.
Buitink, O. Scholten, G.T.N. Trinh. Journal of Geophysical Research: Atmo-
spheres.
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11.1 Introduction

Thunderclouds produce strong electric fields, which drives lightning. The initi-
ation of lightning, however, is an active line of research, because the measured
electric fields are too low for classical breakdown of the air [6, 203, 204]. The
three important ingredients for starting a discharge in a thundercloud are known,
as discussed in the last chapter 10: the thundercloud electric field, a hydrome-
teor (a droplet or ice particle) and free electrons. If the ingredients are combined
in the correct way a preliminary discharge, called a streamer, could be initiated.

Dubinova et al. [26], Sadighi et al. [29], Babich et al. [30], Liu et al. [34],
Babich et al. [205] and references therein, have studied, this system with com-
puter simulations, identifying if and how a streamer would start from a hy-
drometeor, see also chapters 5, 6 and 10. Typically, assuming a certain sub
breakdown thundercloud electric field, some type of large and or charged hy-
drometeor and an initial free electron seed are assumed. More free electrons
increase the probability that the streamer starts, but in the humid environment
of the thundercloud, free electrons are actually hard to find [26]. The crux is that
although free electrons are repeatedly refreshed by background radiation, i.e.,
by cosmic rays and radioactive decay in a rate of the order of 10 cm−3s−1 [206],
they attach to electronegative molecules which in their turn act as condensation
nuclei forming ion-water clusters, efficiently removing the electron. For example,
electrons attach to oxygen on a timescale of the order of 50 ns [207] forming O−2 ,
and in microseconds they form ion-water clusters O−2 (H2O)n [192]. As a direct
consequence, the steady state of the free electron density is only 5× 10−7 cm−3,
making a streamer initiation from a hydrometeor very unlikely. The only way to
get a significant free electron seed is in a very energetic cosmic ray event, called
an extensive air shower (EAS), as was introduced in this context by Dubinova
et al. [26]. In that work it was shown that the free electron densities, produced
in the core of an EAS, can be nine orders of magnitude larger than the steady
state, but they occur only rarely. In this work we calculate the availability of
extreme electron seeds in thunderclouds, by performing a rare event analysis of
EAS events.

The quest for extreme electron seeds from EASs has recently become even
more crucial, as the leading theory is now that lightning initiates from a volu-
metric system of streamers [202]. In this theory multiple streamers from multiple
hydrometeors should initiate close together at the same moment in time. That is
to say, synchronous on the nanosecond streamer timescale. The reasoning could
be that a single streamer, with typical dimensions of only millimeters to tens
of centimeters, would not be able by itself to evolve to a full-fledged lightning
stroke. The theory is linked to the observations of narrow bipolar events and is
called fast positive breakdown [202].

This study is organized as follows, we first introduce the physical system
in Sec. 11.2, which are the extensive air showers producing free electrons. In
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Figure 29.8: The all-particle spectrum as a function of E (energy-per-nucleus)
from air shower measurements [90–105].

and confinement in the galaxy [109] also need to be considered. The Kascade-Grande
experiment [100] has reported observation of a second steepening of the spectrum near
8 × 1016 eV, with evidence that this structure is accompanied a transition to heavy
primaries.

Concerning the ankle, one possibility is that it is the result of a higher energy
population of particles overtaking a lower energy population, for example an extragalactic
flux beginning to dominate over the galactic flux (e.g. Ref. 106). Another possibility is
that the dip structure in the region of the ankle is due to pγ → e+ + e− energy losses
of extragalactic protons on the 2.7 K cosmic microwave radiation (CMB) [111]. This
dip structure has been cited as a robust signature of both the protonic and extragalactic
nature of the highest energy cosmic rays [110]. If this interpretation is correct, then the
galactic cosmic rays do not contribute significantly to the flux above 1018 eV, consistent
with the maximum expected range of acceleration by supernova remnants.

The energy-dependence of the composition from the knee through the ankle is useful

October 1, 2016 19:59

Figure 11.1: The all-particle spectrum as a function of energy E (eV) (energy-
per-nucleus) from air shower measurements, Fig. 29.8 from review of Particle
Data Group [208]. Mark that the spectrum is rescaled with a factor of E2.6.

Sec. 11.3 we explain our methodology. After presenting the results in Sec. 11.4
we discuss in Sec. 11.5 their implications in context of lightning initiation. We
conclude in Sec. 11.6 with an outlook on further studies related to this work.

11.2 Physical system

11.2.1 Cosmic ray induced extensive air showers

In Fig. 11.1 the flux spectrum of cosmic rays is given as function of energy,
which are mainly protons as most of the universe consists of hydrogen. The flux
(of a particular energy interval) should be interpreted as the average number
of cosmic rays per unit of area, time and solid angle. Furthermore, the flux is
uniformly distributed per solid angle (i.e. isotropic) and it follows a Poisson
distribution in space and time. It is important to note that this is different
from cosmic rays from the Sun (i.e. with energies below about 1011 eV) which
are non-isotropic (the flux is strongest near the poles because of the magnetic
field) and the flux changes in time (day and night cycle and anti-correlation
with the solar-11y-cycle) [208]. The spectrum steepens around the energy of
1015 eV, called the knee and reflecting the fact that most cosmic accelerators
in the galaxy have reached their maximum energy. From the so called ankle, at
3.1× 1018 eV, extragalactic flux begins to dominate over the galactic flux [208].

Approximating the cosmic ray flux from Fig. 11.1, with energy from 1014 to
1015 eV as proportional to E−2.7 and above 1015 eV to 1018 eV as proportional to
E−3 we can quote typical fluxes per energy interval, see Tab. 11.1. In Sec. 11.3
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Table 11.1: Flux per energy interval, defined as fi =
∫ 10i+1

10i F (E) dE. For
the quoted flux we use Fig. 11.1 and approximate with 1013 to 1015 eV as
proportional to E−2.7 and 1015 eV to 1017 eV as proportional to E−3. We use a
solid angle of 4.13 sr, i.e. using an maximal inclination of 70 degrees.

Symbol Interval (eV) Flux (km−2 s−1)

f14 [1014, 1015] 1.1× 103

f15 [1015, 1016] 39
f16 [1016, 1017] 0.4
f17 [1017, 1018] 4× 10−3

on methodology we return to these fluxes and explain which cosmic ray energies
are taken in this study.

Once a high energy cosmic ray enters the atmosphere and collides with an air
molecule it creates a cascade of secondary particles. Basically, every collision of
a secondary particle with still sufficient kinetic energy is creating new secondary
particles by converting energy into mass. This cascade will continue down to
MeV energies; creating electrons and positrons which are the stable elementary
particles with the minimum rest mass; this is called an extensive air shower
(EAS). In Fig. 11.2 an illustration is given, where the top view illustrates that
within a certain area A and time interval T of a cloud system multiple EAS will
be created with variable primary energy, see also Tab. 11.1 for typical fluxes.
Particles in the EAS have typically much larger kinetic energies than their rest
mass, so they behave relativistically and move practically with the speed of
light. In the side view of Fig. 11.2, the time integrated paths of the particles
in the EAS are given as illustration. The EAS should be thought of as a thin
pancake structure moving with almost the speed of light towards the ground
(two snapshots are illustrated in green). The particle flux in this pancake is
most dense around the symmetry axis of the shower, called the core of the EAS.

11.2.2 System decoupling

While the pancake of particles in the EAS moves through the air downwards, all
particles interact with the air and loose energy, for example by ionization of air
molecules. Sporadically they transfer significant energy to the bound electron
promoting it to the EAS population, but most of the time they only free an
electron and transferring up to a few tens of eV of energy, as can be seen in the
left panel of Fig. 11.3 for electron impact ionization. Two important remarks
should be made here. Firstly, as the energy loss per collision is so small compared
to the kinetic energy of the particle in the EAS, it is fair to approximate it as
a continuous energy loss per unit of length or friction for the EAS particle.
The friction of an EAS electron producing secondary electrons below 50 keV
is given in blue in the right panel of Fig. 11.3. Secondly, the ionization cross
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Figure 11.2: Illustration of the system. Left panel is the top view of a thun-
dercloud, where within a certain area A and time interval T of interest multiple
EAS events take place. Some small, some large, randomly distributed in time,
location and size, but we assume that they do not interact or overlap. Right
panel is the illustration of the side view of one single event. In red the time
integrated paths of the particles of the extensive air shower. In green are two
snapshots in time to illustrate that it is actually a pancake structure moving
with almost the speed of light towards the ground. Around the axis (the mo-
mentum vector of the initial cosmic ray) particles are concentrated in a dense
core.
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Figure 11.3: Left panel, secondary energy distribution for electron impact ion-
ization for different initial energies, using the RBEB theory. Right panel, the
typical (i.e. the boxplot: Q1, median and Q3) energy distribution of electrons
and positrons in EASs show a typical pattern. The sub collisional friction, i.e.
the energy into ionizations below 50 keV is for energies above 0.1 MeV indepen-
dent of kinetic energy, mark the linear scale. The average friction used in this
study is equal to 2.5 keV/cm. Friction data are from [108, 109] and displayed
here for an air density of 1.293×10−3 g cm−3 corresponding to 1 bar and 273 K.
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section to produce electrons say below 50 keV is not sensitive to the energy of
the EAS particle if it has enough energy. Equivalently, for all energies above
0.5 MeV the friction for producing electrons below 50 keV is nearly constant.
As a result, there is a strong decoupling in energy: between EAS particles and
free / seed electrons produced by the EAS. EAS particles are particles with
high energy (typically much larger than MeV) that behave relativistically. Free
electrons produced by the EAS are of order tens of eV, move very slowly and
behave classically. They are basically just left behind by the EAS, while to the
EAS moves practically with c. As is described in detail in the methodology in
Sec. 11.3, for computational reasons it is actually critical to decouple the system
into these two populations. To recapitulate,

system decoupling


EAS particles: relativistic and moving practically with c,

free / seed electrons: left behind, nearly thermalized

and static w.r.t. the EAS.

(11.1)
It turns out that only EAS electrons and positrons leave a significant trail of ther-
malized free electrons behind, even though the flux of EAS photons is roughly
ten times more (see Fig. 11.4). The reason is that the friction of electrons and
positrons is almost six orders of magnitude larger compared to photons. The
free electrons can be approximated as an EAS particle yield,

Y (h) = F (h)/W = 74 cm−1

(
nair(h)

nair(0)

)
, (11.2)

as function of altitude h, using an average friction of 2.5 keV/cm (see Fig. 11.3)
at STP density nair(0). Note that the yield scales with air density nair(h), it
is lower at higher altitudes (h). In the yield the energy cost per free electron
is taken as W = 34 eV from Jesse and Sadauskis [209], Cole [210], Knoll [211].
This procedure is similar to the one in [212] which uses W = 35 eV/ion and in
the work of Dwyer and Babich [200] who use W = 34 eV/ion.

11.2.3 Randomness of EASs

In Fig. 11.4 panel A to C, the longitudinal evolution of the EAS is given for
five random showers per panel for a different primary energy. The EAS par-
ticle output as function of altitude is grouped in photons, electrons, positrons,
muons and hadrons. Mark the logarithmic scale, the three most significant EAS
particle types are photons, electrons and positrons. Electrons and positrons are
produced in a symmetric way by pair production, but with a small surplus of
electrons due to sporadic hard impact ionization, as already discussed above.
The longitudinal shower looks like a bell-shaped structure, where the altitude
of the shower maximum decreases on average with increasing primary energy,
because higher energy particles penetrate deeper into the atmosphere. For the
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average EAS the maximum number of particles in the shower scales roughly lin-
early with primary energy. Nevertheless, there is a very large shower-to-shower
fluctuation mainly due to the random inclinations and first one hundred or so
collisions. Only thereafter self averaging will take place. As a consequence, for a
given altitude the number of particles is thus not one-to-one related to primary
energy. This is illustrated in panel D of Fig. 11.4 with two handpicked showers:
even though the 9.5×1016 eV shower has more particles at its shower maximum
than the 2 × 1015 eV shower at its shower maximum, above 8 km altitude the
2× 1015 eV shower has more particles than the 9.5× 1016 eV one.

In Fig. 11.5 an example of electron and positron positions passing at 6 km
altitude of a 1016 eV shower is given in four different window scales. In panel
D the cylindrical symmetry is clearly visible, but in panel A the number of
particles in this event are too low to see any structure. The NKG function,
named after Kamata and Nishimura [213] and Greisen [214], can be used for a
simple approximation of the lateral electromagnetic particle distribution. The
NKG function with respect to radius r from the core center at an altitude z is
given by,

dN (z)

rdrdφ
= N (z)

1

2πR2
m

Γ(4.5− s)
Γ(s)Γ(4.5− 2s)

(
r

Rm

)s−2(
1 +

r

Rm

)s−4.5

, (11.3)

where Γ is the Euler function, s = s(z) is the age parameter and Rm is the
Moliere radius. EASs start typically with a proton, where for hadrons the NKG
function can be extended, to include a radial dependence of the age parameter.
This would be done by using the so-called lateral age s⊥(z, r), see Bourdeau
et al. [215], Apel et al. [216] and reference therein. As we further describe in the
methodology Sec. 11.3, we will approximate the lateral shape of the inner core
(i.e. r ≤ 10 m) just by using the single age parameter s(z) of Eq. 11.3.

It is important to note that EAS happen at distinct places in space and time
and thus should be considered as individual, independent and non-overlapping
events. Returning back to the top view illustration of Fig. 11.2, given a certain
area A of interest and time interval T there is a random number of high energy
cosmic rays (see Tab. 11.1 for the expected number) that produce an EAS. They
start at a random location and time, with a random energy, random inclination
and random evolution through the atmosphere. Thus for a given altitude, the
number of EAS particles to occur is random and so are the number of free
electrons which are directly proportional to the number of EAS particles (see
Sec. 11.2.2). We are interested in the number of free electrons that can occur
in thunderclouds, specifically the extreme cases which are rare. Therefore we
have to introduce a concept of rareness. We follow a similar strategy as in other
fields in geophysics. For example, a 10-year-flood is the strength definition for a
rare and extreme flood that has a 10 year expected interval between two events
or better to say a 10% probability to occur within one year. A 100-year-flood
is rarer and thus more extreme. EAS events happen in expected time intervals
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Panel C: -ve random 1017 eV showers
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Figure 11.4: Number of passing particles as function of altitude for random EASs
produced by cosmic rays with different primary energy. The shown EAS particle
counts are above a threshold energy, which is 50 keV for photons, electrons and
positrons, 30 MeV for muons and 300 MeV for hadrons. In panel A to panel C
five random showers are given, for 1015 eV, 1016 eV and 1017 eV respectively.
Here random means that only the initial energy of the proton is fixed, but the
initial inclination and all collisions are sampled randomly. The large differences
from shower-to-shower are mainly caused by the random inclination and the
first one hundred or so collisions, thereafter self averaging will take place. In
panel D two different energies are plotted to illustrate the huge shower-to-shower
fluctuations and the importance that while higher initial energies are more likely
to start at lower altitudes, they can produce less particles than EAS with lower
initial energies at some altitudes (in this example above 8 km). The two showers
in panel D are chosen just to illustrate this effect, not representing average
behavior.
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Figure 11.5: Top view of the electron and positron positions of a 1016 eV shower
passing at 6 km altitude. The four panels A to D give the same data but with
different zoom, i.e. axis: ± 1 cm, ± 10 cm, ± 1 m and ± 1 km respectively. The
cylindrical symmetry is clearly visible in panel D, but for radii below 10 cm the
total number of particles in the plot becomes to small to see any structure.
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T assuming a certain area A and for the rareness only the product A × T is
relevant. We use the notation of ‘x-km2s-EAS’, where x is the product of A×T .
For example, a 4-km2s-EAS is the strength definition for a rare and extreme
EAS that has 25% probability to occur per one km2s. We thus define,

x-km2s-EAS: an extreme EAS strength with 1/x probability to happen per km2s.
(11.4)

11.3 Methodology

11.3.1 Simulations

Simulations of the EASs are preformed with the Monte Carlo software package
CORSIKA [101]. We use the high-energy hadronic interaction model QGSJET-
II [217] and for the low-energy interaction (below TeV) we use FLUKA [218]. We
do not use the thinning option (simulating less particles with a higher particle
weight) and we follow particles to their lowest energy threshold recommended
in the software, which is 50 keV for electrons, positrons and photons. We thus
decouple the system (see Eq. 11.1) and calculate the free electrons as described
in Sec. 11.2.2. To know the primary cosmic ray energy to study we have to
approximate the system size. Following the study of Stolzenburg et al. [219],
thunderstorms come in a variety of sizes and lightning intensities, small single-
celled storms are generally about 10 km in diameter and their lifetime is typically
60-90 minutes up to supercell storms with a typical horizontal coverage of 250
km2 and lifetimes of 2-5 hours. The system size in this study is defined as the
assumed horizontal area A of high electric field times time interval T between
two successive studied events, see for illustration Fig. 11.2. The median per-cell
flash rate is of the order of 3 per minute and the median cell nearest neighbor
range is 30 km [220]. Assuming that the high electric field areas in the cloud
are roughly 1% of the single-cell cloud coverage, we approximate the system
size as π(5 km)2 × 1% × 20s ≈ 15 km2s. Comparing this typical system size to
cosmic ray fluxes, see Tab. 11.1, we focus our study on cosmic rays with energies
in the range of 1015 eV to 1017 eV. This range is divided in 99 equal intervals
of 1015 eV, meaning the first interval is [1, 2] × 1015 eV and the last interval
(the 99th) is [99, 100] × 1015 eV. Within each interval the primary energy E is
sampled randomly with a probability proportional to E−3, meaning we chose
the spectral slope of −3 as input. The inclination is sampled randomly, uniform
per solid angle, up to a zenith angle of 70 degrees, bound by the choice of using
a horizontally geometrical atmosphere (no curvature).

For each shower we first retrieve at altitudes of 5 km to 13 km, in steps
of 1 km, the full output (particle ID, momentum, position and arrival time)
of each particle passing the hypothetical detector at that altitude. We only
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simulate down to 5 km for computational reasons, as in CORSIKA all particles
are followed down to the lowest observational level. We post-process this detailed
data by counting the numbers NR1 , NR2 and NR3 of electrons and positrons
within a circle of radius R1 = 10 cm, R2 = 1 m and R3 = 10 m. after which
we delete the detailed output, because of storage reasons. The final output is
thus time and energy integrated flux for electrons plus positrons. The choice for
only post-processing electrons and positrons, independent of energy and arrival
time is reasoned by the following considerations (some parts already mentioned
in Sec. 11.2.2):

• The most abundant species in an EAS are: photons, electrons and positrons,
in proportion of roughly: 100, 10 and 9, respectively. The ionization cross
section, i.e. the probability to produce low energetic electrons, is propor-
tional to roughly: 1, 106 and 106, respectively. This means that although
photons are roughly ten times more abundant, their ability to produce low
energy electrons is much lower and thus their contribution is negligible.

• For the energies considered in modeling EASs electrons and positrons pro-
duce almost an equal amount of low energy ionizations. Thus we can sum
the contributions of electrons and positrons.

• For the energies considered in modeling EASs the amount of low energy
ionizations is almost independent of energy, see friction curve Fig. 11.3.
Therefore we can energy integrate the number of particles.

• The spread between the first particle to arrive at an altitude and the
last 99% is of the order of subnanoseconds, well within the uncertainty
introduced by the other approximations (such as the friction to electron
yield, see the end of Sect. 11.2.2). Therefore we can time integrate the
number of particles.

By integrating the NKG function (Eq.11.3) over the area of a circle with radius
R we get,

NR(z) = N (z)
Γ(4.5− s)

Γ(1 + s)Γ(4.5− 2s)

(
r

Rm

)s
2F1(4.5−s, s, 1+s,−R/Rm), (11.5)

in which 2F1 is the ordinary hypergeometric function, we can directly relate the
recored output (Ri,NRi) of the simulations to the three unknowns in 11.3. For
all simulations we have numerically solved Eq. 11.5 for (N , s and Rm) with high
precision (|error| < 10−12). Only for the showers that had an empty inner core
count NR1 = 0 the unknowns where fitted with a least χ2 fit.

We used 125 000 CPU hours to compute 5811 EASs and processed 150TB of
binary data. The number of simulations per energy interval of 1015 eV is given in
Fig. 11.6, where the blue line represents a distribution if all EASs where sampled
as E−3, we thus have preformed importance sampling, i.e. oversampling the tail
of the distribution, for higher accuracy.
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Figure 11.6: Overview of performed simulations. In total we used 125 000 CPU
hours to compute 5811 EASs. The blue line represents the expected distribution
if sampled as E−3. We have performed importance sampling, i.e. oversampling
the tail of the distribution, for higher accuracy.

11.3.2 Rare event analysis

In this subsection we derive an expression for the strength of a x-km2s-EAS (see
definition Eq. 11.4), based on the statistical data from the EAS simulations.
This section is rather technical and uses notation common in stochastics.

In a given system size (A×T , see illustration Fig. 11.2) and energy interval,
the number of EASs K is a discrete random variable and Poisson distributed,

P(K = k) =
k̄k

k!
exp(−k̄), (11.6)

where k̄ is the expectation value of K, given by the integration of the differential
flux Fig. 11.1. See Tab. 11.1 for k̄ for several energy intervals.

In a general sense, let the Y be a random output of interest of a single EAS.
Now, let the Mk be the maximum of a set of k instances of Y , that is to say

Mk = max{y1, . . . , yk}. (11.7)

This means that if one considers k EASs and evaluates the k random instances
of Y , then there will be one maximum which is set to Mk. Mk thus depends on
the number of instances k and on the probability distribution of Y . The larger
k, the higher the probability that Mk is near the maximum of possible outcomes
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of Y . If k is infinite, than Mk can practically only be the maximum possible
value of Y with probability asymptotically going to 1.

As already said in Sec. 11.2.3 EASs happen at distinct places in space
and time and thus should be considered as individual, independent and non-
overlapping events. So all instances P(Yi ≤ yi) are independent and identically
distributed which yields,

P(Mk ≤ m) =
k∏
i=1

P(Yi ≤ m) = P(Y ≤ m)k, (11.8)

where P(Mk ≤ m) and P(Yi ≤ m) denote now the cumulative distribution
function.

For increasing k we find, by using the Central-Limit Theorem in the log-
domain, that P(Mk) is converging to a lognormal distribution lnN (µk, σ

2
k),

which is analytically,

P(Mk = m) ≈ 1

mσk
√

2π
exp

(
− [ln(m)− µk]2

2σ2
k

)
(11.9)

and for the cumulative distribution function,

P(Mk ≤ m) ≈ 1

2
+

1

2
erf

(
ln(m)− µk√

2σk

)
, (11.10)

where erf() is the error function. Now for an arbitrary number of EASs, we
perform the weighted sum over k and call the outcome maximum M . Combining
Eq. 11.6, 11.8 and 11.10 thus yields,

P(M ≤ m given k̄) =

∞∑
k=0

P(K = k)

k∏
i=1

P(Yi ≤ m), (11.11)

=
∞∑
k=0

k̄k

k!
exp(−k̄) P(Y ≤ m)k, (11.12)

≈
∞∑
k=0

k̄k

k!
exp(−k̄)

[
1

2
+

1

2
erf

(
ln(m)− µk√

2σk

)]
,(11.13)

≈ 1

2
+

1

2
erf

(
ln(m)− µ√

2σ

)
. (11.14)

Eq. 11.13 is close to equality when k̄ is large and in Eq. 11.14 we approxi-
mate the sum of lognormal distributions again as lognormal (Fenton-Wilkinson
approximation).

In this work we consider the energy interval between 1015 eV to 1017 eV,
resulting in a k̄ = 39.4 (Tab. 11.1) with basic system unit of km2s. Now the
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strength of x-km2s-EAS in Eq. 11.4 is the value m where P(M ≤ m given k̄ =
39.4) = 1− 1/x or P(M > m given k̄ = 39.4) = 1/x. The practical meaning of
these statements will be more clear while presenting the results in Sec. 11.4 and
discussing their implication towards lightning initiation in Sec. 11.5.

11.4 Results

We have simulated 5811 EASs (see Fig. 11.6) and recorded the number of elec-
trons and positrons passing through three core sizes (10 cm, 1 m and 10 m)
at nine observational altitude (5 to 13 km), as described in Sec. 11.3. As an
example in Fig. 11.7 the variation of the raw data for core size 10 cm at 8 km
is presented. We see the linear trend with energy, that is the number of EAS
particles scales roughly linear with primary energy. However, the variation also
increases and we see that the 25% largest recored 50 PeV showers have a denser
core than the 25% smallest recored 100 PeV showers, reflecting the statement in
Sec. 11.2.3 from panel D in Fig. 11.4 that not only primary energy is important:
a full energy interval should be analyzed.
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Figure 11.7: Example of variation of dataset recordings of electron and positron
passing through a disc core of 10 cm at 8 km altitude. The five lines represent a
boxplot: when sorted the minimum, first quartile at 25%, the median, the third
quartile at 75% and the maximum value is given.

The first step in the post-processing is a fitting to the integrated NKG func-
tion (Eq. 11.5) for the three unknowns (N , s and Rm). In Fig. 11.8 the distri-
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Figure 11.8: Fitted shower age at an altitude of 6 km (blue cross) and 11 km
(red diamond).

bution of fitted shower ages is shown for 6 km and 11 km altitude as function of
energy. The large variation at each energy displays the large shower-to-shower
fluctuations, as introduced in Sec. 11.2.3. Two trends are visible. First, showers
at 6 km altitude are older (have a larger age parameter) compared to 11 km
altitude. This is natural because showers evolve downwards. Second, at the
same altitude the showers tend to be younger (have a smaller age parameter)
for higher primary energies. This is also expected as the higher the cosmic ray
primary energy the deeper it can penetrate the atmosphere before starting the
EAS.

The NKG function (Eq. 11.3) is used to approximate the lateral profile.
There are multiple nonequivalent ways to sort a lateral profile in strength. One
possibility is to look at the maximum density in the middle of the core of the
shower. One other possibility is to look at the extension of the core having a
minimum density in mind. Both perspectives are relevant for discharge inception
in thunderclouds and are discussed in more detail in Sec. 11.5. Below the results
in both perspectives are given.

11.4.1 Maximum expected density in the EAS core

In this subsection we take the fitted NKG density at 1 cm from the core as an
output of interest. We compute the cumulative distribution function as described
Sec. 11.3.2 and fit the result by a lognormal distribution, which is parameterized
as a function of µ and σ. That is to say, we numerically fit the best µ and σ
parameters of Eq. 11.14, to match the cumulative distribution function as close
as possible. A lognormal distribution, looks like a normal distribution when
plotted on logarithmic horizontal scale. µ and σ represent the ‘mean’ and the
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Alt. (km) µ σ median (cm−2)

5 3.2062± 0.0006 0.6732± 0.0004 24.7
6 3.4754± 0.0005 0.6144± 0.0004 32.3
7 3.6257± 0.0005 0.5591± 0.0003 37.5
8 3.6876± 0.0004 0.5389± 0.0003 39.9
9 3.6959± 0.0004 0.5175± 0.0003 40.3
10 3.6228± 0.0004 0.5063± 0.0003 37.4
11 3.4435± 0.0004 0.4904± 0.0003 31.3
12 3.2050± 0.0004 0.4748± 0.0003 24.7
13 2.9209± 0.0004 0.4750± 0.0003 18.6

Table 11.2: Fitted lognormal distribution (see Eq. 11.14) of the ionizing flux of
electrons and positrons (≤ 50 keV) in the EAS at 1 cm from the center for each
observational altitude and system size of 1 km2s. Given confidence interval is
99%. Altitude 5, 9 and 13 km are plotted in Fig. 11.9.

‘standard deviation’ of the normal distribution when the horizontal axis is in
logarithmic scale. In the real coordinate system we have the following identities:

mean = exp
(
µ+ σ2/2

)
(11.15)

median = exp (µ) (11.16)

variance =
[
exp

(
σ2
)
− 1
]

exp
(
2µ+ σ2

)
(11.17)

Remark, that due to the long tail of the lognormal distribution, it is not sym-
metric and the mean is larger than the median.

For illustration in Fig. 11.9 the statistical data and their fits are shown for
three altitudes. We observe that the ionizing flux at 9 km altitude is larger than
at 6 km or 13 km altitude. This optimum occurs because two factors balance,
see also discussion about panel D of Fig. 11.4. Parameters of the lognormal fits
for all altitudes are given in Tab. 11.2. The lognormal parameter fits are very
accurate, the given 99% confidence interval (error bar) is smaller than 0.08%.

The probability that a rare event takes place increases when the system size
increases. Using the lognormal distributions from Tab. 11.2 we compute the
strength of a x-km2s-EAS (see definition Eq.11.4) as function of altitude, see
Fig. 11.10. In the left panel the ionizing flux is given. The rarer the event the
larger the strength, and for 23-km2s-EAS an ionizing flux of 100 cm−2 (of elec-
trons and positrons ≤ 50 keV) can be expected around 8 km altitude. We notice
that the maximum lowers in altitude, because the larger the system size the more
are significant high energy cosmic rays, which penetrate deeper, contribute. In
the right panel the free electron density is presented, calculated by the ioniz-
ing flux multiplied by the average yield as function of altitude (see Eq. 11.2).
Because the yield drops for lower air densities, that is higher altitudes, we see
that the maximum of the free electron density is lower than the maximum in
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the ionizing flux. From 23-km2s-EAS a free electron density of 4000 cm−3 can
be expected around 6 km altitude. We also notice the contour of 1000 cm−3

tends to converge to 13 km, thus stating that larger densities are not expected
above 13 km altitude for any system size. This convergence is expected because
to increase the density one needs to have a stronger EAS to occur, which more
likely penetrates deeper into the atmosphere. Hence, large free electron densities
are not expected at high altitudes (> 13 km).

Figure 11.9: Numerical data and lognormal fits (Eq. 11.14) for the commutative
distribution function for the ionizing flux of EAS particles in a system size of 1
km2s.

11.4.2 Maximum extension of the EAS core

In this subsection we search for the maximum extension of the EAS core. As in
Sec. 11.4.1 the maximum density at 1 cm was used to sort the strength of the
EAS, now the output of interest is the core radius where the density is equal to
a certain amount. In Tab. 11.4, 11.5 and 11.6 the fitted lognormal distributions
for 1 km2s are given for radii with 10, 100 and 1000 cm−3 density respectively.
As in Sec 11.4.1 the fits are very accurate, the 99% confidence interval (error
bar) is smaller than 0.05%. We notice that increasing the density by an order
of magnitude the median radius decreases by an order of magnitude. We have
plotted radius of the 100 cm−3 and 1000 cm−3 case in Fig. 11.11 as function
of rareness of the event, see Eq. 11.4 for the x-km2s-EAS definition. We see a
clear trend that the EAS core is wider at lower altitudes. As it should, the 1 cm
contour line of the right panel in Fig. 11.11 is identical to the 1000 cm−3 density
contour line in the right panel of Fig. 11.10 because at this line both perspectives
are equivalent. The core radius for high altitudes (say above 9 km) is almost not
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Figure 11.10: Analysis at 1 cm in horizontal direction from the EAS core as
function of altitude and the rareness of the event (see Eq. 11.4 for the x-km2s-
EAS definition). On the left side the ionizing flux (cm−2) is given, which is
the result after post-processing the records of electrons and positrons above 50
keV passing the given altitude, as described in Sec. 11.3. On the right side the
resulting thermalized coherent free electron density is presented, which is the
left results multiplied by the average yield as function of altitude (see Eq. 11.2).

sensitive anymore to rarer events (contour lines converge to horizontal), implying
that it not possible to get much bigger extensions than quoted even for rarer
events. For every altitude above 5 km and up to 30-km2s-EAS no shower is
expected that has 1000 cm−3 and extends more than 6 cm.

11.5 Discussion

As said in the introduction, streamer initiation in thunderclouds require three
ingredients [26]: the thundercloud electric field, a hydrometeor (a droplet or ice
particle) and free electrons. In this work we focus only on the third ingredient
and calculated the maximum number to expect in the thundercloud system.
The first noticeable observation between our results and simulation works in
the literature is that typically too many initial electrons are considered. In the
simulation works of Liu et al. [34] and Sadighi et al. [29] a background density
of 1011 and 2 × 109 cm−3 is taken respectively, while from Fig. 11.10 we see
that the maximum density is not exceeding 5 × 103 cm−3 even for very large
systems and that these very high densities only occur in very thin cores, see
Fig. 11.11. Sadighi et al. [29] justify the large initial background density by a pre-
existing corona discharge. They refer to the work of Sin’kevich and Dovgalyuk
[221] where the number of corona discharges due to hydrometeor collisions are
calculated. But the point is, that the initiation part of a corona discharge and
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Alt. (km) µ σ median (cm)

5 7.3696± 0.0002 0.2274± 0.0001 1587
6 7.3089± 0.0002 0.2252± 0.0001 1494
7 7.2055± 0.0002 0.2267± 0.0001 1347
8 7.0679± 0.0002 0.2314± 0.0001 1173
9 6.8929± 0.0002 0.2300± 0.0001 985.3
10 6.6858± 0.0002 0.2529± 0.0001 800.9
11 6.4158± 0.0002 0.2707± 0.0002 611.5
12 6.1017± 0.0002 0.2898± 0.0002 446.6
13 5.7092± 0.0003 0.3177± 0.0002 301.6

Table 11.3: Fitted lognormal distribution (see Eq. 11.14) radius where the den-
sity is equal to 1 cm−3 for system size of 1 km2s. Given confidence interval is
99%.

Alt. (km) µ σ median (cm)

5 5.9065± 0.0003 0.3801± 0.0002 367
6 5.8438± 0.0003 0.3725± 0.0002 345
7 5.7060± 0.0003 0.3724± 0.0002 301
8 5.4970± 0.0003 0.3786± 0.0002 244
9 5.2232± 0.0003 0.3944± 0.0002 186
10 4.8890± 0.0003 0.4168± 0.0002 133
11 4.4463± 0.0004 0.4465± 0.0003 85.3
12 3.9525± 0.0004 0.4742± 0.0003 52.1
13 3.4002± 0.0004 0.4823± 0.0003 30.0

Table 11.4: Fitted lognormal distribution (see Eq. 11.14) radius where the den-
sity is equal to 10 cm−3 for system size of 1 km2s. Given confidence interval is
99%.

Alt. (km) µ σ median (cm)

5 3.2254± 0.0006 0.6870± 0.0004 25.2
6 3.2403± 0.0005 0.6302± 0.0004 25.5
7 3.1436± 0.0005 0.5935± 0.0003 23.2
8 2.9617± 0.0004 0.5594± 0.0003 19.3
9 2.7048± 0.0004 0.5276± 0.0003 15.0
10 2.3881± 0.0004 0.5018± 0.0002 10.9
11 1.9877± 0.0004 0.4736± 0.0003 7.30
12 1.5670± 0.0004 0.4541± 0.0003 4.79
13 1.1136± 0.0004 0.4379± 0.0003 3.05

Table 11.5: Fitted lognormal distribution (see Eq. 11.14) radius where the den-
sity is equal to 100 cm−3 for system size of 1 km2s. Given confidence interval is
99%.
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Alt. (km) µ σ median (cm)

5 0.1943± 0.0007 0.8441± 0.0005 1.21
6 0.3847± 0.0006 0.7149± 0.0004 1.47
7 0.4352± 0.0005 0.6258± 0.0004 1.54
8 0.3691± 0.0005 0.5713± 0.0003 1.44
9 0.2446± 0.0004 0.5280± 0.0003 1.28
10 0.0481± 0.0004 0.4946± 0.0003 1.05
11 −0.2255± 0.0004 0.4601± 0.0003 0.80
12 −0.5434± 0.0004 0.4289± 0.0002 0.58
13 −0.8766± 0.0003 0.4109± 0.0002 0.42

Table 11.6: Fitted lognormal distribution (see Eq. 11.14) radius where the den-
sity is equal to 1000 cm−3 for system size of 1 km2s. Given confidence interval
is 99%.

a streamer discharge are equivalent. Both need the three ingredients quoted
above, including initial free electrons to start. Thus, arguing that the initial
electrons come from another discharge is therefore not solving the requirement.

[30, 205] and [26] use an initial density in their fluid model, but argue that
only a single electron was needed. They differ in approach of the required ioniza-
tion integral to start a positive streamer near a hydrometeor, but that is outside
of the scope of this work. Important here is that [30, 205] just postulate that
there is a free electron available, either by background cosmic ray flux or by
cloud charge fluctuations, but they do not give a calculation for it. In [26] a
minimum density is calculated by requiring that a free electron must survive the
path to the hydrometeor before it attaches which yields a minimum density of
100 cm−3. They did a the statistical analysis of 297 EASs from 5 × 1016 eV to
5 × 1017 eV (without importance sampling), to conclude that a 12-km2s-EAS
(0.2 km2 once per minute) could produce 100 cm−3 at a core radius of R = 1 m
at 5.5 km altitude. Comparing this with the current and more extended work
(see Fig. 11.11), we find that the core radius is more accurately1 R ≈ 63 cm.

Definitely at least one electron is needed, but more is always better, it softens
the Meek criterion [26, 30, 205, 222]. In other words, a larger initial number of
electrons will soften the requirement for the other two ingredients, the value
of the thundercloud electric field or the hydrometeor (properties such as size,
sharpness [26] and or charge [30, 205, 222]). From our results here however,
there is not a lot of room for increasing the density much. From Fig. 11.10 and
the right panel of Fig. 11.11 we see that a density of a few times 1000 cm−3 is
possible, but only in a very limited core radius. To find the right hydrometeor
there is maybe limiting the initiation probability more than the logarithm of the

1The consequence of the difference in the work of [26] of 1 m to 0.6 m core radius is only a
change of height of the event box from 3 m to 8 m to get the example hydrometeor presented
in the study.
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Figure 11.11: Analysis of EAS core radius for given density as function of altitude
and the rareness of the event (see Eq. 11.4 for the x-km2s-EAS definition). On
panels the core radius is given where the thermalized free electron density is 1,
10, 100 and 1000 cm−3 respectively. We have post-processed the time integrated
records of electrons and positrons above 50 keV passing the given altitude, as
described in Sec. 11.3, and multiplied by the average yield as function of altitude
(see Eq. 11.2).

density increase.

As indicated shortly already in the introduction, it would be more crucial
to have enough free electrons over a large enough area at the same moment in
time when going beyond initiation of only one streamer. In the hypothesis that
a system of multiple streamers from multiple hydrometeors are necessary to ex-
plain the start of lightning, EAS core needs enough extension. This hypothesis
was addressed by Rison et al. [202] from detailed observations of narrow bipo-
lar events (NBE). These type of observations have actually been made before
in other measurements where no lightning starts [223, 224], as an indication of
attempted breakdown; interpreted as a system of streamers which is triggered,
but not capable of developing to a full-fledged lightning stroke [202]. The obser-
vations of Rison et al. [202] show a limited vertical extent (less then or equal to
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500 m) and fast group speed (typically 3 to 7×107 ms−1), moving up and down-
wards. In a first naive hypothesis that an EAS would trigger all these streamers
in a single causal relation, it would be expected that the pattern only moves
downwards (possibly with some inclination) and roughly with the speed of light,
contradicting the observations. And even though the initiation of a streamer
after the EAS is passed is not instantaneous (electrons need to drift towards the
hydrometeor), it than still only adds random noise to a trend going with c. The
velocity measured in the system of streamers is actually more streamer like and
independent of altitude (as streamer scaling-laws demand) [202]. So the full fast
positive breakdown going up or down is not driven by an EAS, it is already an
evolving structure of streamers [202]. The initiation of the system of streamers
however does require an extreme EAS core density over a certain extent, as we
explain in the next paragraph.

As is discussed in Rison et al. [202], to explain the strong spherics multiple
streamers side-by-side are necessary and the observations show a relatively large
lateral extent of around 50 to 100 meters. Examining closely NBE3 from [202]
(see their supplementary Fig. 9), we see that the first two data points recorded
span horizontally 129 m (and vertically 58 m) but the time between these events
is only 3.8 × 10−7 s. They thus can not be causally related, they are outside
of each other’s light cone. We see this as an evidence that they must be trig-
gered together in a simultaneous event, a fast event with a timescale of less
than a microsecond. Even considering both end points of the error bars in the
position (see supplementary Fig. 18 of NBE3 from [202]), the speed would be
much faster than is typical for streamers and the propagation direction would
then be perpendicular to the velocity which is set in after initiation. In other
words, when the downwards propagation is probably streamer-like assumed to
be driven by the electric field which is then vertical, the horizontal propagation
at that altitude would be perpendicular to the field, which is not expected. We
even think that all first four points of the NBE3 observation are triggered simul-
taneously by an EAS event, but this can not be proven from the data presented
in [202]. For the other two NBEs presented in Rison et al. [202], the evidence is
less convincing, as data points in the presented plots overlap, but for NBE1 it is
still convincing. Studying closely NBE1 (see their supplementary Fig. 7), we see
that the first two events are spanned vertically 87 m in only 1.8× 10−7 s (it was
not clear how much the azimuth angle was). Thus, they are also outside each
other‘s light cone or at least much faster than streamers and must therefore be
triggered by the same event, presumably from one extreme EAS event.

To trigger a system of streamers by an EAS event one should increase the
event box, as was introduced in [26], such that multiple streamers are initiated.
The top area A of the event box times the waiting time T defines the probability
of a rare event (i.e. the availability of an x-km2s-EAS, where x is the product
of A and T ), see also Fig. 11.2. From all NBE results presented in [202] we
approximate that the EAS core radius must be at least of the order of tens of
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meters. From Fig. 11.11 we find that the maximum expected density of such
large core radii is only of the order of 1 cm−3. The volume above breakdown
near the hydrometeor to start the streamer, is less than a cubic millimeter. If the
volume is considered that free electrons can drift towards the hydrometeor before
attachment approximately 10 mm3 is available [26]. Free electron densities as
low as 1 cm−3 mean that only a small subset of hydrometeors can be triggered,
demanding a stochastic approach for streamer initiation.

11.6 Conclusions and outlook

We have calculated the availability of an extreme free electron seed, which can
be expected in a thunderclouds due to a rare cosmic ray induced extensive air
shower event. The results are presented in Fig. 11.10 and 11.11, which give the
maximal free electron density as function of altitude and rareness of the event.
This initial free electron density can be used when studying streamer initiation
in the context of starting lightning. In the leading theory that lightning starts
by a volumetric system of streamers [202], it is even more crucial that enough
free electrons are created simultaneously than was reported in [26] before.

The measurements of Rison et al. [202] reveal that the first few data points
must be triggered simultaneously, as they lay outside each other’s light cone
or the information between the first few data points travels much faster than
streamers do. We think that this is evidence that they are probably initiated
simultaneously by one EAS event, as we discuss in Sec. 11.5. The measurements
of Rison et al. [202] reveal further that the lateral width of the volumetric system
of streamers is of order of tens of meters, which from our results yield initiation
from electron densities as low as 1 cm−3, demanding a stochastic approach for
streamer initiation.

We are currently developing models to incorporate the stochastic streamer
initiation, starting from only one electron, see chapter 6. In addition we are
extending our models to simulate the initiation of multiple streamers from mul-
tiple hydrometeors side-by-side, where streamers could interact and connect to
explain the further growth in the start of lightning. For this, cylindrically sym-
metric modeling, as was done in [26, 29, 30, 34, 205] and reference therein, does
not suffice. For simulating multiple interacting streamers the only direction
is full 3D, which can be done with the Afivo framework created by Teunissen
and Ebert [27] Afivo is open source and publicly available at our Gitlab page
(https://gitlab.com/MD-CWI-NL/afivo). Or by model reduction to discharge
tree models [31].
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Neutrons from thunderclouds
and lightning





Chapter 12

Modeling ground detected
neutrons from thunderstorms

Neutron emissions with different durations have been observed on
ground during thunderstorms. These neutrons can be produced by fast
Terrestrial Gamma-ray Flashes correlated with lightning, or by Gamma-
ray Glows lasting several minutes. In both cases the neutrons are pro-
duced through a photonuclear reaction with nuclei of air molecules, if
gamma-rays in the energy range of 10 to 30 MeV are present, and are
thus a diagnostic for studying high energy atmospheric physics. Here
we present simulations of downward gamma-ray beams with energies
between 10 and 30 MeV, separated into 4 energy intervals with 5 MeV
of width, at varying starting altitudes. The individual signature at sea
level of each energy interval allows the extrapolation of our results to
an arbitrary source spectrum and altitude. Our results indicate that
neutrons are created along all photons motion and the majority do not
reach sea level farther than 0.5 km from the source axis. This last feature
indicates the primary photons do not collide much with air molecules
before creating a neutron, hence, most of neutrons dispersion is result of
their own motion in the air. A second photon pulse at sea level, which
recently have been predicted and measured.This second photon pulse is
replaced in time relative to the primary one due to the slower neutron
time scale, hence, it constitute an afterglow effect.

This chapter is in preparation for publication as:
Modeling neutron emissions from High Energy Atmospheric Phenomena, G.
Diniz, C. Rutjes, U. Ebert, I. S. Ferreira and F. T. São Sabbas
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12.1 Introduction

12.1.1 Neutrons as footprint of thunderstorms

The connection between neutron research and thunderclouds originates from
radiocarbon studies of tree rings by Libby and Lukens [225], see review by Rutjes
and Ebert [226]. Later, [11] proved a relative increase of neutron emissions
compared to the average cosmic background, correlated with thunderstorms.
The first attempts to explain neutron production by lightning focused on fusion,
and dominated literature for some decades, but was proven counter-wise by
[227]. The fusion mechanism was impossible due to a lack of acceleration of
the deuterium ions to reach the reaction threshold, and also because of the
small fraction of deuterium ions in air. Even for electric fields 20-30 times
the conventional breakdown, the neutron yield from fusion remains small in
comparison to the original projections of Libby and Lukens [225]. Babich and
Roussel-Dupré [227] and in more detail by Babich et al. [228], proved that the
correct explanation of neutrons in thunderclouds, is the photonuclear reaction
by high energetic photons between 10 MeV to 30 MeV. Photonuclear reaction
is due the the so-called Giant Dipole Resonance (GDR) mechanism [229, 230].
Neutrons are thus diagnostic of high energy atmospheric phenomena, created in
thunderclouds.

12.1.2 Neutron production through TGFs and gamma-ray glows

The photonuclear reaction mechanism requires a photon source generating gamma-
rays with energies above 10 MeV which is the approximate binding energy of neu-
trons in atmospheric nuclei. More precisely, the binding energies are 10.55 MeV
for nitrogen, 15.66 MeV for oxygen and 9.87 MeV for argon [231]. There are two
known types of high energy atmospheric mechanisms that can produce gamma-
rays above these thresholds, namely Terrestrial Gamma-ray Flashes (TGFs) and
gamma-ray glows.

TGFs which are fast microsecond-long bursts of photons that were first ob-
served from space [53, 105]; they can be accompanied by bursts of electron
positron pairs [54, 55] and they correlate with leader propagation. Glows on the
other hand, originate from relativistic runaway electron avalanches (RREA) in
the field of the thundercloud and last much longer, for minutes or even hours;
they have been observed on ground, from balloons and aircraft [56, 58–61, 118?
]. The different properties of flashes and glows have been related to different
physical mechanisms as explained in [62, 115, 120]. As lightning leaders produce
TGFs, lightning is observed to terminate gamma-ray glows [17, 18, 56].
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12.1.3 Neutron emissions from thunderstorms measured with
different detectors

Three main types of neutron detectors were used: a thermal helium-based de-
tector, a boron counter detector and the Neutron Monitors NM-64. The thermal
detectors are most efficient for particles with energy of the order of 1 eV, the
boron based detector has a peak of efficiency at 2.45 MeV, while the Neutron
Monitors NM-64 are focused on higher energies and have a small efficiency be-
low the MeV energy range (reaching 10 % for 3 MeV and 2 % for 0.5 MeV). All
three detectors work on very distinct and narrow energy windows, which makes
it difficult to analyze the whole spectrum (see [19, 232–238]).

Neutron emissions with different characteristics have been observed during
thunderstorms. There are long-term neutron emissions, e.g., [236], lasting for up
to 30 minutes at Yangbajing at 4.3 km altitude above sea level; they were not
correlated with a lightning discharge, and they were detected with boron based
detectors and NM-64.

Chilingarian et al. [237] also measured long neutron emissions during thun-
derstorms that were not correlated with lightning as they lasted much longer;
they were observed at 3.2 km above sea level on Mt. Aragats with boron-based
and NM-64 detectors. The authors have related these neutron emissions to
gamma-ray glows (which they call Terrestrial Gamma-ray Enhancements) which
are long lasting gamma-ray emissions during thunderstorms on the same time
scale as the neutron emissions. Gurevich et al. [235] have used three sets of
thermal neutron detectors with a summed area of approximately 127.23 cm2 for
observations at the Tien-Shan Mountain (3340 m above sea level). They also
report long lasting neutron signals; in their measurement, they found a high
value of neutron flux (3-5×10−2 cm−2s−1).

Meanwhile Martin and Alves [233] in Brazil, using a helium-based detector at
600 m above sea level and Toropov et al. [19] in Russia, using the Yakutsk cosmic
ray spectrograph at 105 m above sea level, measured neutron pulses lasting from
seconds to a couple of minutes that were correlated with lightning discharges.

Recently, [121] has measured a burst of neutrons following a lightning strike
in a wind turbine at Japan. Their neutron detection was followed by a glow of
gamma-ray photons which were presumably created by the neutrons themselves.
Their detection system consists in three scintillation detectors and two additional
electronics for noise control. The detectors’ scintillation material are SmPl, LgPl
and NaI(Tl). These neutrons were detected through a capture reaction between
the emitted neutrons and the LgPl that releases photons with a characteristic
energy of 2.223 MeV. The photons were measured on a millisecond timescale
and with characteristic energy signature of neutron capture, consistent with the
TGF afterglow predicted by [120].

The neutron detection depends on the type of gamma-ray source: from bursts
of 690 neutrons per minute associated with short emissions from lightning [233]
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to fluxes of (3 − 5) × 10−2 neutrons per cm−2s−1 from long term emissions
associated with the thunderstorm time scale [235].

Associated with TGFs, initial estimations of [11] on the neutron production
per lightning event reach from 108−109, to 1012−1013 in more recent observations
by [233]. Associated gamma-ray glows [236] estimate a time integrated flux of
neutrons from the thundercloud arriving at the observatory of 1.4 × 104 m−2.
[236] used a solar-neutron telescope of 9 m2 total area, which results in 1.2×105

neutrons at the observatory.

12.1.4 Neutrons propagation to ground

The created neutrons can interact with air through elastic scattering, inelastic
scattering and capture. The dominant process is elastic scattering for most of
the energy range (0-20 MeV) while the capture process is the most rare among
the three [126]. But scattering only cools the neutrons down, while capture is
the only loss process. Capture is the most efficient at low neutron energies.
Therefore the gamma-rays formed on neutron capture in a nucleus have energies
in the order of a few MeV due to the energy released on the capture. This is the
mechanism of the TGF afterglow described by Rutjes et al. [120].

Considering the gamma-ray source to be the step of a negative lightning
leader, each step would be a possible source at different altitudes. The stepped
leader, considering high-speed optical observations, travels at an average speed
of 2.7− 6.2× 105 m/s and the average interval between steps is on the order of
10 µs [239, 240]. Using these time scales we can estimate that the leader takes
about 10 ms to travel from 3 km altitude to the ground and 1 ms from 300 m,
performing several steps during its motion. But, since the steps are separated
from each other on the time scale of 10 µs and the majority of the neutron
pulse is in the order of seconds, one lightning leader does not explain well the
experimental measurements with tens of minutes time scale, such as [236], but
suits well in the measurements correlated with lightning discharge such as [19].

Therefore, the gamma-rays formed on neutron capture in a nucleus have en-
ergies in the order of a few MeV due to the energy released on the capture. This
is the mechanism of the TGF afterglow, which was first theoretically predicted
by [120] and first measured by [121] in a downwards directed TGF.

12.1.5 Earlier simulations

Neutron emissions were earlier simulated by [73, 130, 228]. Babich et al. [228]
have reached a conclusion that there are 4.3×10−3 neutrons produced per photon
and the neutron energy is in the range of 0-20 MeV both in the production and
at the sea level altitudes. The neutrons diffuse to distances of the order of km
from the source axis, when reaching ground.
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[130] assumed an RREA spectrum to simulate an initial photon source and
report neutron production and detection at sea level. Their results are in gen-
eral agreement with [228] energy range and estimate production. Both works
provided a time scale of a couple seconds to their neutron pulse and have con-
cluded that the neutrons are produced along the photons motion through the
atmosphere instead of in a point-like source, as it was used in the work of [233].

[73] simulated a negative lightning leader, following the ideas of previous
simulation works such as [66, 69, 70, 241], in the moment of the step interacting
with electrons as source of the bremsstrahlung photons that would produce
neutrons. [73] have recorded neutrons, at their initial altitudes, with energy
up to ∼ 20 MeV.

[121] have performed TGF Monte Carlo simulations in the GEANT4 program
in order to confirm the neutron signature in the LgPl detector. A comparison
between the measured 1-10 MeV photon spectrum and the GEANT4 simulations
showed general agreement in the characteristic energy release on the capture
reaction, hence, confirming their observations.

[121] have used a initial photon spectrum produced by RREA in their simu-
lations, following distributions of [62]. They’ve used the initial photon spectrum
to simulate the creation of photoneutrons and, then, recorded the photoneutrons
signature generated at the ground. Furthermore, this ground signature has been
used as an input of a third simulation where they have filtered the particles that
would reach the detector. They have design the simulation to infer the num-
ber of TGF gamma-rays from the observed count rate. [121] have also notice a
longer signal of low energy photoneutrons in their simulations due to neutron
thermalizing in the ground, not only in the air.

The previous works results are strictly attached to their initial source spectra.
Therefore, they describe the production and detection of a specific source. Since
we are using a small, flat photon source spectrum our results may be used to
estimate the detection of an arbitrary source detection as it is exemplified later
in this work.

From the energetic and temporal characteristics of the neutron signal, we
have found that the neutrons source geometry must be spread through all pho-
tons motion to the detector because there are neutrons arriving sea level at the
same as the photons, indicating that the neutrons were produced at low altitudes
so they could have this time coincidence with the pulse of primary photons and
also there are neutrons arriving at sea level after the pulse of photons from the
source is gone, meaning that these neutrons were created at high altitudes or
collide enough with air particles so their motion time to the ground is increased.

Since the photons can not have many interactions without leaving the energy
range of photonuclear reaction, we estimate that most neutrons are created in
a straight line during the photons motion to sea level; and the neutrons lateral
spreading must be due to their collisions with air molecules. These neutron
collisions with the air occur in a larger time scale than the time scale of the
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source particles and generate a second, shifted in time, photon pulse constituting
a TGF afterglow effect [120].

12.1.6 Questions and organization of this chapter

In this work, we split the relevant gamma-ray energies of 10 to 30 MeV into
four intervals of 5 MeV width, so we investigate the intervals [10 MeV, 15 MeV],
[15 MeV, 20 MeV], [20 MeV, 25 MeV], and [25 MeV, 30 MeV] separately. We
assume that each energy interval is equally filled with gamma-rays, and that
all rays are directed in the same downward direction. This approach allows
us to construct neutron distributions for arbitrary gamma-ray sources, without
further hypotheses on the gamma-ray source. This enables us to investigate
arbitrary gamma-rays sources suggested in the literature that could produce
ground detectable neutrons.

Since the neutrons can be created all along the photon trajectory and as the
photon source can be located different altitudes, we have studied how different
source altitudes influence the neutron distribution and spectrum at sea level.

We have analyzed the position, time and energy of the neutron and photon
signal at the ground. Our results may be extrapolated to an arbitrary source
altitude via equivalence of integrated density between the considered source po-
sition and the detection altitude; one may extrapolate our results for a different
source energy spectrum by weighting individually the signature of each energy
interval. A detailed description of the neutrons energy range at sea level is
presented so further observations may focus in a efficient energy window. The
particles temporal signature revealed a second photon pulse that is not directly
related to the primary gamma-ray, instead, it may be result of collisions between
secondary particles and the air molecules.

The chapter is organized as follows: The section 2 is dedicated to explain
the simulation environment and initial conditions. The simulation results are
presented in section 3; first, we have reported how the neutrons are distributed
at sea level, secondly, we have presented in detail the detected particles energy
spectra and finally a description of the neutrons and photons temporal pulse.
Our analysis on the simulation results are presented on section 4. Further, we
compare our results with previous works on section 5 where we exemplify how
to extrapolate the results to a different source spectrum. Finally, we summarize
our conclusions on section 6.

12.2 Method and setup of the simulations

12.2.1 FLUKA

We simulate the photons and neutrons in air by Monte Carlo simulation with
the software package FLUKA [22], which has a complete physics list for air in
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our energy regime [115]. A comparison between FLUKA and other Monte Carlo
simulation codes (GEANT4, EGS5, GRRR, MC-PEPTITA) was performed by
[115] in which a standard input was used to test the effects of the different
approximations and methods of each program on the output. The authors have
noticed a general agreement between the programs, but differences due to the
straggling effect and to the implementation of energy friction were observable.
The straggling effect is appropriately implemented in FLUKA.

FLUKA is a general purpose tool to simulate the particle interaction with
matter; it covers a broad range of energies from a few keV to hundreds of TeV.
The program does not provide explicit information on how it transports the
particles, however it provides several options of how to detect the particles and
define the media through which they travel. We implemented a user-modified
routine to detect the particles.

The photon interactions implemented in FLUKA are [22]: pair production,
Compton scattering, photoelectric effect, Rayleigh scattering, photon polariza-
tion, photonuclear reactions (GDR, Quasideuteron interactions, Vector Meson
Dominance Model), and generation and transport of Cherenkov, scintillation
and transition radiation. Since there is no energy gain in our simulations the
energy of the particles will always be below the initial energy, 10-30 MeV in this
case.

Because about 10 MeV are required to liberate neutrons in a photonuclear
reaction, the neutrons in our simulation have energy below 20 MeV. In this
energy range, FLUKA transports the neutrons with a multi-group algorithm
using a cross-section library of 260 groups [22]. The angular probabilities are
treated with a Legendre polynomial expansion of the actual scattering distribu-
tion. Further details on FLUKA physics can be found on the manual available
at the official website http://www.fluka.org/fluka.php.

We use a low energy cutoff of 10 keV for photons and of 10−12 eV for neutrons
which are the recommended minimum thresholds in FLUKA.

12.2.2 Setup of simulations

For this work, a cylindrical domain from sea level up to 19 km altitude and with
a radius of 12 km was adopted. The atmospheric density profile was simulated
by 76 layers of constant density with 250 m of height, consisting of 78.085 % N2,
20.950 % O2 and 0.965 % Ar. The atmosphere density in these layers was linearly
interpolated from the density of the 1976 U.S. standard atmosphere, defined by
the United States Committee on Extension to the Standard Atmosphere [242].

All simulations start with a downward directed beam of ten million photons
distributed within a given energy interval and starting at a given altitude, and
we detect photons and neutrons at sea level. We do not assume a specific photon
spectrum, but allow for the construction of an arbitrary initial spectrum. For
this purpose, we decompose the relevant energy regime into four ranges with a
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uniform spectrum. These ranges are 10-15 MeV, 15-20 MeV, 20-25 MeV, and
25-30 MeV. The source altitudes range from 300 m to 6 km. At higher source
altitudes, too few particles reach sea level. So in total we performed 36 different
simulations, namely for 9 different source altitudes and for 4 different energy
ranges.

12.3 Simulation Results: Photon and neutron distri-
butions in space, time and energy at sea level

We have analyzed the photon and neutron distributions in space, time and energy
at sea level as a function of the energy range of the source photons for different
altitudes. We found that these distributions do not depend on the energy range
of the source photons, besides a few minor differences which are discussed. Only
the neutron production rate depends significantly on the photon energy; it will
be discussed in the next section. In the present section, we therefore sum over the
four energy intervals; so effectively we present results for 4 · 107 source photons,
uniformly distributed over the energy interval of 10 to 30 MeV.

12.3.1 Neutron number and distribution at sea level as a func-
tion of source altitude

Table 12.1 shows the total number of neutrons at sea level and their spatial
distribution on ground as a function of photon source altitude. As expected, the
neutron number strongly decreases with increasing source altitude. On the other
hand, the spatial spread on ground is fairly constant. Measured as the standard
deviation from the beam axis, the spatial spread of the neutrons ranges form 0.29
to 0.45 km. This behavior can be understood based on the spatial distribution
of neutron generation discussed later. In general, there is an approximately
exponential decay of the neutron density on ground for all source altitudes.

12.3.2 Energy spectra of photons and neutrons at sea level

The energy spectra of photons and neutrons at sea level are presented in Fig-
ures ?? and 12.2 as a function of source altitude for the same uniform distri-
bution of source photon energies between 10 and 30 MeV. The only dependence
on the energy spectrum of the source photons lies in the fact that, e.g., pho-
tons in the energy range from 10 to 15 MeV can not produce 10 MeV neutrons
and hence the produced neutron spectrum has this upper energy limit, but this
initial neutron energy difference rapidly disappears due to cooling down of the
neutrons.

Let us start with the photon energy spectra recorded at sea level, shown in
Figure ??. The source photon spectrum is an equal distribution between 10 and
30 MeV as indicated in the figure, it would correspond to a source altitude of
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Table 12.1: Neutron number and distribution at sea level as a function of source
altitude for a uniform distribution of source photon energies between 10 and 30
MeV.
Source altitude [km] Standard deviation [km] Neutron number on ground

of distance to the beam axis for 4× 107 primaries
0.3 0.291 51777
1.0 0.396 24913
1.5 0.417 10666
2.0 0.427 4666
2.5 0.445 2018
3.0 0.408 917
4.0 0.413 227
5.0 0.373 81
6.0 0.347 13

0 km. This initial spectrum is still clearly visible at source altitudes of 0.3 and
1 km, though attenuated, with a clear discontinuity to the secondary photon
spectrum at lower energies. This discontinuity diminishes for higher source alti-
tudes due to multiple interactions where photons loose energy or disappear, and
the discontinuity disappears above 4 km. There is a second discontinuity visible
in the spectra at 511 keV which is the positron annihilation line. When photon
energies above 1.02 MeV are available, electron positron pairs can be produced,
and the annihilation of the positrons creates the 511 keV line.

Figure 12.2 shows the energy spectra of the neutrons at sea level that are
generated by the same photon sources. There are two regimes visible: a spectrum
with an index of ∼ -0.8 between 0 and 10 keV and an exponential cutoff in MeV
energy regime. The latter thus depend on the initial photon source interval as
that determines the maximum neutron energy. However, the shapes of neutron
spectra hardly depend on the source altitude, this is a consequence of the elastic
scattering dominance in the set of neutron interactions. The neutron energy
spectra below 10 keV becomes noisy (i.e., enters in the region of 1 to 10 counts
per bin) with increasing source altitude, indicating that low energy neutrons
could not reach the ground and thermalized at the air via inelastic scattering
or capture. The whole neutron spectra are noisy for source altitudes of 4 km,
5 km and 6 km, meaning that our simulation did not had enough resolution for
these altitudes, thus, the sources at these high altitudes need a larger number
of primaries (� 107) to create ground detectable neutrons.

Table 12.2 summarizes the neutron number for different energy ranges and
all source altitudes. The absence of detected neutrons with low energy (below
300 eV) for higher source altitudes indicate that neutrons created far from the
ground lost all their energy (or got captured) during their motion in the at-
mosphere, therefore, the high energy detected neutrons must have been created
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Figure 12.1: Photon energy spectra at the ground for different source altitudes.
The gray shade indicates low statistics.

near the ground for all source altitudes.

12.3.3 Arrival time

We investigated the arrival time photons and neutrons, i.e. the number of par-
ticles arriving per primary per time ( ns in the case of photons and µs for the
neutrons) as function of time, that reached ground for different photon source
altitudes. As in Section 12.3.2, it is clear to see that the shape of the particles
temporal signal does not depend on the initial energy interval. And, again, the
presented signals are a simple sum of the temporal signature produced by each
one of the four energy intervals.

The photon temporal signal at the sea level, shown in Figure 12.3 reveals two
separated pulses for every source altitude. The first one with 0.1 ms duration and
the second with ∼ 500 ms duration, the total photon signal has a 0.5 s duration
in the presented simulations. For every source altitude, the first photon reaches
the ground within the time of a photon traveling straight down to the ground
without any collision. The first pulse is identified as the source photons and
secondary photons created due source photons interactions with the air. The
second pulse is a result of late particles interaction with the air. More results
on this effect are published in other work [120].

The number of neutrons arriving per unit of time is presented in Figure 12.4.
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Figure 12.2: Neutron energy spectra at the ground for different source altitudes.
The gray shade indicates low statistics. The vertical line marks the energy range
at 10 keV.

It also has a total duration of 0.5 s for the given number of primaries and it is
separated in two parts, before and after 0.1 ms. The first neutron reaches the
ground close to the time of the first photon.

12.4 Analysis

Considering the first photon to reach sea level without collision, from a source
altitude at 300 m, it will arrive straight at the detectors within 1 µs (considering
the light speed as 3×108 m/s). On the other hand, if the most energetic neutron
created (20 MeV, which is a non-relativistic particle) moved straight to the
ground without an interaction, it would travel within the same time interval
only 60 m. Since we have neutrons arriving at ground on ≈ 1 µs, as shown
in Figure 12.4, these neutrons must be created along the photons motion near
the ground and without many interactions with air particles. Therefore, the
less energetic detected neutrons must have been created with higher energy and
either were created near source altitudes and lose energy colliding through their
motion or they were created near sea level but collide with air molecules enough
to lose most of their energy during a motion parallel to the detector.

Thus, the ground distribution shown in Table 12.1 is a result from the neu-
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Table 12.2: Neutron number at sea level for a downward directed beam of 4×107

photons at different source altitudes and in different neutron energy intervals (in
eV).
Source altitude (0, 0.025] (0.025, 1] (1, 300] (0.3,106] (1, 2× 107]

0.3 km 17 489 1976 20966 28329
1.0 km 13 466 1709 11708 11017
1.5 km 7 223 796 5019 4621
2.0 km 2 109 374 2216 1965
2.5 km 0 42 166 942 868
3.0 km 0 21 55 441 400
4.0 km 0 3 12 107 105
5.0 km 0 0 4 43 34
6.0 km 0 1 0 7 5

trons diffusion in a random walk manner through the air from each origin point.
Therefore, the neutron source is interpreted as a cone of photons, illustrated
in Figure 12.5, in which the neutrons are created widely spread and start their
random motion contributing to the ground ground distribution.

The photon energy range was separated in 4 intervals within the GDR energy
range: 10-15, 15-20, 20-25, 25-30 MeV. Figure 12.6 shows the contribution of
each energy range for the neutron detection for different source altitudes. The
neutron spectra are created mostly by photons with energy between 20-30 MeV,
as the photonuclear cross section of nitrogen peaks at 23 MeV [243], while the
10-15 MeV photon energy range has only significant signals in the MC size used
in this study for low source altitudes, this may be seen in Figure 12.6 in which
is presented the total neutron count per primary as a function of photon source
altitude.

The detection for all intervals follow approximately the same behavior as
a function of source altitude, as shown in Figure 12.6. Therefore, each energy
interval labeled i contribute with Npi neutrons per primary to the total signal
per primary Nt, according to the Equation 12.1; where h is the source altitude,
βi is the constant of decay and Ii is the extrapolated value of the curve for h
= 0. The factors ai in Equation 12.2 are weight factors to account for how
much each energy interval contribute to the signal. All ai are considered as 1 in
our simulations, this means that our results are the simple sum of each energy
interval products. In order to approximate the detection of an arbitrary initial
photon spectrum, one may adjust the factors ai.

Npi(h) = Iie
−βih (12.1)

Nt(h) = ΣiaiNpi(h) (12.2)

The βi and Ii values are summarized in Table 12.3. Each βi was calculated
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Figure 12.3: Photon temporal signal at the ground for all simulated source
altitudes, as indicated by the legend. The vertical line marks the end of the
primary pulse at 0.1 ms. The gray shade indicates low statistics.

interpolating the non zero extreme values for each curve, i.e., using the values
of detected neutrons per primary for a source altitude at 300 m and the highest
source altitude with neutron counts; the highest source altitude vary from one
curve to another due to increasing air layer thickness that unable the neutrons
to reach sea level.

The photon spectrum is generally fitted by Equation 12.3 [62], resembling
a steady state RREA photon spectrum. The amount of photons with energy
above the photonuclear reaction threshold increases with the exponential cutoff
(Eth). Figure 12.7 shows the neutron production as function of this exponential
cutoff following the strategy described previously. Here the weight factors ai are

Table 12.3: Values for analytic interpolated curve for each energy range detec-
tion decay with source altitude.
Energy Range [MeV] β [km−1] I per primary
10-15 1.77 1.022× 10−4

15-20 1.34 8.323× 10−4

20-25 1.50 4.088× 10−3

25-30 1.36 2.944× 10−3
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Figure 12.4: Neutron temporal signal at the ground for different source altitudes
indicated by the legend. The gray shade indicates low statistics.

normalized by the total amount of photons between 10 and 30 MeV, i.e., the
Equation 12.3 integrated over 10 and 30.

f(E) =
1

E
e
−E
Eth (12.3)

All neutrons that do not reach sea level will eventually be captured again,
accompanied with a release of a high energy photon, which will produce the
delayed photon signal seen in the second part of the temporal photon signal.
Thus, there is a neutron induced photon signature at the ground that can be used
to more easily detect a neutron emission during measurements on thunderstorms
due to the delay between the first and the second photon pulse. Due to a
temporal correlation between the neutron signal and the second photon pulse,
which can be seen with the spectra present in Figure 12.8 that are the same
spectra present in Section 12.3.2 but separated in time intervals of before and
after 0.1 ms, we assume that the neutrons are the source of those photons.

The majority of the photons are within the first photon pulse (before 0.1 ms) ,
while the secondary pulse is composed by a, relative to the spectra, small photon
number with energy between 10 keV and some MeV, this feature is shown in
Figure 12.8 a and b. The rate of photons present in the second pulse for the
photons present in the first pulse is, for the same source altitude, ∼ 10−5 which
is in agreement with the hypothesis of the neutrons being their source; since,
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considering the [228] rate of neutrons created by photons (4.3×10−3), we would
have ∼ 104 neutrons created by the our 107 primary photons. This last number
of neutrons is enough to generate our detection and the secondary photon pulse,
see [120] which identifies this secondary photon pulse as a TGF afterglow.

Meanwhile, the neutron spectra before 0.1 ms are composed by the more
energetic neutrons that are were created near the ground and interact little with
the air. The neutron spectra after 0.1 ms are composed by neutrons with energy
lower than 1 MeV, as can be seen in the right column of Figure 12.8, since they
were created at higher altitudes and lost energy in collisions with the air and
created the second photon pulse.

The time scale separation on the neutron spectra also distinguish them on
two different populations. The signature present on the first 0.1 ms of the
discharge will be dominated by MeV energies and, hence, the detectors focused
on this energy regime (such as the NM-64) will record this part of the spectra.
Meanwhile, the detectors such as the Helium based thermal neutron counter is
more likely to register counts after 0.1 ms. Therefore, these two different time
scales must be taken into consideration on time correlated detections in order
to see correctly what phenomena can cause the measurements.

The simulated results can be generalized to any detection altitude through
equivalence on the integrated density between the source and the sea level. Due
to the ambient described on Section 12.2, the integrated density can be calculated
following the Equation 12.4.

Id = Σ
n(z)
i Nidz (12.4)

Where Id is the integrated density; Ni is the density value linearly interpo-
lated from the [242]; dz is the constant air layer thickness of 250 m; z is altitude
and n is the final air layer index to be summed. This equivalence is justify by
the same number of air molecules available to particles interactions for equal
values of integrated density. In this manner, measurements with the detector
at high ground altitude such as 3 km can estimate the source altitude based on
their detections.

12.5 Conclusions and outlook

We simulated neutron footprints from gamma-ray point sources, of between
10 MeV and 30 MeV initial energy, differentiated between four initial energy
intervals of 5 MeV width. Clearly we see that, even though the photons start as
point source, neutrons do not originate from a point source, as they are produced
along the kilometers long paths of the high energy (primary) photons. The later
limits simple inverse approximations of the amount of photons needed to explain
observed fluxes, as was done in reviewed literature. The current provided fluxes
can be used to make better estimations
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We observed that spectra shapes from the four different energy intervals do
not change significantly, besides the number of neutrons produced. In other
words, as the number of neutrons produced is so sensitive to the gamma-ray
energy, the neutron yield depends on the gamma-ray initial spectrum. We cal-
culated the number of neutrons as function of the characteristic (mean) energy
cutoff of a steady state RREA for several altitudes, see figure 12.7. This de-
pendence can be used to calculate the expected number of photons, e.g. in a
gamma-ray glow, when the characteristic (mean) energy cutoff can be approx-
imated based for example on its sensitivity of electric field. Or in the other
direction, knowing the total neutron to photon ratio results in the characteristic
(mean) energy cutoff (assuming RREA) and by that a diagnostic for the ambient
electric field.
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beam of high energy (primary) 
photons moves downwards

primary photon source

neutrons are produced by photonuclear 
interaction of high energy (primary) photons,  
after which they diffuse isotropically while 
cooling down

ground

beam of lower energy backscattered (secondary) 
photons moves upwards and sideways

Figure 12.5: Illustration of neutron source geometry due to a point-like photon
emission, initially directed downwards. Beam of high energy (primary) photons
(in red) diffuse slightly, but remain beamed downwards. In the beam of high
energy (primary) photons, individual photons move in straight lines and along
their path have the probability to create neutrons by photonuclear interaction.
Created neutrons diffuse isotropically while they cool down, illustrated in blue.
The beam of lower energy (secondary) photons can move upwards or sideways,
but do not have enough energy (anymore) to create neutrons.
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Figure 12.8: Energy distributions of photons (top row) and neutrons (bottom
raw), equivalent as figures 12.1 and 12.2, but now differentiated between arriving
before (left column) and after 0.1 ms (right column).



200 12.5. Conclusions and outlook



Chapter 13

TGF afterglows: a new
radiation mechanism from
thunderstorms

Thunderstorms are known to create terrestrial gamma-ray flashes
(TGFs) which are microsecond-long bursts created by runaway of ther-
mal electrons from propagating lightning leaders, as well as gamma-
ray glows that possibly are created by relativistic runaway electron
avalanches (RREA) that can last for minutes or more and are some-
times terminated by a discharge. In this work we predict a new interme-
diate thunderstorm radiation mechanism, which we call TGF afterglow,
as it is caused by the capture of photonuclear neutrons produced by a
TGF. TGF afterglows are milliseconds to seconds long; this duration is
caused by the thermalization time of the intermediate neutrons. TGF
afterglows indicate that the primary TGF has produced photons in the
energy range of 10 - 30 MeV; they are nondirectional in contrast to the
primary TGF. Gurevich et al might have reported TGF afterglows in
2011.

This chapter has been published in [26]:
TGF afterglows: a new radiation mechanism from thunderstorms, C. Rutjes, G.
Diniz, I. S. Ferreira, U. Ebert. Geophysical Research Letters
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13.1 Introduction

Thunderstorms emit energetic radiation of different types. Best known are Ter-
restrial Gamma-ray Flashes (TGFs) which are microsecond-long bursts of pho-
tons that were first observed from space [53, 244]; they can be accompanied
by bursts of electron positron pairs [54, 55]. On the other hand, gamma-ray
glows last much longer, for minutes or even hours; they have been observed on
ground, from balloons and aircraft [56–61, 118]. Chilingarian et al. call them
thunderstorm ground enhancements, which refers to the fact that the detector
is located on ground.

The different properties of flashes and glows have been related to different
physical mechanisms. TGFs originate from cold runaway [65] where thermal
electrons accelerate to tens of MeV in the strong electric fields of a propagating
leader discharge. TGFs appear in bursts that last for microseconds to millisec-
onds with a temporal distribution sketched in Fig. 13.1; they correlate with
leader propagation. Researchers have investigated how the streamer phase [66–
68, 245] or the leader phase [69–73] could accelerate electrons to energies that
could explain the gamma-rays as an effect of bremsstrahlung. Experimentally
cold runaway has been found in pulsed discharges [74–77] and during the for-
mation of meter long laboratory sparks [78–84, 246]. Glows on the other hand
would originate from relativistic runaway electron avalanches (RREA) [64, 85],
with feedback of photons and positrons creating new avalanches [86–88]; they
evolve on the timescale of seconds to minutes and even hours, as sketched in
Fig. 13.1 as well. Whereas lightning leaders produce TGFs, lightning is ob-
served to terminate gamma-ray glows [17, 18, 56].

Distribution of durations

TGFs

TGF afterglows

µs ms s min h

Gamma-ray glows

Figure 13.1: Sketch of the distribution of durations of TGFs, TGF afterglows
and gamma-ray glows.

Here we predict a new intermediate thunderstorm radiation mechanism,
which we call TGF afterglow, that evolves on the timescale of milliseconds to
seconds, as also sketched in Fig. 13.1. In short, when photons in the TGF are en-
ergetic enough to release neutrons from air molecules by a photonuclear reaction,
the neutrons have initial energies of tens of MeV and slowly cool down through
collisions with nuclei of air molecules (as neutrons have no electric charge). Dur-
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ing thermalization they can be captured again by nuclei and sometimes with the
release of a high energy photon, hence in those cases reverting the photonuclear
reaction.

That thunderstorms produce neutrons is observed [11, 19, 232, 234, 235,
237, 238, 247, 248]; and the relevant generation channels have been identified
[14, 227, 249–251] as photonuclear reactions γ + 14N → n + 13N, γ + 16O →
n + 15O and γ + 40Ar → n + 39Ar, with threshold energies of εN = 10.55 MeV,
εO = 15.7 MeV and εAr = 9.55 MeV, respectively [231]. The photonuclear cross
section is maximal for photons of roughly 23 MeV, creating neutrons of roughly
13 MeV; for a further discussion of the energy spectrum of the neutrons we refer
to Babich et al. [228]. Electrodisintegration reactions (where electrons react with
nuclei) could contribute to neutron generation as well, but their contribution is
negligible [14]. The simulations by Köhn and Ebert [73], Carlson et al. [130],
Babich et al. [252, 253], Drozdov et al. [254] have focussed on neutron production
from TGFs, with the number of neutrons produced by a typical TGF varying
from 1012 neutrons by Carlson et al. [130] to 1015 neutrons by Babich et al.
[252, 253]. This is mainly due to different assumptions of the total number of
photons and their spectrum, or of the initial electrons that create the photons
by bremsstrahlung. These studies focus on the neutron emission, and we will
return to them in Sec. 13.2. The present study addresses for the first time the
prolonged and relocated gamma-ray glow generated by the nuclear capture of
the neutrons during their thermalization.

Gurevich et al. [255] have recently observed gamma-ray emissions lasting 100
to 600 ms during lightning activity, with some inner temporal structures with
durations that are too long for a TGF, which on ground maximally lasts a few
hundreds of microseconds. These observations might be the first measurement
of TGF afterglows. We will return to these observations in Sec. 13.3 to illustrate
how TGF afterglows would qualitatively appear in measurements.

13.2 Simulations

13.2.1 Setup of simulations

Here we present two simulations, made with the general purpose Monte Carlo
code FLUKA [www.fluka.org] [22, 112], which performs very well in the energy
regime relevant for TGFs [115], and which has state-of-the-art neutron trans-
port and interactions [112]. We simulate in air (78.085% N2, 20.95% O2 and
0.965% Ar) with the altitude dependent density profile given by the ‘US Stan-
dard Atmosphere (1976)’ (by the U.S. Committee on Extension to the Standard
Atmosphere).

We perform both simulations within a cylindrical section of the atmosphere
extending from ground up to 18 km altitude, with a radius of 12 km. Within
FLUKA, this volume is partitioned into 72 horizontal slabs of 250 m thickness
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in altitude. Every slab is filled with a homogenous air density determined by
the air density of the ‘US Standard Atmosphere (1976)’ at the bottom of each
slab, resulting in an exponential density profile starting from 1.225 kg m−3 in
the lowermost slab up to 0.1216 kg m−3 in the uppermost slab. The tempera-
ture, however, is constant and equal to 293K everywhere. Each horizontal slab
interface acts as an infinitely thin virtual detector, which detects any passing
particle. The output that we record at these interfaces is: the particle type and
its kinetic energy, its position in the interface plane, and the time of passing.

The output allows to calculate directly the average flux through the interfaces
within a time bin. The time bins are equally spaced on logarithmic scale, with
edges given by 10p s, where p ranges from −9 to 2 in steps of 0.1. The particle
density at the interfaces is approximated by dividing the flux by the velocity;
more precisely, for the neutrons we add the inverse square root of the kinetic
energy of all particles passing the interface within a time bin with an appropriate
factor (

√
mn/2). This approximation of the density is within the accuracy level

of other parameters. This time averaged density is presented in different manners
in Figures 13.2 and 13.3. The top panel shows these averaged densities integrated
over the horizontal interfaces as a function of the discrete altitudes of these
interfaces. The middle panel shows the average density as a function of radius
at a given altitude. The bottom panel shows the total particle numbers in the
system. Discretization artifacts in these figures are due to the discreteness of
the interface altitudes and the time bins.

After the primary electron acceleration in a discharge, electrons, photons,
neutrons and other TGF products move independently through the atmosphere
colliding only with neutral gas molecules, hence the further evolution is linear.
We therefore always start with 108 particles, and we can get higher particle
numbers by multiplying initial, intermediate and final states by the same num-
ber. The number 108 is chosen as a compromise between statistical accuracy
and computational demands.

As already discussed, electrons can gain high energies near leader discharges,
and these electron energies are converted into photons by bremsstrahlung. A
recent study by ? ] of 46 TGFs constrains the average number of electrons with
energies above 1 MeV to approximately 2 × 1018, with a range from 4 × 1016

to 3× 1019, for source altitudes above 10 km. According to Briggs [244] photon
energies can reach up to tens of MeV. We here concentrate on the photons with
energies between 10 and 30 MeV as they can create neutrons by a photonuclear
interaction. Gjesteland et al. [256] analyze three TGFs and estimate that the
number of photons with energy above 1 MeM varies between 1017 and 1020 under
the assumption that the TGFs have started at 8 km altitude.
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13.2.2 TGF afterglow generated by the primary TGF

Our first simulation assumes that the TGF is at 8 km altitude and directed
downward. It starts with 108 photons with uniformly distributed energies be-
tween 10 and 30 MeV. Using the results of Gjesteland et al. [256], and assuming
that 1% of the photons with energy above 1 MeV have an energy above 10 MeV,
we should actually consider 1016±1 photons above 10 MeV rather than 108. But
as the evolution outside the TGF source is linear, we can take this into account
by multiplying the result of the evolution of 108 photons by a factor 108±1.

Fig. 13.2 shows the evolution as function of the logarithm of time. Photons
are included only if their energy exceeds 10 keV. The presented quantities are
defined in Sec. 13.2.1. The top panel of Fig. 13.2, viewed from left to right, shows
first the light cone of the developing TGF as non-filled red to yellow contours.
Photons moving upward have been backscattered or they are secondary, which
implies that they have lost a significant amount of energy. Therefore only the
primary photons (that move downward), will be energetic enough to produce
neutrons; hence the neutron cloud appears only at lower altitudes in this config-
uration. The mean free path of the photonuclear reaciton scales with density as
` = `0

n0
n . For the integrated density (starting at 8 km downward), the mean free

path of the photonuclear cross section equals 5 km, consistent with Fig. 13.2.

When the neutrons are just created, their typical energy is of the order of
13 MeV (the energy of the maximum of the photonuclear cross section minus the
neutron binding energy in nitrogen nuclei); then the neutrons diffuse isotropically
and cool down (the neutron energy is given in the bottom panel of Fig. 13.2).
While cooling down, the intermediate neutrons do create some photons by inelas-
tic scattering, visible in the top panel at around 3 km, where the TGF envelope
extends longer in time than at other altitudes, but after 10−4 s the secondary
photons produced by inelastic scattering have energies below 10 keV and are
thus not shown. The time for neutron thermalization scales as t = t0

n0
n . We

see in the bottom panel of Fig. 13.2 that around 3 km altitude the intermediate
neutrons take 0.5 s to thermalize. Neutrons can (at any energy) be captured
again, but the cross section for neutron capture increases for decreasing energy
as σcapture ∝ 1/

√
Eneutron ∝ 1/vneutron, according to the so-called 1/v-law (see

chapter II of [257]). Because of the 1/v-law, the rate kcapt of neutron capture
and hence of photon production in the TGF afterglow is constant for constant
air density, as kcapt = vneutronσcapturenair ∝ n

n0
. Actually, the most significant

capture pathway is not producing a high energy photon, but of radiocarbon (i.e.
n+ 14N→ 14C + p). The cross section for this reaction is σcapt = 1.8×10−28 m2

[? ] at thermal velocities (0.025 eV, 2200 m/s), yielding a neutron capture rate
of 15.8 s−1 n

n0
. The TGF afterglow timescale is thus

Tafterglow = 1/kcapt ≈ 0.063 s exp

(
h

7 km

)
, (13.1)
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Evolution of TGF afterglow at 3 km
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Figure 13.2: Evolution of the TGF afterglow generated by the primary TGF as
a function of the logarithm of time. Top and middle panel are contour figures of
the photon and neutron density (see definitions in Sec. 13.2.1), on a logarithmic
scale; contours represent half a decade (i.e. a factor of 100.5). The contour lines
(red, yellow to white) are photons above 10 keV, the filled contours (blue to
white) are neutrons. In the top panel the density is horizontally integrated. The
middle panel gives the density profile as a function of radius at 3 km altitude,
the density is averaged over rings around the symmetry axis. The bottom panel
shows two quantities: on the left y-axis in purple the total particle number
Ni(t) of photons (diamonds) and neutrons (crosses), per initial photon Nγ(0),
with their approximations given by equations (13.2), (13.3) and (13.4); on the
right y-axis in blue the average neutron energy is drawn as a solid line, together
with the minimal and the maximal neutron energy as dashed lines.

if one assumes an exponential air density profile with a scale height of 7 km.

The bottom panel in Fig. 13.2 shows the total number of photons and neu-
trons. This number is the domain integrated time-averaged density, as explained
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in Sec. 13.2.1. The evolution can be explained in a simple way, with three species
and four rates, where we for convenience neglect the altitude (i.e., air density)
dependence of the reaction rates (as all frequencies scale as f = f0

n
n0

). The first
reaction is the absorption of high energy photons,

Nγ(t) ≈ Nγ(0) exp [−kph−absorpt] (13.2)

with the photon absorption rate kph−absorb = µc ≈ 2 × 105 s−1 at STP,
(where µ is the photon attenuation coefficient, for a discussion see Rutjes et al.
[115]). The loss due to the production of neutrons, i.e. the photonuclear re-
action kph−nuc = cσph−nucnair ≈ 8 × 102 s−1, can be neglected in Eq. 13.2 as
kph−absorp � kph−nuc. In Fig. 13.2 one sees that the photon number Nγ(t) (dis-
played as diamonds) first increases, as the TGF beam creates also secondary
photons, which are counted in the simulation, but Eq. 13.2 approximates only
the number of high energy photons (with energies say & 1 MeV), see further
discussion by Rutjes et al. [115].

The photonuclear cross section for nitrogen and for photons between 10 and
30 MeV ranges from 1 mb to a peak value of 14 mb at photon energy of 23 MeV
[243]. For the approximation of kph−nuc above, we took the average photonu-
clear cross section of nitrogen σph−nuc ≈ 2 mb. The number of neutrons per
TGF photon (between 10 MeV and 30 MeV) can then be approximated as
kph−nuc

kph−absorp
≈ 4 × 10−3 (consistent with the result of 4.3 × 10−3 by Babich et al.

[228]). One may assume that all neutrons are generated - as this is limited by the
photon absorption timescale k−1

ph−absorp ≈ 5 µs - before they start to disappear

by capture, which happens with a rate of kcapt ≈ (80 ms)−1 at 3 km altitude.

As already mentioned above kcapt does not depend on energy, but only on
altitude. For the number of intermediate neutrons this yields

Nn(t) ≈ Nγ(0)
kph−nuc

kph−absorp
exp [−kcaptt] for t� k−1

ph−absorp. (13.3)

This equation is consistent with our simulated neutron number, indicated
with crosses in the bottom panel of Fig. 13.2. For the gamma-radiation of the
TGF afterglow we need to use the number of neutrons and the reaction rate from
the most significant pathway producing high energy photons, i.e. n + 14N →
15N + γ, which happens with a rate of kn−ph = 0.7 s−1 as the cross section equals
7.98× 10−30 m2 [? ] at thermal velocities (0.025 eV, 2200 m/s). Together this
results in

Nγ−TGF afterglow(t) ≈ kn−ph

kph−absorp
Nn(t) ≈ Nγ(0)

kph−nuckn−ph

k2
ph−absorp

exp [−kcaptt] for t� k−1
ph−absorp,

(13.4)
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where
kph−nuckph−nuc

k2ph−absorp
≈ 1.3 × 10−8, consistent with our simulated photon

numbers, indicated with diamonds in the bottom panel of Fig. 13.2.

13.2.3 TGF afterglow generated by neutrons (for better statis-
tics)

The number of simulated photons in the TGF afterglow in Fig. 13.2 is limited,
as we started the Monte Carlo simulation with 108 primary photons, and as
the conversion rate from photon to neutron and consecutively from neutron
back to photon is low. To achieve better statistics, our second simulation starts
directly with 108 neutrons at an altitude of 10 km. As photons with energies
between between 10 and 30 MeV are converted into neutrons with a probability
of about 4 × 10−3 according to our calculations and to Babich et al. [228], we
have to multiply our simulation results for particle numbers now with a factor
of 4 × 105±1 to simulate a TGF with 1016±1 primary photons in the required
energy range.

The 108 neutrons of our simulation initially all have the most probable en-
ergy of 13 MeV, and they are directed downwards, but they rapidly transit to
isotropic diffusion. Fig. 13.3 presents the evolution of neutrons and photons in a
similar manner as Fig. 13.2, but now focused on the TGF afterglow after 1 ms.
Apart from the better statistics of neutron to photon conversion, there are major
differences to the earlier simulation. As the air density nair is 2.2 times lower,
the neutrons cool down 2.2 times more slowly, and they spread 2.2 times more
widely, hence the TGF afterglow is much more extended in space and duration.
At the altitude of 10 km it lasts for more than 1 s, as the rate constant kcapt in
Eq. (13.3) is now kcapt ≈ 5 s−1.

The statistics of Fig. 13.3 are much better than those of Fig. 13.2, but unfor-
tunately the simulated box (see Sec. 13.2.1) was too small to keep all particles.
The top panel clearly indicates that many particles leave the system at its upper
border at 18 km altitude. Therefore the normalization rates of Eqs. (13.2-13.4)
do not apply in the same fashion, so we rescaled them to fit the data. The
decay rate of particles, however, with a rate constant of 5/s at 10 km altitude
represents a good fit.

13.2.4 The predicted detector signal

One question is whether the predicted TGF afterglow will be measurable above
the cosmic background radiation. Figures 13.2 and 13.3 show that it will be hard
to detect a TGF afterglow at sea level, if the neutrons are created above 3 km.
We have calculated the predicted detector signal of the TGF afterglows for the
simulation of Fig. 13.2 at 3 km altitude, and for the simulation of Fig. 13.3 at
10 km altitude. The detector is the one of Gurevich et al. [255] with an area of
475 cm2, and we used a temporal bin size of 200 µs as in their published plots.
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Evolution of TGF afterglow at 10 km
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Figure 13.3: The same as in Fig. 13.2, but now for the TGF afterglow started
from a neutron source at 10 km directed downwards. In this figure time is plotted
only from 10−3 s on, focussing on the TGF afterglow. The bottom panel does
not represent the total particle number as some escaped of the system at the
upper boundary at 18 km, see text. The decay rates, i.e., the fits of the purple
dashed lines, are the same as in Fig. 13.2, adapted to the lower air density (at
10 km compared to 3 km).

We assume that it is hit by 2 cm−2s−1 or 9 cm−2s−1 cosmic background photons
with energy above our threshold of 10 keV at 3 or 10 km altitude, based on
Bazilevskaya et al. [258]. This Poisson-distributed background is added to the
signal in Fig. 13.4.
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Simulated and measured detector signals
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Panel B: simulated at 10 km

A.V. Gurevich et al. / Physics Letters A 375 (2011) 1619–1625 1623

Fig. 5. Dependence of gamma-radiation intensity upon the electric field change for positive (left) and negative (right) atmospheric discharges.

Fig. 6. Two examples of gamma-ray bursts observed in the thunderstorm relaxation period corresponding to a small electric field jump (the discharges marked as “5” and
“6” in Fig. 2B). At the left – negative discharge (−0.8 kV/m ), at the right – positive discharge (+0.9 kV/m).

even if being averaged over the whole duration of a burst, exceeds
considerably its background level, up to an order of magnitude in
the strong bursts.

The temporal structure of the gamma-ray emission bursts ac-
companying the electric discharges in the atmosphere is highly
inhomogeneous: it consists of numerous flashes. Many of these
flashes have a gamma-quanta counts which seemingly exceed the
maximum count threshold of registration system used in the mea-
surement season of the 2007 year, 15 pulses per a 200 µs long
temporal interval. This means, that the peak values of the radi-
ation flux during the flashes occur at least 70–80 times above its
usual background, and can reach a level of 150–200 gamma-quanta
per 1 cm−2 s−2. (Accordingly, in our new data acquisition system
which is in use since the Summer 2010 the upper limit for a pos-

sible signal count is practically removed, and now it has been just
seen that the peak flux of a gamma-radiation flash can grow to
much higher values.)

Thou the mostly energetic gamma-ray bursts occur in the active
period of the thunderstorm (in the period of 07:27–07:46 UT in
our example case), sufficiently intensive bursts can be distinctly
seen as well in the relaxation time, 07:50-08:00 UT. An example of
such bursts is presented in Fig. 6.

Thus, in our experiment it is for the first time shown that
the temporal distribution in radiation bursts which accompany the
atmospheric electric discharges is extremely non-uniform; an inte-
gral flux of gamma radiation in the bursts exceeds its background
value up to 1–2 orders of magnitude and grows effectively with
discharge amplitude.
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“6” in Fig. 2B). At the left – negative discharge (−0.8 kV/m ), at the right – positive discharge (+0.9 kV/m).
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seen that the peak flux of a gamma-radiation flash can grow to
much higher values.)

Thou the mostly energetic gamma-ray bursts occur in the active
period of the thunderstorm (in the period of 07:27–07:46 UT in
our example case), sufficiently intensive bursts can be distinctly
seen as well in the relaxation time, 07:50-08:00 UT. An example of
such bursts is presented in Fig. 6.

Thus, in our experiment it is for the first time shown that
the temporal distribution in radiation bursts which accompany the
atmospheric electric discharges is extremely non-uniform; an inte-
gral flux of gamma radiation in the bursts exceeds its background
value up to 1–2 orders of magnitude and grows effectively with
discharge amplitude.

Panel C: top-right panel Fig. 6  
from [Gurevich et al., 2011]

Panel D: bottom-right panel Fig. 6  
from [Gurevich et al., 2011]

Figure 13.4: Panel A and B: simulated counts of gamma-radiation, from the
simulation presented in Fig. 13.2 and Fig. 13.3. Panel C and D are taken from
[255], in which it is denoted there as event ”6”. Panel A to C are gamma-
ray counts per 200 µs interval on a detector of 475 cm2, at 3, 10 and 3.8 km
respectively. Panel D gives the measured fast electric field variation (20 µs
sampling rate measured by the capacity sensor, see for more details [255]).

As discussed above, the particle numbers of our simulation are orders of mag-
nitude lower than in a real TGF. The statistics of our simulation are corrected to
1016 initial photons between 10 and 30 MeV. Obviously, the TGF afterglow can
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clearly be detected above the cosmic background radiation. The signal would be
even more conspicuous for TGFs containing 1017 or 1018 photon, above 10 MeV.
It is important to remark that photons decay with a rate of kph−absorp = (5µs)−1

at STP, or with (7µs)−1 and (15µs)−1 at 3 km and 10 km, respectively. Thus
the TGF signal from the simulation of Fig. 13.2 is only visible as a point at
t = 0 ms in Fig. 13.4, and the duration of the TGF afterglow is just the life-time
of the neutrons, as explained with Eq. (13.4).

13.2.5 Summary of predictions for TGF afterglows

We have predicted a new thunderstorm radiation mechanism, the TGF afterglow.
It is formed by the photonuclear production of neutrons by the TGF, neutron
propagation and cooling and the inverse reaction that creates gamma-rays again.
TGF afterglows are thus a signature of gamma-rays above 10 to 30 MeV. A TGF
afterglow can be distinguished from TGFs or gamma-ray glows by the following
criteria:

1. Duration: A TGF lasts not longer than 200 µs, or possibly 600 µs depend-
ing on the interpretation of some observations as one or several flashes. A
gamma-ray glow lasts for seconds or more, see Fig. 13.1. A TGF afterglow
lasts for 60 to 600 ms depending on the atmospheric altitudes crossed by
the intermediate neutrons acting as their source, see Eq. (13.1). See also
Fig. 13.1 for illustration.

2. Signal shape: Neutron and photon signal appear suddenly and decay in
time, compared to the photon and neutron signal in a gamma-ray glow
which first swells and then decays.

3. Correlation with fast field changes: TGF afterglows are created by
TGFs which are triggered by leader propagation and related to fast electric
field changes. Gamma-ray glows are seen before a discharge and can be
terminated by one.

4. Photon isotropy: The photons of a TGF afterglow are fairly isotropic,
in contrast the beams produced either in a TGF of in a gamma-ray glow
by the beamed motion of electrons and their beamed gamma-ray emission
by bremsstrahlung).

5. Energy range: The photon energy does not exceed the photonnuclear
energy of εN ≈ 10 MeV for nitrogen, compared to many tens of MeV in a
gamma-ray glow or TGF.).
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As already mentioned in the introduction, Gurevich et al. [255] have reported
gamma-ray emissions lasting for 0.1 to 0.6 s. Clearly, the duration is significantly
longer than any TGF detected or simulated, which should disappear within a
millisecond, but the signals reported by Gurevich et al. [255] are many orders
longer. They occurred during the full duration of an atmospheric discharge at
the Tien-Shan Cosmic Ray station at 3.3 to 3.9 km altitude, within the Tien-
Shan mountains that reach up to almost 7.5 km altitude. Gurevich et al. [255]
found that the temporal distribution of gamma-radiation intensity in a burst
is quite non-uniform, with some time structures on the scale of ms strongly
correlated with an electric field change during the discharge. Based on duration
only, the measurements fall in the regime of TGF afterglows, see Fig. 13.1 for
illustration.

To illustrate how TGF afterglows would qualitatively appear in measure-
ments, we added one event from [255] to Fig. 13.4, see panel C and D. The
measured gamma-ray counts in panel C appear suddenly at t = 0 ms, simulta-
neous with a fast field variation given in panel D, after which it decays in time.
This measured structure in panel C, from 0 ms to 200 ms, shows similarities to
our simulated TGF afterglow at 3 km. But, the observations are probably not
produced by the specific TGF that we simulated (a TGF starting at 8 km and
directed vertically downwards), there could be other scenarios (different altitude,
orientation, opening angle and photon spectrum), in addition also the number
of photons per TGF varies by an order of magnitude.

The measurements of Gurevich et al. [255] show also structures that would
not fit in the description of a TGF afterglow. Namely, structures that first
swell and then decay, centered around one or multiple fast field variations. An
example of such a structure is also seen in panel C and D, between 200 ms to
300 ms. We speculate that it fits in the description of a gamma-ray glow, but
a transient one with a much shorter life-time than typically measured. It could
be the result of field development by previous partial discharges, producing a
transient patch of air with an electric field above runaway breakdown, until the
patch itself is discharged by a leader.

There may be more candidates of gamma-ray observations from thunder-
storms which are actually TGF afterglows. We have summarized discriminators
in Sec. 13.2.5 to search for TGF afterglows and we invite other researches to look
for their signatures in their millisecond-timescale gamma-ray measurements.
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Chapter 14

Conclusions and outlook

14.1 Conclusions

This thesis has two research topics, ‘the problem of lightning initiation’ and ‘high
energy radiation from thunderstorms and lightning’. For both topics several
articles / chapters have been written of predictive nature as well as on ‘Model
development, reduction and evaluation’ applicable to more general problems
than previously mentioned. The main body of this thesis has been organized
into three distinct parts. Below, the main conclusions on all these parts are
summarized, with references to relevant chapters.

Model development, reduction and evaluation

Chapter 5: Discharge inception from a positive tip occurs due to the accumulation of
positive ions near the surface, where the historical Raether-Meek-criterion
for streamer inception is not appropriate. When the correct frequency
dependent permittivity is used, the streamer discharge develops with much
lower velocity and stays much thinner.

Chapter 6: Starting a discharge with a low number of electrons demands a stochastic
approach for streamer initiation. We combined existing software tools and
extended them to incorporate dielectrics. We present preliminary results
of discharge inception from an ice needle and charged droplets. We observe
that discharges start with a significant jitter and usually off symmetry axis,
limiting the use of cylindrically symmetric deterministic fluid simulations.
Ideally one starts with a particle code to simulate the probability of incep-
tion and the realistic initial avalanche to streamer phase, and thereafter
one continues with a fluid model for computational efficiency.

Chapter 7: Benchmark tests for codes in high energy atmospheric physics are con-
structed and used to evaluate custom-made codes and general purpose
codes made by large collaborations, for the scenario without electric or
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magnetic fields. We discuss important differences between the results of
the different codes and provide plausible explanations, mainly caused by
different implementations of the so-called low energy cutoff and the result-
ing straggling effect.

Chapter 8: For scenarios below classical breakdown and above runaway breakdown, we
started benchmarking important relativistic runaway electron avalanche
(RREA) characteristics. We observe and prove that not the low energy
cutoff, but the maximal step length setting significantly changes the accu-
racy of the simulation, which changes the perspective in modeling RREA
significantly compared to what was recently stated in literature. As a di-
rect consequence we show that it is safe to increase the low energy cutoff
by a few orders of magnitude, to improve computational efficiency and sta-
tistical accuracy for the same computation time. We derived the relative
error as function of the maximal step length and present its sensitivity to
the mean energy of the RREA.

Chapter 9: We present a simple and robust strategy for the selection of sampling
points in Uncertainty Quantification. The goal is to achieve the fastest
possible convergence in the cumulative distribution function of a stochas-
tic output of interest. We present comparisons with a stochastic collocation
method based on the Clenshaw-Curtis quadrature rule, and with an adap-
tive method based on hierarchical surplus, showing that the new method
often results in a large computational saving.

Lightning initiation problem

Chapter 10: We prove that a streamer can start from an ice particle in a thundercloud
electric field that is significantly below classical breakdown, with realistic
initial conditions and dielectric properties of ice. We derive the interplay
between hydrometer shape and thundercloud electric field strength, which
shows that ellipsoidally shaped hydrometeors have an optimal aspect ratio
for fixed length. Furthermore, we calculated by Monte Carlo study of
extensive air showers the frequency to obtain at least 100 cm−3 initial
free electrons to start the discharge and perform for a particular example
the full time-dependent self-consistent streamer simulation, to prove that
a streamer can start. The particular example configuration simulated is
expected to occur with a frequency of once per minute.

Chapter 11: Recent observations predict that lightning starts by a volumetric system
of streamers, which seems to be triggered simultaneously by an exter-
nal event. A possible explanation is drawn from the hypothesis that a
single extensive air shower initiates multiple independent streamers from
hydrometeors in a coherent way. We thoroughly studied the probability
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distribution of relevant extensive air showers and derived, with rare event
analyses, the expected availability of extreme electron seeds. We observe
that free electron densities at altitudes between 5 and 13 km do not exceed
values of 5× 103 cm3, and then only in cores of centimeter scale. In addi-
tion we observe that above 6 km, the availability of extreme free electron
densities decreases significantly with increasing altitudes. To match the
width of the system of streamers seen in measurements, streamers must
be triggered by electron densities down to 1 cm3. Such low electron densi-
ties demand a stochastic approach for streamer initiation, as discussed in
chapter 6.

Neutrons from thunderclouds and lightning

Chapter 12: Neutron emissions with different durations have been observed on ground
during thunderstorms. These neutrons can be produced by fast Terrestrial
Gamma-ray Flashes correlated with lightning, or by Gamma-ray Glows
lasting several minutes. In both cases the neutrons are produced through
a photonuclear reaction with nuclei of air molecules, if gamma-rays in
the energy range of 10 to 30 MeV are present, and are thus a diagnostic
for studying high energy atmospheric physics. We present simulations
of downward gamma-ray beams with energies between 10 and 30 MeV,
separated into 4 energy intervals with 5 MeV of width, at varying source
altitudes. The individual signature at sea level of each energy interval
allows the extrapolation of our results to an arbitrary source spectrum and
altitude. Our results indicate that neutrons are created along all photon
trajectories and the majority reaches sea level within a radius of around
0.5 km from the source axis.

Chapter 13: Thunderstorms are known to create terrestrial gamma-ray flashes (TGF)
which are microsecond-long bursts created by runaway of thermal elec-
trons from propagating lightning leaders, as well as gamma-ray glows that
possibly are created by relativistic runaway electron avalanches that can
last for minutes or more and are sometimes terminated by a discharge. We
predict a new intermediate thunderstorm radiation mechanism, which we
call TGF afterglow, as it is caused by the capture of photonuclear neutrons
produced by a TGF. TGF afterglows are milliseconds to seconds long; this
duration is caused by the thermalization time of the intermediate neutrons.
TGF afterglows indicate that the primary TGF has produced photons in
the energy range of 10 - 30 MeV; they are nondirectional in contrast to
the primary TGF. Gurevich et al might have reported TGF afterglows in
2011.
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14.2 Outlook

Lightning is observed to start as a volumetric system of streamers [202], poten-
tially triggered by an external extensive air shower. Combining the probabilities
of starting a streamer from a hydrometeor, the occurrence of a hydrometeor and
the occurrence of an electron seed that triggers the discharge, would give insight
in how these volumetric systems of streamers could form. For this, accurate hy-
drometeor size and shape distributions in thunderclouds are extremely desired,
but up to now not available.

A next step in the understanding of lightning initiation is how the initial
streamers further develop and interact with each other and with (other) hy-
drometeors. For example: How far can a streamer propagate in a given sub-
breakdown electric field? How does a hydrometeor influence path and evolution
of a streamer?. A direct challenge is to incorporate a physically accurate and
computationally efficient way to simulate the interaction of the plasma with a
dielectric surface (the hydrometeors). The latter is not only interesting for the
understanding of lightning, but it is also valuable for the high voltage technology,
for example to prevent surface flashovers.

Neutrons observed from thunderclouds and lightning are produced by pho-
tonuclear interactions with activation energy of 10 MeV [14, 227, 249–251], where
the photons are created by bremsstrahlung of energetic electrons assumingely
accelerated in electrostatic fields. However, recently neutrons were detected from
laboratory discharges while the potential did not exceed 1 MV energy [259, 260].
Thus these observations suggest that other types of electron acceleration must
play a role and may also be important for the acceleration of electrons near
stepping lightning leaders. So: How do the TGF source electrons get acceler-
ated? and strongly connected: How do leaders step? Recent findings, described
in chapter 8, provide a new perspective on combining models for high and low
energy electrons as the so-called low energy cutoff can be set orders of magnitude
larger than expected. It enables a separation in energy scale, which could be
used to construct a hybrid model where low energy electrons are modeled as a
fluid and high energy electrons as discrete particles.
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[143] Ivo Babuska, Raúl Tempone, and Georgios E Zouraris. Galerkin finite
element approximations of stochastic elliptic partial differential equations.
SIAM Journal on Numerical Analysis, 42(2):800–825, 2004.

[144] Mircea Grigoriu. Stochastic systems: uncertainty quantification and prop-
agation. Springer Science & Business Media, 2012.

[145] Dongbin Xiu. Numerical methods for stochastic computations: a spectral
method approach. Princeton university press, 2010.
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Summary

This thesis has two research topics, ’the problem of lightning initiation’ and
’high energy radiation from thunderstorms and lightning’.

Lightning is an electric discharge that develops in different phases. The last
phase, called the return stroke, is observed as a flash and heard as thunder. In
the first phase preliminary discharges try to start, which is far from trivial and
sometimes referred to as the lightning initiation problem. Roughly half of this
thesis is devoted to contributions to the lightning initiation problem. We prove
that a streamer can start from an ice particle in a thundercloud electric field that
is significantly below classical breakdown, with realistic initial conditions and di-
electric properties of ice. We derive the interplay between hydrometer shape and
thundercloud electric field strength, which shows that ellipsoidally shaped hy-
drometeors have an optimal aspect ratio for fixed length [chapter 10]. Recent
observations predict that lightning starts by a volumetric system of streamers,
which seems to be triggered simultaneously by an external event. A possible
explanation is drawn from the hypothesis that a single extensive air shower ini-
tiates multiple independent streamers from hydrometeors in a coherent way. We
thoroughly studied the probability distribution of relevant extensive air show-
ers and derived with rare event analyses the expected availability of extreme
electron seeds [chapter 11].

After the first initiation phase, lightning develops further and can produce
flashes of high energy radiation, in so-called terrestrial gamma-ray flashes (TGFs),
including the emission of neutrons. But also much longer lasting glows of high en-
ergy radiation have been observed from thunderclouds, called gamma-ray glows,
including again the emission of neutrons. The presence of neutrons is stressed,
as that indicates that the photon energy must have exceeded 10 MeV. Roughly
half of this thesis is devoted to contributions to the understanding of high energy
radiation from thunderstorms and lightning, and, in particular, of neutron emis-
sion and propagation. We present simulations of downward gamma-ray beams
with energies between 10 and 30 MeV, separated into 4 energy intervals with
5 MeV of width, at varying source altitudes. The individual signature at sea
level of each energy interval allows the extrapolation of our results to an arbi-
trary source spectrum and altitude [chapter 12]. Furthermore, these neutrons
interact again with the air. We predict a new intermediate thunderstorm radia-
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tion mechanism, which we call TGF afterglow, as it is caused by the capture of
photonuclear neutrons produced by a TGF. TGF afterglows are milliseconds to
seconds long; this duration is caused by the thermalization time of the interme-
diate neutrons [chapter 13].

The main body of this thesis has been organized into three distinct parts.
The first part - not yet summarized - covers model development, reduction and
evaluation. The chapters of the first part are created for predictions already
summarized above, but apply to more general fields of study. In chapter 5, we
revise the criterion for discharge inception, in particular for the avalanche-to-
positive-streamer transition near a dielectric surface. In chapter 6, we report
about a particle model to study the initial phase, specifically the stochastic na-
ture of positive streamer inception near dielectrics and other surfaces. In chapter
7 and 8, we evaluate, compare and benchmark Monte Carlo methods in high at-
mospheric physics. And in chapter 9, we present a simple and robust strategy
for the selection of sampling points to achieve the fastest possible convergence
in the cumulative distribution function of a stochastic output of interest, partic-
ularly useful for computationally expensive models, such as the simulations in
this thesis.



Nederlandse samenvatting
(Dutch summary)

Het werk beschreven in dit proefschrift omvat twee onderzoeksonderwerpen, te
weten: het starten van bliksem en energierijke straling afkomst van bliksem en
onweerswolken. Binnen beide onderwerpen zijn er bijdragen geleverd aan zowel
(algemene) methode ontwikkeling als ook (onderwerp specifieke) voorspellingen.
Bijdragen van dit proefschrift zijn daarom onderverdeeld in drie delen. Het eerste
deel gaat over modelontwikkeling, modelevaluatie en modelreductie. Het tweede
deel gaat over het ontstaan van bliksem en het derde deel over straling afkomstig
van bliksem en onweerswolken. Deze drie delen worden hieronder samengevat.

[Deel 1, hoofdstuk 5 t/m 9] Modelontwikkeling, modelevaluatie en
modelreductie

Om de fenomenen beschreven in dit proefschrift (zoals bliksem) te bestuderen
zijn modellen en simulaties gebruikt. Een model (of simulatie) is altijd een be-
nadering van de werkelijkheid, waarbij steeds een keuze moet worden gemaakt
tussen nauwkeurigheid en werkbaarheid. De reden is dat nauwkeurigere mod-
ellen vaak meer rekenstappen vereisen en het bij te veel rekenstappen te lang
duurt om het model door te rekenen.

Van bliksem is nog veel niet bekend. Om te begrijpen hoe bliksem start
zijn goede modellen nodig die bijvoorbeeld de invloed van ijsdeeltjes of regen-
druppels meenemen, maar het effect is een kostbare simulatie. Uit de studie,
beschreven in hoofdstuk 5, blijkt dat een historisch veelgebruikte criterium een
verkeerd beeld geeft in de buurt van objecten. Geladen deeltjes kunnen zich
namelijk ophopen in de buurt van een object en zo ook bij lagere spanning een
ontlading starten. Dit is een belangrijk gegeven voor het starten van bliksem,
maar ook voor het voorspellen van het doorbranden van apparaten binnen de
hoogspanningstechniek.

Hoofdstuk 6 rapporteert over de doorontwikkeling van een geavanceerde code
om de volledige start van een ontlading te simuleren in de buurt van een object.
In de code worden individuele elektronen gevolgd, omdat deze individueel een
zeer willekeurig gedrag vertonen wat resulteert in een kans dat een ontlading
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start. De code kan gebruikt worden om de start van bliksem te simuleren maar
ook in algemenere toepassingen binnen bijvoorbeeld de hoogspanningstechniek.

Hoofdstuk 7 is een vergelijkingsstudie van softwarecodes die gebruikt kunnen
worden om straling afkomstig van bliksem en onweerswolken te simuleren, met
de aanname dat elektrische velden geen rol spelen. Deze aanname is geldig voor
het stuk dat de straling aflegt vanaf de bron naar de observator, maar is vooral
gemaakt om een vergelijkingsbasis te creren waarop de codes tenminste overeen
moeten komen. Het hoofdstuk beschrijft standaarden om een goed vergelijk op
te zetten en voerd deze daarna uit op zes verschillende softwarepakketten. Wat
blijkt is dat er verschillende keuzes zijn gemaakt in de implementatie van de
benodigde benaderingen wat resulteerde in afwijkende uitkomsten. Deze keuzes
worden besproken en er wordt geadviseerd hoe het beste de simulatie moet
worden opgezet om afwijkingen te voorkomen.

Hoofdstuk 8 is een vervolg van hoofdstuk 7 waarbij nu wordt gekeken hoe de
codes presteren in de aanwezigheid van elektrische velden. De studie beschreven
in hoofdstuk 8 presenteert een belangrijk verschil bij het opzetten van simulaties
dan tot nu toe was bekend. Door de andere keuzes te maken kan een grotere
nauwkeurigheid worden bereikt met minder rekenstappen wat een kortere reken-
tijd oplevert. Ook geeft het de mogelijkheid om uitgebreidere simulaties toe
doen.

In hoofdstuk 9 wordt een strategie gepresenteerd die het mogelijk maakt
om adaptief de juiste begincondities te bepalen om door te rekenen in een sim-
ulatie om zodoende een minder aantal simulaties uit te hoeven voeren voor
dezelfde nauwkeurigheid. De nieuwe strategie is vergeleken met twee veel ge-
bruikte strategien en presteert over het algemeen beter.

[Deel 2, hoofdstuk 10 en 11] Het ontstaan van bliksem en de invloed
van kosmische deeltjes

Bliksem is een elektrische ontlading en voltrekt zich verschillende fasen. De laat-
ste fase is te zien als flits en te horen als een donder. De eerste fase, waarbij de
elektrische ontlading start, is beschreven in hoofdstuk 8. Voor een elektrische
ontlading is het nodig dat het elektrische veld hoog genoeg is en dat er vrije
elektronen aanwezig zijn. In een onweerswolk blijkt het elektrische veld in eerste
instantie bij lange na niet hoog genoeg is om te starten, maar maximaal 20%
van de benodigde waarde, die de doorslagspanning wordt genoemd. Druppels en
ijsdeeltjes daarentegen, die van nature aanwezig zijn in een onweerswolk, kunnen
het veld focusseren (versterken) tot boven de doorslagspanning. Echter, dit ver-
sterkte veld is dan alleen zeer lokaal aanwezig, in volumes van nog geen kubieke
millimeter. In dit klein volume moeten er vrije elektronen aanwezig zijn om de
ontlading te starten. Vrije elektronen worden steeds opnieuw aangemaakt door
achtergrondstraling, maar blijken in de onweerswolk zeer schaars te zijn omdat
de hoge luchtvochtigheid zorgt dat ze worden opgenomen door zeer kleine con-
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densdruppels. Deze schaarste van vrije elektronen, in combinatie met de kleine
volumes waar ze aanwezig moeten zijn, geeft een extra barrière om de bliksem
te starten. Naast de gemiddelde achtergrondstraling kunnen zeer energetische
kosmische deeltjes, afkomstig van ver buiten ons zonnestelsel, elektronenlawines
in onze atmosfeer creëren en zorgen voor de vrije elektronen voor het starten
van de ontlading bij de druppels en of ijsdeeltjes.

In hoofdstuk 10 wordt door middel van simulaties aangetoond, dat ont-
ladingen in onweerswolken kunnen ontstaan bij 15% van de doorslagspanning,
door rekening te houden met de aanwezigheid van ijsdeeltjes en vrije elektronen
gemaakt door kosmische deeltjes.

In hoofdstuk 11 is verder uitgebreid berekend welke hoeveelheden vrije elek-
tronen kunnen worden verwacht door deze zeer energetische kosmische deeltjes.

[Deel 3, hoofdstuk 12 en 13] Straling van onweerswolken en bliksem

Onweerswolken blijken ioniserende straling te produceren die grofweg te verde-
len is in twee categorien, gebaseerd op de duur van de straling en de correlatie
met bliksem. De eerste categorie zijn zeer kortdurende intense flitsen van stral-
ing, gecorreleerd met de ontwikkeling van bliksemkanalen. Dit fenomeen wordt
uiteindelijk meestal waargenomen als gammastraling en daarom aardse gam-
maflisten genoemd (in het Engels terrestrial gamma-ray flashes). De tweede cat-
egorie duurt vele malen langer en is juist niet gecorreleerd met bliksemkanalen,
maar ontstaat in de onweerwolk zelf. Ook dit fenomeen wordt uiteindelijk
meestal waargenomen als gammastraling en wordt daarom een gamma-gloed
genoemd (in het Engels gamma-ray glow).

Echter beide fenomenen beginnen in de vorm van elektronen die in sterke
elektrische velden worden versneld tot zeer hoge energien. Bij aardse gammaflis-
ten gebeurt deze versnelling tijdens de ontwikkeling van de bliksemkanalen en
bij de gamma-gloed versnellen de elektronen door de elektrische krachten van de
onweerswolk zelf. De versnelde elektronen produceren bij botsingen de gamma
straling die relatief vaak gedetecteerd wordt omdat gammastraling veel verder
rijkt. Maar het gaat verder, de gammastraling in beide categorien blijkt nog
zo sterk te zijn dat deze ook interacties aangaat en neutronen losmaakt van de
kernen van luchtmoleculen. Deze neutronen zijn ook gemeten en zijn bijzonder
omdat voor het losmaken tenminste 10 MeV energie nodig is. Hiermee geven ze
inzicht in de hoge energien die de eerste elektronen verkrijgen.

In hoofdstuk 12 wordt het neutronen signaal bestudeerd ten gevolge van
verschillende gammabronnen. De profielen gepresenteerd in het hoofdstuk kun-
nen gebruikt worden om aardse gammaflisten en/of de gammagloed beter te
diagnosticeren.

Het blijkt dat de neutronen op hun beurt weer gammastraling maken als ze
worden ingevangen door andere moleculen en zo maken ze eigenlijk een derde
categorie gammastraling.
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In hoofdstuk 13 wordt geschreven dat aardse gammaflisten een gamma-
nagloed (in het Engels TGF afterglow) geeft van gammastraling ten gevolge
van de nucleaire interacties van de neutronen.
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