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ABSTRACT 
A multigrid method is introduced to solve the nonlinear syst~m o~ equa~ions that arises from the discretisation of the steady semiconductor device s1mulat10n equa­tions. A special non-linear interpolation procedure is us~d to_ ac~ommodate the multigrid (FAS) procedure to the Scharfetter- Gummel d1scretlsat1on of the con-tinuity equations. 

1. INTRODUCTION 
In this paper we study the solution of the nonlinear system of _equation~ that is obtained bv discretisation of the 1-D semiconductor device modellmg equat10ns. A few papers.I consider the multigrid solution of the discrete semiconductor equations [ L 2. 5. l 0-13] . It seems, however, that the results do not show the full advantage of multigrid in the sense (i) that faster convergence could be expected and (ii) that possibly the coarsest grids in the process can be selected coarser. Therefore, we study non-linear FAS iteration. In contrast to the papers mentioned, we don't con­sider 2-D problems. Also in experiments, we restrict ourselves to one of the sim­)\est possible cases: the 1-D diode. 
In this paper, first we make an observation on the character of the PDEs. We 'ee that the principle part of the differential operator is a product of the Laplace )perator and a singularly perturbed operator. In the reduced form the principle part is a 4th order elliptic operator. For non-vanishing small parameter (which is the square of the Debye length), the operator is 6th order elliptic and the principle part contains as factors, besides the Laplacian, two convection diffusion operators: one with + grad if; and one with - grad if; for the convection direction. For the discretisation of the 1-D equations, the interval of definition is parti­tioned into cells. A box scheme is used and the flux at the cell boundaries is com­puted by the Scharfetter-Gummel scheme. This scheme is derived by assuming constant fluxes on a set of dual cells. Based on the same assumption, a non-linear interpolation is introduced. With this particular interpolation and with a straight­forward finite volume restriction, on a set of nested cell partitionings, the Scharfetter-Gummel discretisations form -in a sense- a nested set of discretisations. This is the motivation to use these prolongation and restriction operators in a FAS multigrid method. 

To start the multigrid iteration, initial estimates are computed by "Full Multi Grid": they are obtained by interpolation from a coarser grid. A combination of a nonlinear relaxation method and Newton's method is used to solve the discrete 
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problems on the coarsest grids. Results obtained with the method will be pub­
lished elsewhere [8] . 

2. THE EQUATIONS 

The equations modelling the steady semiconductor device are given by ( cf. e.g. 
[9] ) : 

- div (t: grad lfi) = q(p-n+D), 

- div (µ,,( grad n - n grad (ai/;+ logni ))) = - R, 

- div (JJp( grad p + p grad (alfi- logni))) = - R, 

on Q c IR 2• 

(2. la) 

(2.1 b) 

(2.lc) 

The dependent variables lfi, n and p describe the electric potential and the electron 
and hole densities respectively; €, the permittivity, and q, the elementary charge, are 
constant values, as is a = qi kT, the inverse of the "thermal voltage". The doping 
D is a given (non-smooth) function of the independent space variable x. The elec­
tron and hole mobilities µn and 17 as well as the net recombination- generation rate 
R generally are functions of x, lfi, n and p, and the intrinsic concentration n, is a 
function of x. For simplicity, in this paper we consider only R = 0 and constant 
µn, /1p and ni. With these assumptions, (2.1) reduces to 

- div (€ gradlfi) = qn;(j-n+D), 

- div (µn( grad n - n grad (a</;))) = 0 ' 

- div (JJp( grad p + p grad (a</;))) = 0, 

(2.2a) 

(2.2b) 

(2.2c) 

where n = n I ni, p = p In; and D = DI n1• Usual bo~dary conditions are either 
of Dirichlet type (at the contacts pn = I, p - ii + D = 0, 1fi prescribed) or of 
Neumann type (cf. [9] ). 
Because of the large range of possible values for n and p, it is convenient to intro­
duce the quasi-Fermi levels as new variables: 

cf>p 

1fi - log(n )la 

log(p)la +if; 

if; - log( n I 111 )/a , 

= log(pln, )la+ if;. 

(2.3a) 

(2.3b) 

In the new set of variables (f,cf>n,cf>p) the quantities all have the same dimension. 
Now (2.2) can be rewritten as 

- div (/..2 grad o/) = ea(<J>,-!fl - ea(!f-<P"l + D. 

- div (µ,,ea.f - aq," grad (acf>n)l = 0, 

- div (J.lpea<I>, - a../; grad (acf>p)) = 0' 

where /..2 = t:/ qn,. 

(2.4a) 

(2.4b) 

(2.4c) 

In view of (2.4), we introduce the notation J if = ,\2 grad if;, 
Jn = µneai/; - a</>" grad (acf>n), JP = 11pe"-<I>,, a\, grad (a</>p)· Let S C[L(Q)]·1 be the 

set of all functions (if,<f>n,cf>p) such that J..J;,Jn,Jp E H(div.r.l). and n.pEL 2(Q), then 
for arbitrary (f,cf>n,c/>p) ES and r.la C Q we find 
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j J ( ea(<J>, -1/i) - ea<>fi-<J>.) + Jj ) dQ , 
!l. 

(2.5a) 

(2.5b) 

- J JP v df = 0, (2.5c) 
n. 

where v the outward pointing normal at r, the boundary of Qa. This system of 
equations, together with the boundary conditions, is written in symbolic form as 

N(q) = r(q), (2.6) 

where N: S ~ V = [L 2(Q)]3 is the nonlinear differential operator in the left hand 
side of eq.(2.4), r(q) is the right hand side and q denotes the vector of unknown 
functions q = (i/l,<f>n,<J>p). 

To understand the character of these equations we study the principle and sub­
principle parts of the operator (N - r). This will tell us what boundary conditions 
are appropriate and which parts of the operator are locally dominant [4] . This is 
important for designmg the discretisation scheme and, as the multigrid algorithm 
will be used for the solution of the discrete equations, it gives guidelines for the 
construction of the relaxation procedure and the grid-transfer operators. 

The principle part is the part of the linearised operator which contributes to the 
highest order term of its determinant. Comparing the equations (2.2) and (2.4) we 
see that the operator N - r is best linearised with respect to the variables (if;,n,ji). 
The linearised operator is given by 

where 

and 

(N - r)'(q) = 

a('!l::,n,p) 
a(i/l,</>n ,</>p) 

a(N - r) 

a(if;,n,Ji) 

a{N - r} a{N - 'l a('!l::,n,"p.2 
a(i/J,<f>n,<f>p) a(if;,n,Ji) 3(1/J,<f>n ,</>p) 

(2.7) 

0 0 

an -an 0 (2.8) 

-ap 0 ap 

I 0 0 
0 µ,,, 0 (2. 9) 
0 0 /Jp 

q* -q* 
· [ anti* ~:~n·v* -11* + a(vif;·v* + */ii/;) 0 

-ap!i*-avp·v* 0 - /1 * - ex( v '4'.· v * + * 111/;) 
Hence, 

<let (N - r)'(q) = 
- (x2nJiJLd1p·{-!1*}{€[(11*)2 - a2 (vif;·v*)2]- qa(n+p)*!J.*} +LOT. 
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The lower order terms (LOT) contain only derivatives of 3rd and lower order. We 
see that the principle and sub-principle part in the determinant are characterised by 
the operator 

{M }{A.2 (~* - av1/rv*)(tl* + avl/;·v*) - a(n +p)*Ll*}. (2.10) 

The equations are elliptic, and for small )\ they are elliptic-elliptic singularly per­
turbed. For large values of 11 vif; II, strong convection terms appear. This convection 
acts both in the vif; and in the - vij; direction. Both directions act as sub­
characteristics. Not only smooth functions but, for large II vi/.i II. also non-smooth 
functions of the form e±x·\Jlf may contribute to small residuals. We notice that in 
the matrix (N - r)'(q) the 2nd order differentials are found on the main diagonal 
exclusively. 

It is clear that the equations require a careful discretisation. Although the above 
considerations may also give guidelines for the discretisation in more dimensions, in 
the remainder of this paper we shall consider the equation and its discretisation for 
a single space dimension only. 

3. TuE DISCRETISATION 

To preserve the conservation character of the equations, for the discretisation of 
(2.4) we use a finite volume technique. We divide the interval Q = (x0,xN) in dis­
joint boxes (i.e. intervals) Qi = (x; - 1,xi), i = I, ... ,N. Inside each box Qi we select 
a point x; - l 12 and for each box we approximate values of the variables I/;, <Pn and 
cf>p. To define a proper se~uence of refining meshes as N --HJJ, we introduce a 
monotonously increasing C [O, 1]-function y:[O, l]~Q such that, for a fixed N, 
x; = y(i IN). Another set of subintervals { D;} is introduced with 
D; = (x;-u 2,x;+ 112 ), i=l, ... ,N-1, X;- 112 = (x;- 1 + xi)/2 or 
X;-112 = y((i-1/2)/N), Do= (xo,x 11 2), DN = (xN- 11 2,xN). These intervals 
form the set of dual boxes. Thus, for a given function y, sets {Q;}; = 1, .,N• and 
{Di}; =O, ... ,N are defined for an arbitrary NE~. The different discretisations are 
parametrised by h = l IN. The set of boxes is denoted by 
Qh = {Qdi = 1,2, ... ,N}. 

A discrete representation qh ESh of the state of the semiconductor is given by the 
3N-dimensional vector qh = {qi};=l, ... ,N = {(if;;,<Pn,i,cpp,i)};=i, ... ,N· Notice that q; is 
associated with the box Q; and can also be associated with X;- 112 . 

The discretisation we use is based on the piecewise constant approximation of 
J "'' ln and lp on the dual mesh { D; }. These piecewise constant functions are 
derived from qh by 

J _ , 2 lfi+ I - lfi 
o/,i - {\ 

X;+112 - X1-112 
(3. l) 

and 

ln,i = JLn exp(aif - a<Pn) \J(acpn), on D;, 

ln,i vexp(-a:if) = (vaif.i)JLn vexp(-acpn), (3.2) 

exp( - a<Pn.i + 1) - exp( - a<Pn,;) aif;; + 1 - aif;; 
ln,i = JLn exp(-aif;+l) - exp(-aif;;) Xi+l/2 - X;-112 
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Similarly an expression is found for Jp,;, 

exp(+ a<f>p.i + 1) - exp(+ a<f>p.i) 
1e.i = Pp exp(+ai,l.i;+!) - exp(+ai,1.i;) 

ai/;;+1 - al/;; 
(3J) 

X; + I I 2 - X; - I I 2 

The discretisation of (2.1) is simply based on (2.5) with Qa = S1;, i = 1,, .. ,N. The 
integral j J in the right hand side of (2.5.a) is approximated by the one-point qua-

r.i, 
drature formula 

J J (ea(</>, -f) - ea(>J;-cp,) + J5 ) dfl ~ (3.4) 
Q, 

~ (ea(<P,,-o/,) - ea(>J;,-<1>,,,) + D(X;-112))·(x; - X;-i), 

and the left hand side is computed as 

J x A_2(1/;; - if;; - i) 
- J f 11 df = - J fix: I = 

A_2(lf;; +I - If;;) 
----- , (3.5a) 

Q, X;-1/2 - X;-3/2 X; + 112 - X; - l I 2 

- fln vdf = -Jn I~: = ln,i --1 - ln,; , (3.5b) I 

Q, 

- J1r vdr = -Jp I~: I = lp,i--1 - lp,i. (3.5c) 
Q, 

A careful implementation of the scheme, avoiding rounding errors for small 
differences, is obtained by computing 

</>n,i+I - <f>n,i J n,i = /J,n dxp( -aif;; + 1, - at/;;, - acf>n,i + l, - acf>n.i). -----­
X; +112 - X;-112 

(3.6a) 

_ </>p,i +I - </>p.i Jp,i - JLp dxp( +al/;;+ J, +al/;;, + acf>p,i + 1, + acf>p.i). _ , (3.6b) 
X; + l I 2 X; - I I 2 

where the function dxp is defined by 

dxp(a,b,c,d) = ~ - b b). exp(c) - ~xp(d) · (3.7) exp(a - exp( c -
Analogous to (2.6), the discrete equation obtained from (3.4), (3.5), (3.6) is written 
in symbolic form as 

(3.8) 

where Nh: sh ~Vi = IR 3N denotes the nonlinear difference operator and rh: sh-" Vi 
is the discrete right-hand-side. 

For the solution of the system of nonlinear discrete equations thus obtained, we 
need also derivatives of the equations with respect to the discrete variables. These 
derivatives are easily computed if the following relations are used 

a a;- dxp(a,b,c,d) = -cxp(b-a) dxp(a,b,c,d), 

a 3b dxp(a,b,c,d) = -cxp(a -b) dxp(a,b,c,d), (3.9) 
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a ac dxp(a,b,c,d) = +cxp(d-c) dxp(a,b,c,d), 

a ad dxp(a,b,c,d) = + cxp(c -d) dxp(a,b.c,d). 

where exp is defined by 

cxp(z) = z- 1 + ( l - e=r- 1• (3.10) 

The treatment of the boundary conditions is completely analogous to the discreti­
sation in the interior of the domain. For the Dirichlet boundary conditions a state 
qs = (1fls,<f>n.B•cf>p.B) is prescribed at the boundary. In the dual half cells D0 and 
DN, the fluxes J "" Jn, and JP are assumed to be constant and computed by the 
expressions (3.1), (3.2) and (3.3), where the size of the dual cell, x; _ 112 - X; + 112 , 

is replaced by x 112 - xo or xN - xN - 112 respectively. For Dirichlet boundary 
conditions this describes the numerical boundaries completely. For Neumann 
boundary conditions the fluxes J if• Jn, and JP are directly available. 

4. NESTED DISCRETISATIONS 

In fact, by the above construction we have derived a cell-centered version of the 
well-known Scharfetter-Gummel scheme. What is important is the derivation of this 
scheme as a Galerkin or weigh..!_ed residual method. We can define a residual 
weighting, or restriction operator, Rh: V-,) Vi by 

(4.1) 

where 

(uh); = j j u(x) dfl, i = 1,2, ... ,N. 
n, 

An interpolation, or prolongation operator, Ph :Sh-.,)S is defined by the assump­
tions (i) that (Phqh)(x;- 112 ) = q;, (ii) that Phqh has piecewise constant fluxes J if• ln 
and JP on the dual mesh { D; }, and (iii) that Phqh satisfies the boundary conditions 
for (2.2) at xo and xN. For (l/l,cf>n,<f>p) such that Phqh = q = (l/l,<f>n,<f> ), this implies 
that q satisfies the boundary conditions, and that I/; is a piecewise linear function 
which interpolates the values {I/;;};= 1, ... ,N. For <Pn and cf>p it leads to piecewise 
exponential interpolation, as is derived from (3.2.a). We find for x ED; 

exp(-a<f>n(x)) - exp(-a<Pn,;) = (4.2) 

exp( - a,,_ ) - exp( - a,,_ ) 
_ ( ( '''( )) ( ,f, )) 'l'n,i +I 'l'n,i - exp -a't' x - exp -a't'; · · 

exp( - al/;; + 1) - exp( - al/;;) 

This formula gives a kind of exponential interpolation formula for <f>n(x), interpo­
lating the values { <f>n,i }; = 1, ••. ,N -I· A similar formula is found for <Pp: 

exp( a<f> i+ i) - exp( a<f> ; ) 
exp(acf>p(x)) - exp(a<Pp,;) = (exp(al/;(x)) - exp(al/;;))· ( ~ _ ( /) 

exp a ;+I) exp a ; 

The_ discrete operator Nhqh was constructed as the Galerkin operator 
Nh = Rh N ( Phqh). Notice that the complete discretisation of (Nh - rh) is not a 
true Galerkin approximation because of the quadrature approximation (3.4). 
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Given QH, a discretisation of Q, we can construct a sequence of finer and finer discretisations by successively doubling the number of boxes. Thus, we obtain QH12 , UH 14 etc.. In these cliscretisations all boxes are nested, i.e. a single box on a coarser discretisation contains a number of complete boxes in a finer discretisation. Notice that the corresponding dual boxes are not nested. 
For each discretisation !Jh in the sequence, we have spaces Sh, Vi and operators 

Ph, Rh, Nh and rh. Based on (4.1), a restriction operator R2h,h: Vh-7V2h can be introduced by 

(R2h,h vh)i = ~ vh,J' (4.3) 
n •. 1 I:. n,.,, 

which satisfies the relation R2h h Rh = Rzh· 
Because the dual boxes are not nested, we can not find a prolongation 
Ph,2h: S2h-7Sh that satisfies the similar relation P 2h = Ph Ph,2h· Nevertheless we can construct a Ph, 2h such that 

(4.4) 
for all q1hES2h· 

A sufficient condition for (4.4) to hold is that for J :::: J,p, Jn, JP the following equality holds 

-' 2: f J -;t d[ :::: f J 11 d[. ( 4.5) . Q Q a 1cn •12.1 '·' Ji/2,j h.t 

This is achieved by the construction of a Ph 12,h such that J at the boundary of all coarse boxes Qh,i is the same when derived from either qh 12 or Ph 12,hqh ; i.e. 

(4.6) 
'it the boundary x; of Qh,;, for all i. 

The construction of such a Phiz.h can be based on the interpolation Ph:Sh-">S lescribed in ( 4.2). Let x; be a boundary point in Qh and let x; ± 112 be the boun­iaries of the corresponding dual box D;. Then, on the refined mesh Qh 12 the inter­vals (x;- 112 ,x;) and (xi,x;+ 112 ) are boxes, and (x;- 114 ,x;+ 114 ) is the dual box corresponding with x;. The discrete variables on Qh and Qh 12 are respectively deno~d by qh = {(1/i(X;-112),</>n(X;-112),t>(~;_::-112)),xEQ,i = 0,1, ... ,N} and qh12 - {(1fi(x;±114),</>n(X;±114),<j>p(x;±114),x EH,1 - 0, l, ... ,N}. Using the interpolation formulas (4.2) we see that J is constant on (x; - 112 ,x; + 112) and, hence, ( 4.6) holds if 

X;±l14 - X; - 1/2 X; + 1/2 - X; - 1/2 
exp( -a<Pn(X;± 1;4))-exp(-a<l>n(X;-112)) _ exp(-a</>n(X;+ 112))-exp( -acpn(X;-112)) 
exp(-mP{x;±1 ;4))- exp(-a'lfi(x;-112)) exp( -aif(x;+ 112))-exp(-aif(x;-112)) 

exp( +a<tip(X;±114))-exp( +a</>p(X;-112)) _ exp(+ a<f>p(x;+ 112))-exp( + acpp(X;-112)) 
exp(+ mfi(x,± 114))- exp(+ ai/i{x;-112)) - exp(+ rofi(xi+ 112))-exp( + aif(x;-112)) 
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Hence, identiflng t/{x;-112) = ij;f, </>n(X1-1d = <P~.1• </>p(X1-112) = <1>{.1· 
i/;{_X;-1;4) = i/;~(, c/in(X;-114) = !fi~'.f;, </>p(X1--114) = </>;.1f1, i/;(X;+1;4) = i/;~f+I• 
<Pn(X;+u4) = <P~:f;+1. <l>p(X;+114) = <1>;:ri+1, we obtain the prolongation operator 
Ph12,h: Sh12~sh by qh12 = Ph12.h qh-

Assuming an equidistant spacing between (x1 112 ,x1_ 114 ,x1,x1 114 .x1 112 ), we 
find the interpolation rules 

iJ.4ne 

M,ne 
i +I 

-'fine 
'!Yn, 2i 

l_ lfco11rse 
4 I + J_ ij;coarse 4 I+ I 

J_ lfcvarse 
4 I + l_ ij;coarse 4 i+ I 

I n.1 n,1 +I I 
[ 

( 1 + em + e2m) <I> coarse + e 3m $CIWTSe ·1 
-og 
a (l + e2m )(I + em) , 

,,_fine _ -lo n,1 n,1 +I 
I 

[ 
e - 3m $<'011rse + (e -- 2m + e m + 1 ) <l>rnarse l 

'i'"'n, 2i+ I - a g (I + e - 2m )(I + e - m) ' 

,,_fine _ -lo .1 .1+1 
. . I [(I + e-m + e-2m)<Pcoarse + e -3m <Prnarse I 

'f'P. 21 - a g (I + e - 2m )(I + e - m ) 

,,_fine --lo p.1 p.1+1 
I 

[ 
e3m <Pcoarse + (e2m + e"' + l) cpcoarse I 

'f'ji.2i+I - a g (I + e2m)(I + em) 

where <I>n = exp(-a<fin), <Pp = exp(acfip), and where m = a(ij;J'1'f~se - iffoarse)/4. 
Expressed in <fin and cfip, this is 

_,fine _I lo [(l+em+e2m)+e3mexp(-a(cp~~n1 <JYn. q,co~rse _ g 
,2i n,1 a (I +em)(! +e2m) 

_,fine l.10 [ l+(em+e2m+e3m)exp(-a(cf>~~f't1 
'!Yn, 2i +I = cf>~~frse - a g ( 1 +em)( l + e2m) 

- ·~'.':""))] , 

_ </>~~rrse)) l · 
.._fine = ,i,.coarse +_!_Jo [(em+e2m+e3m)+exp(a(cfi?f'+'~ - </>p~f''e)) l 
<i>j:>,2i 't'p,1 a g (l+em)(I+e2m) ' 

,,_fine = ,i,.coarse + _!_lo [ e3m +(l +em +e2m)exp(a(<f>p~f~·1 - cfip~f'se)) 1 · 
'f'ji.2i+I 't'p,1 a g (I +em)(l +e2m) 

For large values of lml, this simply reduces to a special upwind interpolation: 
-'fine - .._fine - ,;..coarse '!Yn, 2i - '!Yn, 2i +I - 'l'n,i +I ' 

i fine - i fine - ,i,.coarse if m >> 1 <i>p,2i - 'i'p,2i+I - 't'p,i 

and 

-' fine - -' fine - ,;... coarse '/Yn, 2i - '!Yn, 2i +I - 'l'n,i ' 
.._fine _ -'fine - ,i. coarse "f << J o/p, 2i - <i>p, 2i +I - 't'p,i +I 1 m . 
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5. THE NEWTON METHOD ( SCHILDERS' CORRECTION TRANSFORMATION) 
As part of the non-linear solution process, a Newton method is used and some 

linearised systems have to be solved. An important feature in our method is the 
correction transformation a device introduced for the solution of the semiconductor 
equations in [9] . The dependent variables in our computation are (ij;,cp11 ,cpp). How­
ever, the equations have a less strongly nonlinear behaviour when expressed in the 
variables (if,n,p) or (if,cl>11 ,<l>p) ), where <P11 = exp(-acp11 ), <PP = exp(a<f>p)· There­
fore, the Newton process can better be based on linearisation with respect to 
(if ,n,p) or (if, <1:>11 , <l>P ). The correction transformation is the technique to transform 
the correction (dif,d<f>11 ,d<f>p) computed by linearisation with respect to (if,cp11 ,</>p), to 
the correction for the same variables that would have been obtained when linearisa­
tion were applied to the better behaving variables. 

We show this first for the variables (if,n,p ). From eq. (2.8) we see 

di/;= dij;, 

dii = an(dif - d<fin), 

dj = ap(d<Pp - di/;), 

From this we derive 

iJ;(n+I) = ij;(n) + dij; 

n(n +I) = n(n) ( I + a(dij; - d</>11)), 

in+ I) =in) ( I + a(d</>p - di/;)), 

</>~n +!) = <f>~n) + diJ; - log( 1 + a(d..j; - d<f>n))!a, 

q,~n + IJ = cp~n) + dij; + log( 1 + a(d</>p - di/;))/ a, 

(5.1) 

(5.2) 

";imilarly, the correction can be transformed for linearisation with respect to 
~.<Pn,<Pp)· Then we obtain 

<l>~n + l) = <I>~ ( l - a dcpn), 

<l>(n + l) = qin ( I + a d,i, ) p p 't'p ' 

</>~"+I) = </>~ - log( I - ad<Pn)I a, 

</>~n+l) = <P~ +log(!+ ad<Pp)la.. 

(5.3) 

It is clear that for small corrections the correction transformation has a negligible 
effect. For larger corrections the effect will be stronger. If the argument of the loga­
rithm is larger than one, the original correction will be damped. For arguments 
smaller than one, the correction is blown up. However, large corrections may yield 
negative arguments for the logarithmic function. This will happen in cases where 
linearisation doesn't make much sense. In this case we want to damp the correc­
tion. In practice this is done by replacing the function log(s) in (5.2) or (5.3) by a 
C 1 ( - co, oo )-function, identical with log(s) for s > s 0, viz. 

log(so) + sign(s - so) [log([s - s0 [ + s 0 ) - log(s 0)[ (5.4) 
where so is some small positive number. The approximation of this modified log(s) 
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function for s<s0 (i.e. s0 = 0.0000005) is called damping in [8]. 

6. THE MULTIGRID METHOD 

To solve the nonlinear system 

Mh(qh): = Nh(qh) - rh(qh) = JI, (6.1) 

we use a nonlinear multigrid (FAS) method [3,6] . For a vanishing right-hand­
side JI, this system is the system of equations (3.8). The FAS method is an iterative 
process, in which each cycle consists of: 

1. a number of p nonlinear relaxation sweeps: 
2. a coarse grid correction; 
3. another q nonlinear relaxation sweeps. 

As a relaxation procedure we use a nonlinear Collective Symmetric Gauss Seidel 
(CSGS) relaxation. In this procedure all boxes are successively scanned in forward 
and backward direction, and for each box in its turn the 3 nonlinear equations are 
(approximately) solved. The coarse grid correction consists of the following steps 

d1h = R2u (fh - Mh(q~n))), (6.2a) 

M1h(q2h) = M1h(q2h) + d2hlJL, (6.2b) 

(6.2c) 

Here q2h is an (arbitrary) approximation to the solution on the grid S12h. The value 
q2h may be either computed from the nonlinear system (6.2.b), or it may be an 
approximated by a number of cr multigrid cycles for the solution of (6.2.b) applied 
to the initial approximation q2h. In this way a recursive procedure is obtained in 
which a sequence of coarser and coarser grids is used. Only on the coarsest grid a 
(smaller) nonlinear system is to be solved by other means. The parameter µ,EIR is a 
number to control the right-hand-side in the equation (6.2.b). In our applications 
we use µ, = I throughout. The numbers p, q, a EN determine the strategy of the 
multigrid method; a= I defines a V-cycle, a= 2 a W-cycle. In most experiments 
reported in [8] we take a fixed strategy with p = q = a = 1. The operators R2h,h 
and Ph. 2h are described in section 4. 

There is a difference between the usual FAS algorithm and the present one, due 
to the nonlinearity of the prolongation. Generally, the last step in the coarse grid 
correction is written 

q~n +I) = q~n) + JL Ph, 2h (q2h - q2h) 

which is equivalent to (6.2.c) ~nly for a linear prolongation. 
With the property N 2h = R2h,hNhPh. 2h it can be shown [7] that the restriction of 

the residual will be small after a coarse grid correction. In fact, we see that the res­
triction of the residual 

R2h,h<Jh - Mh(q~n+l)))~(R2h,hr 1hPh,2h - r'2h)(q2h - q2h) 

depends on the integration error in the right-hand-side, which will be at most 13(h ). 
In §eneral q2h - q2h will be at most IS(h ), and the restriction of the residual will be 
IS(h ). 
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Because R2h h adds residual components of small boxes to form a residual com­
ponent of a c~arse grid box, a small value of R2h,h(fi, - Mh(q~n + Il)) implies that 
large components in fi, - Mh(qhn + 1)) must be high-frequency components. The 
success of the MG method is based on the fact that relaxation methods as CSGS 
are effective means to efficiently reduce these high frequency components in the 
error I residual. 

7. RELAXATION. 
For the smoothing step we may consider various relaxations. Based on previous 

experience with other equations, a good choice seems Collective Symmetric Gauss 
Seidel relaxation. This relaxation can be performed in different ways. In all cases 
the boxes are successively scanned, first in the forward later in the backward direc­
tion, and in each box in its tum the 3 nonlinear equations are approximately 
solved. How the solution of these small systems is approximated makes the 
difference. The first possibility is to use Newtons method. Another possibility is 
pointwise Gummel iteration. In Gummel iteration, first the variable if; is solved for 
fixed values of <f>n and cf>p, and then cf>n and <f>p are solved for the new value of if;. In 
pointwise Gummel relaxation, this process is iterated for each particular cell until 
the solution of the nonlinear 3 X 3 system is obtained with a specified accuracy. 

At convergence, the result of this pointwise iteration process and the result of 
pointwise Newton iteration are the same. Differences are the faster convergence of 
the Newton process near the solution, and the better global convergence properties 
of the pointwise Gummel iteration. An additional advantage of Gummel iteration 
is that no (possibly ill conditioned) linear 3 X 3 systems have to be solved. The 
better global convergence can be understood by the stable discretisation of the 
elliptic scalar equations (2.4b) and (2.4c) as equations in exp( - acf>n) and 
exp( +a<t>p) respectively. This guarantees that for each separate equation the correc-
ion in the solution will be bounded in terms of the right-hand-side. For a vanish­
ng right-hand-side the correction equation satisfies a maximum principle. This sta­
>ility property guarantees that intermediate approximations remain limited to a 
·easonable neighbourhood of the solution. 

The pointwise Gummel iteration allows an additional technique to be used to 
enhance the convergence. To solve the discrete equivalent of (2.4.a) at a single 
point, a variation of If; contributes to the residual by a linear term V(.;\2 vlf;) end by 
two exponential terms. If l<Pn + <f>p - 2o/I is large, the influence of one of the 
exponentials can be neglected and the residual grows exponential with the other. 
This is an '.il"gument to linearise the equation w.r.t. exp( +If;) (or exp(-iJ;)) instead 
of w.r.t. if;, ~ <Pn + <Pp - 2iJ; > ( < ) 0 . This is a motivation to apply a correction 
transformation also for the If; -correction, similar to (5.3) 

di/;:= llog(l + aldl/JI *o:)I la 
The discrete analogues of (2.4.b,c) are linear in «I>n and <I>P and, hence, the 
corresponding corrections are transformed by (5.3) 
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CONCLUSION. 
In this paper a multigrid method is described for the solution of the nonlinear 

system of equations that arises from the discretisation of the equations for numeri­
cal semiconductor device simulation. Special attention has been paid to the con­
struction of a suitable prolongation, such that a sequence of nested Galerkin discre­
tisations is obtained for the differential operator on the different levels. Further, 
the use of Schilders' correction transformation makes collective Gauss Seidel relax­
ation an efficient residual smoother. 

Results obtained with the method will be published elsewhere [8] . They show 
rapid convergence indeed. A few iterations are sufficient to reduce the iteration 
error to less than the truncation error. Convergence appears to be mesh indepen­
dent for a diode model problem with different applied voltages, both forward and 
reversed biased. 
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