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Financing 
The years 1984-1988 saw strong growth at 
CWI. Chiefly thanks to the government 
backed Information Technology Promotion 
Plan (INSP) for this period, CWI was able to 
expand its computer science research and 
hence reinforce its position as a leading centre 
of research. Among the consequences of this 
expansion was the creation of a good basis 
for CWI participation in various national and 
international programmes like SPIN and 
ESPRIT. This potential was exploited to the 
full and led to further contacts. Hence, this 
reinforcement contributed (perhaps even 
decisively) to CWI becoming a full partner in 
a formal cooperative agreement with two far 
larger institutions, GMD of West Germany 
and INRIA of France (more on this later). 
Moreover, in April 1988, the report of an 
international committee of evaluation set up 
by The Netherlands Organization for Scienti
fic Research (NWO) concluded that CWI had 
made excellent use of the Dfl. 2 million 
annual INSP grant. The committee went on 
to say that this support should be made 
structural-and at a higher level-when the 
INSP grant came to an end in 1989. Unfor
tunately the recommendation was only par
tially followed; the extra grant was to be 
mainly temporary and not for the full amount 
requested. Added to this, more promotional 
schemes ended in the same year, and the sub
sequent phase of European promotion of 
information technology increasingly focused 
on applications. For CWI, which plans to 
maintain its position as an institute for funda-
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mental research, this development offers less 
potential for linkage. Income from commis
sions and joint projects with third parties was 
also lower than expected. All in all, it is clear 
that the second half of 1989 was a difficult 
time for CWI, and that some cutbacks were 
inevitable. In the meantime it has been de
cided to market CWI more actively in areas 
such as outside commissions, joint-projects 
with third parties, and course organization. 

Evaluation 
CWI's Policy document for the years 
1988-1993 states that all research sectors will 
be regularly evaluated by aptly named inter
national visiting committees. In 1987 a start 
was made with three areas: statistics, stochas
tics and system theory. In October 1989 it 
was the turn of five more specialties: algebra, 
analysis, geometry, optimization and numeri
cal mathematics. The committee, under the 
chairmanship of R. Tijdeman (Leiden Uni
versity), comprised D. Gorenstein (Rutgers 
University, New Brunswick}, R.L. Graham 
(AT&T Bell Labs, Murray Hill), W. Hack
busch (Kiel University}, J. Jager (University 
of Heidelberg), J. Korevaar (Amsterdam 
University), G. Nemhauser (Georgia Institute 
of Technology, Atlanta}, and M.N. Spijker 
(Leiden University). In general the evaluation 
was very favourable for CWI. Among the 
recommendations were: fewer and larger pro
ject groups; more attention to experimental 
('computational') and applied mathematics; 
reinforcement of the synergy between 
mathematics and computer science; stronger 

links with industry; and expansion of consul
tancy services. 

ERCIM 
The cooperative agreement started in 1988 
between CWI and the Gesellschaft fiir 
Mathematik und Datenverarbeitung (GMD) 
of West Germany, and France's Institut 
National de Recherche en Informatique et en 
Automatique (INRIA}, acquired its first teeth 
during the year under review. The second 
joint workshop was held in April at Schloss 
Birlinghoven (GMD's headquarters); the 
themes were Theoretical and pragmatic issues 
of programming, Concurrency and Object
oriented graphics and interfaces. During the 
workshop the directors of the three institutes 
signed a formal agreement on joint activities. 
This was soon followed by publication of the 
first GMD-INRIA-CWI Newsletter; a second 
issue appeared in November. Activities under 
the cooperative agreement have been given 
the acronym ERCIM (European Research 
Consortium for Informatics and Mathemat
ics). Possibilities for the immediate future 
include serious consideration of admission of 
additional, national institutes. The third 
workshop was held at INRIA's headquarters 
in Rocquencourt in December. The subjects 
dealt with were Cryptography and security, 
VLSI design and Scientific computing. The 
finishing touches were also put to the first 
advertisement for applicants for three post
doctoral fellowships established by ERCIM. 
In March a meeting was held at CWI to brief 
the West German and French technical/ 



scientific attaches on the cooperation with 
GMD and INRIA. 

Projects 
INSP support helped CWI find a role in 
European research programmes - ESPRIT 
first and foremost. The second phase of this 
project, which started in 1989, is more appli
cation oriented than its predecessor. A 
separate and relatively smaller ESPRIT BRA 
(Basic Research Action) programme was also 
started up. CWI succeeded in finding a place 
in both programmes, with three projects 
(ESPRIT II: Atmosphere, GIPE JI and TRO
PICS; ESPRIT BRA: Concur, Integration 
and Semagraph ). 
CWI also participates in RACE (R&D in 
Advanced Communications-technologies in 
Europe) with two projects, RIPE and 
SPECS, and in BRITE-EURAM (Basic 
Research in Industrial Technology for Europe 
- European Research in Advanced Materials) 
with research into adaptive multigrid methods 
for solution of Navier-Stokes equations, and 
in the European programmes Ada and 
Euromath. For more details see the list of 
(inter)national programmes in which CWI 
participates, later in this Annual Report. 

In fall 1989, CWI started research into 
natural languages in relation to expert sys
tems as part of its Logical aspects of artificial 
intelligence project. 

Selected key points from the rema.uung 30 
odd ongoing projects are detailed below. 

CWI is engaged in research in the framework 
of some Technical Sciences Research Founda
tion (STW) projects. From the outset these 
projects are attuned with the needs of indus
try or government. In the New architecture for 
interactive raster graphics based on VLSI, a 
chip has been developed which enables faster 
(by a factor of 100) generation of raster pic
tures. This brings within reach the use of 
realistic pictures within an interactive envi
ronment. Given market interest in this chip, 
CWI will continue development· beyond the 
prototyping phase usual in scientific circles. 
Further, 1989 saw the completion of two pro
jects in the area of traffic: Prediction and con
trol problems for the Dutch freeway control and 
signalling system, and Overload control for 
communication systems. CWI worked jointly 
with the University of Twente on all of these 
STW projects, and also with Philips Telecom
munication on the third. 

The international Euromath project (1987-
1992) reached the end of its first phase in 
mid-1989. The project aims to give European 
mathematicians a fully-customized, integrated 
research environment based on modem infor
mation technology. Planned facilities include 
an electronic conferencing facility, production 
and exchange of mathematical publications, 
and data banks with information on articles, 
mathematicians, conferences, etc. CWI carried 
the chief responsibility for functional design 
of the Euromath system. This design - and a 
pilot implementation to test ideas - was com
pleted in 1989. The second phase - involving 
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definitive implementation of the system - is 
expected to start during 1990. 

CWI's contract research as part of the ESA 
(European Space Agency) Hermes project was 
extended to 1990. This research concerns Ef
ficient techniques for solution of the Euler and 
compressible Naves-Stokes equations. 1989 
saw development of a damping technique for 
nonlinear multigrid, as well as a direction
dependent prolongation technique. Both were 
successfully applied to the computation of a 
hypersonic reentry flow around a blunt-nosed 
aircraft shape. 

Research within the framework of the 
National Innovative Research Programmes 
(IOP) concerned Reliable and efficient methods 
for semi-conductor equations, in close coopera
tion with Philips CFT Centre in Eindhoven; 
an adaptive multigrid system has already 
been developed. The project runs until 1992. 

Lastly, the Amoeba project (a distributed 
operating system jointly developed at CWI 
and the Free University of Amsterdam), 
received support from the Open Software 
Foundation (OSF). This support is intended 
to aid adequate distribution of the systems. 
The CWI research is part-sponsored by the 
DEC company's European External Research 
Programme. 

Conferences and courses 
CWI has always been active in (joint-) organi
zation of conferences, courses, workshops, 
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This chip shown is the last step of a fast raster 
picture generator. Object descriptions are 
decomposed in colour functions along a scanline 
at a constant rate of 60Hz. A large array of 
processing elements (the chip shown contains 9 
of these elements) generates from these colour 
functions a sorted stream of colour values which 
can be directly converted in an analogue video 
signal. The chip was developed by CW! in 
cooperation with the University of Twente. 



colloquia and suchlike. This type of activity -
a vital element for the institute in its centre
role - increased again in 1989, and will 
receive even more attention in the future. 
Together with the Free University of Amster
dam, CWI organized the 8th biannual Inter
national Symposium on Mathematica/ Theory 
of Networks and Systems (MlNS-89); there 
were 300 participants. CWI was also involved 
in the organization of VLDB '89, the 15th 
International Conference on Very Large Data 
Bases which brought 400 participants to 
Amsterdam in August. On a somewhat 
smaller scale CWI organized international 
workshops on Intelligent CAD systems and 
Stereology & Spatial Statistics, Stochastic 
Mathematics and Image Analysis (35 and 55 
participants). A series of colloquia started up 
in autumn 1989, in cooperation with the 'His
tory and Social Function of Mathematics' 
national working party; the theme was The 
history of (electronic) computing. Among the 
many courses organized was the traditional 
vacation course for school teachers (this time 
on Mathematics in Holland's 'golden' - 17th -
century). A non-specialized summer course 
on Fractals drew some 30 participants; spe
cialized courses covered Parallel computation 
and Networks. 

Miscellaneous 
There were several additional noteworthy 
events and circumstances during the year 
under review. 

The expertise centre CAN (Computer Algebra 

Nederland) started up in September, with 
CWI acting as host. The initial government 
grant of Dfi. I. 7 million covers facilities and 
services (including consultancy) for computer 
algebra systems researchers and users over a 
period of three years. A symposium with 
some 100 participants marked the official 
opening in December. 

For seven years CWI has acted as one of the 
central nodes in the European network of 
UNIX-users, and as 'gateway' between 
Europe and the USA. In 1989 the European 
UNIX Users Group replaced CWI's existing 
VAX equipment with a SUN-41280. This now 
serves around 1,500 European institutions. 

In autumn 1986 a three-year general agree
ment was signed between IBM and the two 
Amsterdam universities plus CWI. This cov
ers some tens of projects in the area of com
puter driven education and research, particu
larly in the alfa and gamma sciences, with 
IBM providing equipment and manpower 
back-up. CWI involvement was relatively 
modest and covered three projects. In 
October the agreement was extended for a 
further three years. 

There were three 25-year jubilees in the year 
under review. Two of these concerned depart
mental heads-P.J. van der Houwen (Numeri
cal Mathematics) and J.W. de Bakker 
(Software Technology); the third was 
Management Director J. Nuis. Each event 
was celebrated with a symposium: Construe-
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tion of stable numerical methods for differential 
and integral equations; J. W: de Bakker, 25 
years of semantics; and Computational Engines 
(on the pre- and early history of the elec
tronic computer). 

As shown in this introduction, CWI contin
ued developing a broad range of activities 
during the year under review. The more 
stringent financial situation has in no way 
dulled our determination to achieve the aims 
stated in the Policy Document 1988-1993. I 
am convinced that the extra effort CWI has 
invested on a wide front will pay dividends in 
the future. 

P.C. Baayen 
Scientific Director CWI 



The Centre for Mathematics and Computer 
Science (CWI) is the research institute of the 
Stichting Mathematisch Centrum (SMC), 
which was founded on llth February 1946. 
SMC falls under The Netherlands organiza
tion for scientific research (NWO), the main 
source of funding. · 
In line with its statutory purpose 'to foster 
the systematic pursuit of pure and applied 
mathematics and computer science in The 
Netherlands', SMC immediately set up an 
institute for fundamental research, the 
Mathematical Centre. From the outset this 
institute played an important role in the 
development of computer science in The 
Netherlands. A change to the present name, 
CWI, in September 1983, reflected the major 
expansion of research in this field. On the 
national level this growth led to the setting-up 
in 1982 of the Stichting Informatica Onder
zoek in Nederland (SION), an independent 
NWO research organization for computer sci
ence. Its formal connection with SMC is 
embodied in a Permanent Consultation Com
mission. 

SMC also finances research projects at Dutch 
universities. These projects are organized in 
eight national working parties in the follow
ing fields: 
• Numerical mathematics; 
• Stochastics; 
• Discrete mathematics; 
• Operations research and system theory; 
• Analysis; 
• Algebra and geometry; 

Organization 

• Logic and foundations of mathematics; 
• Mathematical physics. 
SMC also supports the national working 
party on History and Social Function of 
Mathematics. 

SMC is administered by a Board of Trustees. 
Actual administration is delegated to the 
Board of Directors of SMC, which is also 
responsible for CWI. A Science Committee 
advises the Board of Trustees on matters of 
research policy and organization involving 
both the National Working Parties and CWI. 
The Science Committee is made up of re
searchers from universities and CWI. A num
ber of Advisory Committees make recommen
dations to CWI scientific departments on 
implementing research plans. 
Research at CWI is also evaluated by interna
tional visiting committees. The first evalua
tion, in 1987, covered statistics, stochastics 
and system theory. The next, in 1989, dealt 
with algebra, analysis, geometry, optimization 
and numerical mathematics. 

CWl's goal is fundamental and advanced re
search into mathematics and computer sci
ence, with special emphasis on areas to which 
the research may have relevant applications. 
Research is fundamental in that it mainly 
concerns those problems lacking standard 
methods of solution. It is advanced, in that 
CWI aims at a high level, both nationally and 
internationally. Preference is given to subjects 
with internationally relevant development 
potential. 

The organization structure of SMC and CWI 
is shown on the opposite page. In this 
scheme, the department of Computer Systems 
& Telematics comes under supporting sectors. 
However, because of the increasing emphasis 
on research, its activities are represented as 
those of a scientific department. The depart
mental structure is less rigid than it appears, 
given considerable inter-departmental colla
boration. This is a matter of deliberate pol
icy, not only in the selection of research 
topics, but also in the selection of the per
manent scientific staff. There are also a 
number of supporting service departments. 

By international standards CWI might appear 
relatively small and incapable of involvement 
in the full range of major developments in 
mathematics and computer science. However, 
size can be deceptive. By its very nature CWI, 
with its close knit research units supported by 
state-of-the-art computer facilities and a well 
stocked library, is ideally equipped to handle 
the dynamic and interdisciplinary demands of 
present day research. 
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Department of Analysis, Algebra & Geometry 

proached from a mathematical angle is the 
invasion problem: can an infection, when 
introduced in a susceptible population, cause 
a spreading epidemic - or will it disappear? A 
threshold-quantity called the basic reproduc
tion ratio can be used to answer this question 
and its existence is a major insight that 
mathematical thinking has brought to epi
demiology (more about this in the next sec
tions). The basic reproduction ratio is also 
important in studying the efficacy of different 
control measures and as a tool for discrim
inating between different vaccination stra
tegies. 

INFECTIOUS DISEASES IN STRUCTURED POPULATIONS Once an epidemic occurs, the question is how 
the fraction of infected individuals will 
develop in time and what fraction ultimately 
escapes from getting the disease. A second 
major insight furnished by mathematical 
modelling is that there will always be a posi
tive fraction of individuals that do not con
tract the infection. For the questions men
tioned so far one assumes that the time scale 
of the epidemic process is much faster than 
the time scale of demographic changes in the 
population. If an infection has established 
itself in a population it is said to be endemic. 
Now we look on longer time scales and the 
demography becomes important. Questions 
concern the stability of the endemic state, the 
possibility of oscillations, and the problem of 
regulation: how does the disease affect popu
lation growth? 

Introduction 
Epidemiology is the scientific description of 
the distribution in space and time of diseases 
and the search for factors responsible for the 
observed patterns of distribution. Originally 
most emphasis was put on the study of infec
tious diseases, but in the second half of this 
century and in the developed world the study 
of degenerative diseases such as cancer and 
cardiovascular diseases became predominant. 
The current AIDS epidemic has led to an 
upsurge in interest for infectious diseases. 

CWl's joint project with the University of 
Leiden focuses on populations where hetero
geneity among individual characteristics can 
strongly influence the spread of an infection. 
The aim of the project is to provide an overall 

picture of the common mathematical struc
ture of epidemic models or, more generally, to 
provide a survey of the various structures 
inherent in such models, and their interrela
tions. 

Mathematical questions in epidemiology 
The understandable expectation that 
mathematical models are used for prediction 
of future trends in the spread of infectious 
diseases is unwarranted. Mathematical models 
are used for obtaining insight, in particular 
concerning the relative importance of factors 
influencing the spread of the infection and, 
more generally, concerning the relation 
between mechanisms on the individual level 
and phenomena at the population level. 
One of the major questions that is ap-



Two successful examples 
In studying these questions modelers have 
had an impact on public health decisions. Let 
us discuss two of these success stories of 
mathematical models in epidemiology. 

The first is probably the earliest example of 
insightful application of mathematics to epi
demiology. It dates back to 1909 when Ross 
introduced the notion of a threshold quantity 
already referred to above. He observed that 
eradication of malaria is possible by decreas
ing the number of mosquitos present in a cer
tain area. Prior to that it was generally 
believed that malaria would always survive as 
long as some mosquitos were still present and 
that total eradication of mosquitos was im
possible. Using a simple model, Ross showed 
that there was a quantity which, when 
suppressed below unity, would guarantee the 
disappearance of malaria from the area, and 
that this quantity depended on the ratio of 
mosquito density to human density. Thus he 
found a critical mosquito density. Empirical 
corroboration was later obtained in India 
with the discovery of neighbouring areas with 
and without malaria and mosquito densities 
respectively above and below the critical level. 

A second example is the evaluation of diffe
rent vaccination strategies. For example for 
rubella (German measles), which is a mild ill
ness in most individuals but is a serious 
threat to pregnant women and their unborn 
off spring, there are three strategies. One is to 
vaccinate all young children, a second is to 

~ 
Anopheles stephensi, female specimen (males 
don't bite), takes a meal of blood and gorges 
until overflow (drop on rear). This is how the 
malaria parasite is conveyed from mosquito to 
man and vice versa. 

<JMalaria is caused by the parasite of the genus 
Plasmodium. Here we see the age-specific 
Plasmodium prevalence rates, i.e. the fraction 
of the population carrying the parasite, in 
several villages on the Ruzizi plain (Burundi). 
Malaria prevalence varies widely between vil
lages, thus corroborating the idea of a critical 
mosquito density below which malaria disap
pears. 

For both pictures: courtesy H.J. van der Kaay, 
University of Leiden, Laboratory for Parasitolo
gy. 
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The infectivity A as a function of the time T 

since infection for the diseases HIV (which 

vaccinate only prepubertal girls, and a third is 
a kind of combination: vaccination of all chil
dren at young age (about I year old) and 
again at about 11 years old. The second stra
tegy was used in The Netherlands up to 1984, 
when a switch was made to the third. 
Mathematical analysis shows that certain stra
tegies can in fact increase the fraction of seri
ous cases. This is because complications of 
rubella infection are more likely to occur at a 
higher age, and that the average age at which 
infection is contracted can rise when using 
certain strategies. Important questions which 
can be answered by mathematical analysis, 
e.g. by studying the effect of vaccination on 
the threshold quantity, are: 
• which immunization coverage is required to 

eliminate rubella? (For The Netherlands 

cawes AIDS) and measles. The characteristic 
function A can differ widely for variow 

the answer is: around 95% of young chil
dren, a percentage attainable only in highly 
developed countries.) 

• if elimination cannot be attained, what 
consequences does this have for the fraction 
of unvaccinated individuals? 

It is thought that with The Netherlands' cur
rent combined vaccination strategy against 
measles, mumps and rubella it should be pos
sible to eliminate these three diseases in the 
first half of the nineties. 

The basic reproduction ratio 
A paper by W.O. Kermack and A.G. McKen
drick which appeared in 1927 in the Proceed
ings of the Royal Society at Edinburgh has 
had a major influence on mathematical 
modelling of epidemics. Nowadays most peo-

diseases. Note for example the difference in 
time scales and in the recurrency pattern. 

pie refer to a certain simple system of ordi
nary differential equations as the Kermack
McKendrick model, whereas in fact they 
treated a much more sophisticated model. 
Their key idea was to describe the average 
infectivity of an individual T units of time after 
it became infected by a non-negative function 
A(T). The assumption is that infection trig
gers an autonomous process which develops 
within the host without any further influence 
of the environment and that, consequently, 
we can use an 'age' representation to describe 
the average infectivity. Aspects as the detailed 
stochastic modelling of the time evolution of 
the internal population of viral particles or 
bacteria and the concomitant reaction occur
ring in the immune system are incorporated 
in the function A; and in considerations 



where we need not specify A we do not have 
to worry about these. 

Assuming that the number of contacts 
between susceptibles and infectives is propor
tional to the density of susceptibles times the 
density of infectives ( the law of mass action), 
Kermack and McKendrick were led to intro
duce R 0 =Sf~ A ( -r)d T as the expected num
ber of secondary cases (new infected individu
als) produced by one infectious individual 
during its entire infective life in a susceptible 
population of density S. Clearly the R 0 has 
threshold value one, i.e. when R 0 < l no epi
demic develops upon introduction of the 
infection in the population, whereas when 
R0 >1 an epidemic gets started. R 0 is called 
the basic reproduction ratio. 

Heterogeneity 
Things become more complicated when not 
all individuals are equally susceptible. Disease 
transmission will reflect differences in suscep
tibility and we have to carry out the right 
averaging procedure to arrive at R 0 . The 
bookkeeping should take into account the 
different structures and distribution of the 
population with respect to these. In recent 
years considerable attention has been paid to 
the modelling of such more complex - and 
realistic - systems. The project presently 
described reflects this interest. 

We introduce a variable ~ which we call the 
h-state (h for heterogeneity). ~ can be static or 
dynamic, discrete or continuous. Examples 

are age, sex, sexual activity, spatial position. 
The h-state space, i.e. the range of all relevant 
~' we call 0. Let A(-r,~,11) be the expected 
infectivity of an individual which was infected 
T units of time ago while having Ji-state 11, 
with respect to a susceptible of h-state f So 
all medical, behavioural, physiological and 
social aspects which are relevant for disease 
transmission are summarized by A and we 
shall need sub-models later on to specify A 
on the basis of certain assumptions. Because 
in the parametrization only the h-state at 
infection time enters, it is not necessary - for 
the time being - to specify the dynamics of 
the h-state. Let sm be the susceptible popu
lation density as distributed over !2. The next 
generation operator 

00 

(K(S)<P)m=sm f f A(T,~,11)dT <P(11)d11 
0 0 

tells us both how many secondary cases arise, 
and how they are distributed over !2, when we 
start with a 'distributed' individual cp. We 
consider K(S) as an operator on L 1(!2). Note 
that K(S) is a positive operator (since S and 
A are non-negative, K(S) preserves non
negativity). So, as a rule, there is a dominant 
eigenvalue Ad and K(Stcp~c(cp)A~cf>d as 
n-HXJ for any non-negative cp, where cf>d is the 
eigenfunction corresponding to Ad, and c(cp) is 
a constant depending on cp. In other words 
after transients, which reflect how exactly the 
epidemic started, have died away (i.e. for suf
ficiently large n) the next generation will be a 
factor Ad larger than the current one and the 
distribution of new cases with respect to h-
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state will be invariant. Clearly the biological 
quantity we are after is mathematically 
described by Ad or, in symbols, R 0 ="Ad. 

Under various special assumptions it is now 
possible to calculate the basic reproduction 
ratio when arbitrary heterogeneity characteris
tics which influence the spread of an infection 
are taken into account. 

Colloquiwn on models for infectious diseases 
The work on the basic reproduction ratio, 
described in the above section, came out of 
the preparations for a colloquium on models 
for the spread of infectious diseases ifl struc
tured populations which was organized over 
the whole of 1989. A total of 35 lectures were 
given by (mainly Dutch) researchers from 
various disciplines; the audience comprised 
around 30 theoretical biologists, epidemiolo
gists, and mathematicians. The work on vac
cination strategies in The Netherlands men
tioned above was presented by J.A.M. van 
Druten (Department of Medical Statistics, 
University of Nijmegen). The twelve excur
sions to the mathematical side of the subject 
by the organizers - 0. Diekmann, J.A.P. 
Heesterbeek, M. Kretzschmar and J.A.J. Metz 
- which touched, among other things, on all 
questions mentioned in the second section, 
will be expanded into a book during 1990 
and 1991. 
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The following information is given for each pro
ject: a short description, the start-up year, 
research staff (project leader in italic) and 
cooperating institutions. 

Algebra, discrete mathematical structures and 
computer algebra 
The project concerns the relation between 
graphs/ geometries on the one hand and 
group theory on the other hand. The main 
interest lies in graphs and groups of Lie type. 
These studies have led to the development of 
algorithms and, later software packages, thus 
focussing in on computer algebra. ( 1981) 

A.M. Cohen, J.T.M. van Bon, A.E. Brouwer, 
G.C.M. Ruitenburg, B. de Smit. 

Univ. Nijmegen, Univ. Rotterdam, Free Univ. 
Brussels, Univ. Michigan, Univ. Eindhoven, 
Cal. Tech. Pasadena, UC Santa Cruz, Free 
Univ. Amsterdam, Imperial College, Univ. 
Cambridge, Inst. of System Studies Moscow. 

Analysis and mathematical physics 
This project involves (aspects of) harmonic 
analysis on homogeneous spaces, special func
tions, quantum groups, q-special functions, 
integrable dynamical systems, and topological 
dynamics and some of the manifold interrela-

tions between these topics. There are four 
subprojects. 
• Analysis on semisimple Lie groups and 

symmetric spaces and the connection with 
special functions. (1972) 
TH. Koornwinder, M. Dijkhuizen. 

Univ. Leiden, Univ. Nijmegen, Univ. Delft, 
Univ. Groningen, Univ. Amsterdam, Univ. 
Leuven, Univ. Wisconsin, Univ. London, 
Japan, Univ. Tunis. 

• Lie Algebras, Hopf algebras and integrable 
dynamical systems. ( 1982) 
M. Hazewinkel. 

Univ. Amsterdam, Univ. Twente, UCLA, 
Univ. Utrecht, MGU Moscow, LOMI Len
ingrad. 

• Relativistic and quantum integrable sys
tems. ( 1986) 
S. N. M. Ruijsenaars. 

Univ. Amsterdam, Australia. 
• Dynamical systems. (1976) 

J. de Vries. 

Univ. Delft, Univ. Maryland, Univ. Tel
Aviv. 

Nonlinear analysis and biomathematics 
Analysis of ordinary, partial and functional 
differential equations and integral equations 
which correspond to mathematical descrip-

tions of biological processes. Development of 
a general mathematical modelling methodol
ogy, in particular for the dynamics of struc
tured populations. ( 1975) 

0. Diekmann, G. Greiner, J.A.P. Heesterbeek, 
H.J.A.M. Heijmans, H. Inaba, J.A.J. Metz, J. 
van Neerven. 

Univ. Leiden, Univ. Delft, Univ. of Tech. 
Helsinki, Free Univ. Amsterdam, Univ. Cal
gary, Univ. of Strathclyde Glasgow, Univ. 
Ti.ibingen, Kyoto Sangyo Univ., Unlv. 
Hiroshima, Univ. Arizona, Georgia Inst. of 
Technology, Univ. Mi.inchen. 

Asymptotics 
This project includes research on asymptotic 
expansions of integrals and differential equa
tions, and solving problems on analysis and 
asymptotics (with numerical aspects) from 
physics, biology, and statistics. (1975) 

N.M. Temme, A.B. Olde Daalhuis. 

Univ. Groningen, Univ. Winnipeg, Univ. 
Knoxville, Univ. Maryland. 

Image processing and reconstruction 
• Research on mathematical aspects of image 

processing and reconstruction by means of 
mathematical and numerical analysis, 



mathematical statistics and computer sci
ence; 

• Development of algorithms and software; 
• Contact with medical investigators, biolo

gists and physicists, as well as with labora
tories. 

(1985) 

J.B. T.M. Roerdink, F.C.A. Groen, H.J.A.M. 
Heijmans, P. Hofstee, M. Zwaan. 

Philips Medical Systems Best, Univ. 
Nijmegen, Univ. Delft, IZF-TNO Soesterberg, 
Philips Research Lab. Brussels, Harvard 
Univ., Ecole Normale Superieure des Mines 
Paris. 

Miscellaneous 
• Classical analysis and number theory. 

(1972) 
This project concerns the study of problems 
of a (numerical/analytical) number
theoretic nature. 
J. van de Lune. 

Bell Labs, Free Univ. Amsterdam. 
• History of mathematization. 

History of mathematical activity in the 
Netherlands over the period 1945-1960, in 
particular the history of founding the 
Mathematical Centre and of setting up the 
study course of Mathematical Engineer. 
Both events are being considered on the 

one hand in the general history context of 
their time, on the other hand against the 
background of the preceding development 
in the relation between mathematics and 
application. ( 1988) 
G. Alberts, M. Hazewinkel. 

Univ. Twente, Univ. Amsterdam. 
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Department of Operations Research, Statistics & System Theory 

PERFORMANCE ANALYSIS OF POLLING SYSTEMS 

Introduction 
Queueing theory is concerned with the 
mathematical research of the performance of 
a system offering services for collective use. 
Such a system may be a hospital or bank, but 
it can also be a 'flexible manufacturing sys
tem', telephone exchange or computer net
work. The object of study is formulated in 
abstract terms as a network of service units 
and customers requiring services at those 
units. The nature of the arrival processes and 
service requests is usually such that they have 
to be represented by stochastic processes. 
Hence the most important performance meas
ures, like waiting times, workloads and queue 
lengths, are random variables. Accordingly, 

the main techniques of queueing theory stem 
from probability theory. 

In the beginning of this century, queueing 
theory was developed as a tool for dimension
ing telephone exchanges. In the sixties and 
seventies it turned out that queueing models 
could also lead to accurate predictions of the 
behaviour of complex computer systems. This 
gave a strong impulse to the research on 
queueing networks. Today, the distributed 
nature of modem computer-communication 
networks poses a new challenge to queueing 
theory. We are beginning to see systems with 
distributed communications, distributed sto
rage, distributed processing and distributed 

control. Unfortunately, a thorough under
standing of the basic principles of distributed 
systems is still lacking. Such principles are 
needed to predict performance, to explain 
behaviour and to establish design methodolo
gies. 

At CWI one project is mainly devoted to 
queueing theory and its application to the 
performance analysis of computer and com
munication networks. Computer performance 
research carried out under the Government's 
Information Technology Promotion Plan 
INSP (1984-1989) has resulted in two Ph.D 
theses, to be defended in early 1990. The fol
lowing exposition concerns the research area 
of W.P. Groenendijk's thesis, viz., distributed 
control of multi-access communication chan
nels. Below we discuss the queueing model 
under consideration, and the main results 
obtained. But first, we describe the kind of 
computer-communication network that has 
stimulated this research. 

Many communication systems provide a 
broadcast channel which is shared by all con
nected stations. When two or more stations 
wish to transmit simultaneously, a confiict 
arises. The rules for resolving such confiicts 
are referred to as 'multi-access protocols'. The 
token ring protocol is one such protocol used 
in many local area networks. In a token ring 
local area network, several stations (terminals, 
file servers, hosts, gateways, etc.) are con
nected to a common transmission medium in 
a ring topology [Figure I]. A special bit 
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Figure 1. A token ring local area network. 

sequence (called the token) is passed from one 
station to the next; a station 'possessing the 
token' is allowed to transmit messages. After 
completion of its transmission the station 
releases the token, giving the next station in 
turn an opportunity to transmit. This situa
tion can be represented by the following 
queueing model - known as a polling model. 

1be polling model 
A polling model is a single-server multi-queue 
model, in which the server attends to the 
queues in cyclic order [Figure 2). The N 
queues Q., ... ,QN have infinitely large waiting 
rooms. Arrival times of customers at the 
queues are usually assumed to occur accord-

Figure 2. Queueing model of a polling system. 

ing to a Poisson process. Service requirements 
of customers at a queue . are independent, 
identically distributed stochastic variables; the 
same holds for the switch-over times of the 
server between queues. Arrival rates, service 
time and switch-over time distributions may 
differ from queue to queue. 

A polling model describes the behaviour of a 
token ring local area network in a natural 
way. The server represents the token-passing 
mechanism, and the customers represent mes
sages generated at the stations. But many 
other situations in which several users com
pete for access to a common resource can be 
described by this polling model. Examples are 
a repair man patrolling a number of machines 
which may be subject to breakdown, assembly 
work on a carousel in a production system, 
and a signalized road traffic intersection. 
Depending on the application, various service 
disciplines at the queues may be considered. 
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Common disciplines are exhaustive service 
(the server continues to work at a queue until 
it becomes empty), gated service (the server 
serves exactly those customers who were 
present when he arrived at the queue) and 1-
limited service (the server serves just one cus
tomer - if anyone is present - before moving 
on to the next queue). 

Analysis of the polling model 
For polling models with exhaustive and gated 
service, the steady-state mean waiting times at 
all N queues can be determined by solving a 
set of O(N2 ) linear equations. The case of !
limited service is much less amenable to an 
exact analysis. For only two queues, the joint 
queue length distribution at both queues can 
be determined by formulating and solving a 
boundary value problem for analytic func
tions, a Riemann or Riemann-Hilbert prob
lem; the mean waiting times are thus also 
found - these being expressed as singular 
integrals. But, when there are at least three 
queues with I-limited service, the mean wait
ing times are unknown. However, even in 
such a case there exists a simple expression 
for a certain weighted sum of all the steady
state mean waiting times. Twenty-five years 
ago Kleinrock showed that, under quite weak 
assumptions, in the case that all switch-over 
times between queues are zero, 

n ""x. Q(2) N ""- ,,..., 
i=I 

-~p;EW;=p 2(1- ) 
1=1 p 

(I) 
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Queues are, of course, a very familiar phenome
non in traffic. A crossing with traffic lights is an 
example of a system of queues waiting to be 
served. Such a system bears similarities to 
situations inside computer and communication 
systems and may be modelled by using the same 
underlying queueing theory. 

Photo: courtesy Nederland Haar/em B.V. 



Here EWi denotes the mean waiting time at 
Q;, 'Ai the arrival rate, p; the offered traffic 
load and p~2> the second moment of the ser
vice requests; p=~iPi denotes the total 
offered load. This is called a conservation law: 
if the service discipline at a queue is changed, 
the weighted sum of mean waiting times - i.e. 
the lefthand side of ( 1) - remains the same, 
although the individual mean waiting times 
may change. 

Work conservation and work decomposition 
The conservation law is a consequence of the 
'principle of work conservation'. Suppose the 
scheduling policy, i.e., the procedure for 
deciding which customer(s) should be in ser
vice at any time, does not allow the server to 
be idle when at least one customer is present, 
nor does it affect the amount of service given 
to a customer or the arrival time of any cus
tomer. Comparing the sample paths of the 
'workload process' for such a system under 
different scheduling disciplines leads to the 
observation that the workload process is 
independent of the scheduling discipline. 

The principle of work conservation has pro
ven very useful in the past. It enables one to 
analyze the workload process of queueing sys
tems with a highly complicated scheduling 
discipline as if the scheduling discipline were 
a relatively simple one, e.g. the First Come 
First Served discipline. 

For the token ring local area network men
tioned above the time for the token to be 

passed from station to station is m general 
not negligible. Correspondingly, in the polling 
model the time the server needs to switch 
from station to station has to be taken into 
account. This fact considerably complicates 
the analysis: the principle of work conserva
tion is no longer valid, since now the server 
may be idle (switching), although there is at 
least one customer in the system. However, 
under certain conditions there exists a natural 
modification of the principle of work conser
vation for polling systems with switch-over 
times, based on a decomposition of the 
amount of work in the system. This result, 
which has been proved at CWI, states that -
under certain conditions - the amount of 
work in the polling system, V with, is in distri
bution equal to the sum of the amount of 
work in the simpler 'corresponding' system 
without switch-over times, V without• plus the 
amount of work, Y, at an arbitrary moment 
during a period in which the server is switch
ing from one queue to another: 

V with = V without + Y (2) 

The work decomposition gives rise to similar 
expressions for a weighted sum of the mean 
waiting times as Formula (1). Taking means 
in (2) leads to (cf. (1)) 

n 
~ ').._.a(2) 

N ~ 11"1 
i =I 

.~p;EW;=p 2(l- ) +EY. 
1=! p 

(3) 

Denote the mean total switching time in one 
round of the server by s, and the second 

moment by s<2>. Evaluating EY yields: 
N 
~')....p(2) 

N ~I I 

~p;EW;=p i;/l-p) s<2) 
+p-

2s i=l 

S N N 

+ 2(l- ) [p2 - .~Pr]+ .~EM;, 
p 1=1 1=! 
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(4) 

where EM; denotes the mean amount of work 
in Q; left behind by the server upon its depar
ture from that queue (when s~o. the fraction 
of visits to Q; in which the server finds Q; 
empty tends to one, and the right-hand side 
of (4) reduces to the right-hand side of (1)). 
Formula (4) has been coined a pseudo
conservation law. The main difference with 
Kleinrock's conservation law is that now the 
left-hand side of the formula does depend on 
the service discipline at each queue, through 
~EM;. For many service disciplines, includ
ing exhaustive, gated and I-limited service, we 
are able to determine the right-hand side of 
(4) explicitly. Often, such pseudo-conservation 
laws contain the only information available in 
polling systems with nonzero switching times. 
Hence, they are of considerable practical 
importance. One of the main features of the 
pseudo-conservation laws is that they are very 
useful for testing and developing approxima
tions for the individual mean waiting times, 
which can seldom be determined explicitly. 

Last year's results 
Boxma and Groenendijk, in close cooperation 
with H. Levy (Tel-Aviv University) and J.A. 
Weststrate (Tilburg University), have exten-
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ded the results described here in several direc
tions. 
• An accurate and generally applicable 

method for approximating mean waiting 
times has been devised, which may yield 
insight into the behaviour of a large class 
of polling systems. 

• Formula ( 4) has been generalized to allow 
group arrivals. In combination with the 
developed mean waiting time approxima
tion procedure, this has been used to 
analyze the performance of Transaction 
Driven Computer Systems. 

• Pseudo-conservation laws have been 
derived for several non-cyclic server routing 
mechanisms. This was motivated by the 
consideration that cyclic routing is more 
and more becoming a naive strategy, dating 
from the days of insufficient computing 
power to implement anything more sophis
ticated. 

• The ultimate goal of performance modeling 
and analysis is performance improvement 
and system optimization. Pseudo- conserva
tion laws appear to be a good starting
point for optimization in polling systems. 
In the case of non-cyclic service, they have 
already been used to minimize mean system 
workload by judiciously choosing the server 
route. This research direction will be pur
sued in a forthcoming Ph.D. project. 

The following information is given for each pro
ject: a short description, the start-up year, 
research staff (project leader in italic) and 
cooperating institutions. 

Combinatorial optimization 
Combinatorial optimization and algorithmics 
is the mathematical investigation of problems 
and algorithms involving the arrangement, 
grouping, ordering or selection of discrete 
objects. The subjects are: 
• Design and analysis of algorithms (1973); 
• Polyhedral methods (1983); 
• Multicommodity flows and VLSI-layout 

(1989); 
• Computational geometry (1989); 
• Parallel computations (1982); 
• Multi-criteria machine scheduling problems 

(1985); 
• Interactive planning methods (1983); 
• Model and algorithm representation and 

manipulation (1988). 

A. Schrijver, A.M.H. Gerards, J.A. Hooge
veen, B.J.B.M. Lageweg, J.K. Lenstra, S.L. 
van de Velde, H. Oosterhout, B. Veltman. 

Univ. Rotterdam, Univ. Tilburg, Bellcore, 
Eotvos Lorand Univ. Budapest, MIT Cam
bridge, Univ. Augsburg, Univ. California 

Berkeley, Univ. Pennsylvania, Bell Labs Mur
ray Hill, Morristown NJ, Univ. Grenoble, 
Univ. Pittsburgh, Univ. Waterloo, Univ. 
Eindhoven, Ithaca NY, Univ. Montreal, Univ. 
Amsterdam, Univ. Texas. 

Analysis and control of information flows in 
networks 
The project concerns the mathematical model
ing, analysis and control of information flows 
in computer systems and telecommunication 
networks. The subjects are: 
• Analysis of mathematical queueing models 

(1981); 
• Performance analysis of communication 

systems (1983); 
• Performance analysis of computer systems 

(1985); 
• Reliability and availability of networks 

(1987). 

O.J. Boxma, J. van den Berg, J.L. van den 
Berg, J.W. Cohen, P.A. van der Duyn 
Schouten, W.P. Groenendijk, P. Wartenhorst. 

Univ. Rotterdam, Free Univ. Amsterdam, 
Univ. Tilburg, Univ. Utrecht, AT&T Bell 
Laboratories, IBM Forschungslaboratorium 
Zurich, INRIA, Univ. Maryland, Univ. 
Eindhoven, Univ. Tel-Aviv. 



System and control theory 
System and control theory aims at formulat
ing and analyzing dynamical systems as 
models for dynamic phenomena, and solving 
control and prediction problems. The sub
jects are: 
• Deterministic system theory (1984); 
• Stochastic system theory (1978); 
• Systems with a generalized state space 

(1988); 
• Control of discrete event systems (1988); 
• Inverse scattering and image processing of 

seismic data (1988); 
• Overload control for communication sys

tems (1985). 

J.B. van Schuppen, M. Hazewinkel (CWI, 
AM), M. Kuijper, J.M. Schumacher, P.R. de 
Waal (STW), J.W. van der Woude (Shell fel
low). 

Univ. Twente, Univ. Groningen, Philips 
Telecomm. Hilversum, Univ. California 
Berkeley, Univ. Gent, Univ. Padua. 

Stochastic processes 
Fundamental research on stochastic processes 
with special emphasis on processes in space 
and time, and research on the statistical ana
lysis of particular stochastic processes. 
• Stationary processes and their applications 

in physics (1981 ). 

H.C.P. Berbee, J. van den Berg. 

Univ. Delft, Univ. Bristol, Univ. Madison. 

Semiparametric statistics 
The construction of statistical procedures and 
the derivation of their properties for semi
parametric models, i.e. models which are 
partly parametric and partly nonparametric in 
character. More generally, the study of sta
tistical techniques of mixed parametric/ non
parametric nature, e.g. bootstrapping. Appli
cations are also considered, especially in con
sultation and cooperative projects. The 
subjects are: 
• Semiparametric estimation theory (1983); 
• Bootstrap methods (1984); 
• Statistical inference using extreme order 

statistics (1986); 
• Statistical analysis of debugging and error

counting models in software reliability 
(1989); 

• Nonparametric estimation of the survival 
function in the presence of bivariate cen
soring (1988); 

• Statistical consultation and cooperation 
(1986). 

K.O. Dzhaparidze, R. Helmers, R.D. Gill, 
L.F.M. de Haan, A.L.M. Dekkers, S.A. van 
de Geer, A.M. Shiryaev, A.W. van der Vaart, 
D.M. Bakker, M.C.J. van Pul, R. van der 
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Horst (CWI-STO), B. Lisser (CWI-STO). 

Univ. Baltimore, Limburg University Centre 
(Belgium), Univ. Tbilisi, AKZO, NLR, Phi
lips Nat. Lab., ITI-TNO, RIVM, Gammasoft. 

Image analysis 
This project is concerned with mathematical 
and statistical aspects of the analysis of digi
tal images and related spatial data. The aims 
of the project are to apply probabilistic 
models and statistical techniques to obtain 
new algorithms and assess the performance of 
existing ones. 
• Statistical aspects of image analysis ( 1988). 

A.J. Baddeley, R.D. Gill, R.A. Moyeed, 
M.N.M. van Lishout, R. van der Horst, B. 
Lisser. 

Free Univ. Amsterdam, Univ. Amsterdam, 
CSIRO Australia, ITI-TNO, Univ. Aarhus. 



Department of Numerical Mathematics 

STANDARDIZATION OF ELEMENTARY FUNCTIONS IN ADA 

Introduction 
Anyone confronted with the problem of non
fitting mechanical or electrical spares will 
readily admit that standardization is an 
important issue in society today. As program
ming languages emerged, so here too stan
dards became a matter of paramount impor
tance. In some cases standardization has been 
quite successful, e.g., in graphics (where CWI 
made important contributions to the emer
gence of the GKS standard) and in communi
cation protocols. 

In the field of mathematical functions, ele
mentary functions like sqrt, log and sin have 
been available in programming languages 
from the beginning. However, there is a wide 
spectrum for which functions are available, 

how they can be called, and how they per
form with respect to accuracy of the result 
and domain of the argument(s). 

In the programming language Ada elementary 
functions are absent, for reasons mentioned 
below. This offered the opportunity to the 
people most interested in it, to define a pack
age of elementary functions in Ada, and to 
give requirements for implementations of this 
package. The definition should satisfy Ada 
programming style rules, and its implementa
tion on Ada systems should meet perf or
mance requirements coming from the numeri
cal computing community. 

In 1986 international co-operation was started 
to provide for such a definition. This resulted 

in a proposal for international standardiza
tion of a set of Ada declarations of elemen
tary functions, together with detailed 
mathematical specifications and requirements. 
These mathematical specifications are also 
exemplary for other programming languages. 
The proposal now follows the ISO channels 
to achieve the addition of the proposed 
specifications as a standard to the Ada 
language. 

Aspects of the proposed standard 
Programming languages used for scientific 
computing usually define a set of standard 
elementary functions. For example, 
ALGOL60 recommended provision of sqrt, 
sin, cos, arctan, In and exp. Their meaning 
was assumed to be obvious. Ada, however, 
was designed without such predefined 
mathematical functions. Instead, it was 
planned that additional packages would be 
developed with the best possible use of the 
offered language features. In terms of general 
characteristics, an Ada package of elementary 
functions, dictated by the Ada design goals, 
should be: readable, reliable, fault-tolerant, 
efficient, portable and reusable. From the 
mathematician's point of view such a package 
should provide user-friendly traditional ele
mentary functions, with a high range of appli
cability, and with accuracy matching the used 
degree of precision. 

It was soon clear that, given the language's 
potential, several - far from obvious - deci
sions could be taken. Below we summarize a 



few of them, together with the answers pro
vided by the Working Groups assigned to 
these problems. 
• Which mathematical functions should be 

provided, and how? 
Besides the SQRT function, a set of the 
most common transcendental functions has 
been chosen, including one operator(** for 
exponentiation). 

• How can trigonometric functions be pro
vided when the units of the arguments are 
degrees, where the period of sin is 360, or 
barns (binary angular measure), where the 
period of sin is l, for example, instead of 
radians? 

The overload possibility in Ada allowed the 
solution to supplement the traditional one
argument functions like SIN(X) for the ele
mentary function sin (x) (period is 2'11') with 
two-parameter versions SIN(X, CYCLE) 
where the second parameter indicates the 
alternative period. 

• Ada offers a feature to define floating-point 
types of a specified precision (and range). 
Should (a) the elementary functions be 
made exploitable for every user-defined 
floating-point type, and (b) a user with a 
low-precision floating-point type obtain ele
mentary functions with low-precision and 
higher execution speed? 
The answer on (a) was: yes, and on (b): 
not always. 

• What accuracy can be required for each 
elementary function, depending on the 
available floating-point precision and (usu-

/ 

Figure 1. A function can be approximated on a 
given interval by (piece-wise) rational functions 
as close as desired. 

ally) the value of the argument in a func
tion call? 
The elementary functions are in all cases 
approximated by (piece-wise) rational func
tions, which means that the computation of 
a function value involves a finite number of 
floating-point operations ( +, - , *, I) with 
floating-point numbers. On a given interval 
we can always derive rational functions 
which stay as close as desired to the 
approximated function (see Figure 1). But 
with a chosen approximation function, one 
must also account for a certain round-off 
error made by the floating-point operations 

+-,. 
SIN(x)/ 

/ sin(x) 

J[ 
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Figure 2. Approximations of a function do not 
always satisfy given inequalities. Here the 
approximation of the sin function is larger than 
one near 'IT I 2. Ada working groups decided that 
such approximations should be excluded. 

needed for computing its values. This made 
it possible to define for every function real
istic requirements for its relative error for a 
wide range of its argument. In all cases the 
error should not be greater than a few mul
tiples of the relative floating-point preci
sion. 

• Which mathematical inequalities can be 
satisfied for each function? 
It can be imagined, that for the approxima
tion SIN of the elementary function sin, the 
property SIN(X).;;;;; I for X near '1712 is not 
satisfied because the approximating rational 
function has a different maximum (see Fig-
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Ada Augusta, Lady King, later Countess of 
Lovelace, c. 1835. (Crown copyright. The 
National Physical Laboratory.) 
As the only legitimate daughter of the notorious 
romantic poet, Lord Byron, Ada Lovelace was 
already a well-known figure in 19th centwy 
high society at an early age. It was in this 
milieu that she met the computer pioneer 
Charles Babbage in 1833. From the start she 
took a keen interest in his work on calculating 
engines. In 1843 she translated an article by 
the Italian mathematician (later general and 
prime minister) L.F. Menabrea; its subject was 
the Analytical Engine, which had been occupy
ing Babbage since 1834. In a lengthy supplf1-
ment to the article Ada Lovelace explained 
several applications for the engine. For this she 
is considered the world's first programmer. Her 
contribution is honoured in the choice name for 
the programming language Ada. Alas, soon 
after the article was published her fortunes 
declined and she died poor in 1852. 



'The programming language Ada 
In the mid-seventies the US Department of 
Defense (DoD) decided to do something about the 
babel of tongues prevailing in their software sys
tems. By that time these systems, mostly embedded 
in aircraft, launching devices, etc., utilized several 
hundred programming languages and dialects. This 
led to the proposal to develop a single higher order 
language. 

At the same time the European software industry 
expressed the need for a language in which to write 
standardized software. A study, called the Euro
pean Systems Language (ESL), initiated by the 
Commission of the European Communities, led to 
the design of such a language. 

In 1979 the American DoD selected one of the 
four competing language designs, and called it 
Ada, in honour of Augusta Ada, daughter of Lord 
Byron, who may be considered as one of the 
world's first programmers. Although starting from 
different premises, ESL's implications for the 
language were rather similar to those of DoD, two 

ure 2). However, this would have the 
embarrassing effect of allowing 
ARCSIN(SIN(X)) to raise an exception 
(the Ada answer for an illegal argument of 
ARCSIN). Therefore, it was decided that 
the functions must satisfy requirements on 
the result like jSIN(X)I~ I, SQRT(X)~O. 
and COSH(X)~ I. One of these require
ments, EXP(X)~O. could come as a 

important desired features being portability and 
quality. As a consequence, the European efforts 
also shifted to support for Ada, and thus Ada 
became a truly international major development in 
software engineering. 

Currently Ada is widely adopted as a program
ming language, both in an embedded environment 
and· in ·scientific computing. Ada became an ANSI 
standard in 1983 and an ISO standard in 1987. 
Some major properties of the language are: 
• checking of program correctness before execu

tion; 
• explicit· and separate specification of interface 

properties of program parts; .. 
• integration in· an automated environment; 
• applications with importance to IT-industry. 
On the other hand, Ada still has some serious 
drawbacks, such as the absence of certain pro
gramming features which are much ·appreciated by 
scientific · software engineers. Hopefully, such 
features will be added in the current Ada revision 
process. 

surprise, since the real mathematical func
tion exp (x) vanishes nowhere. But for 
large negative values of X the result 
becomes much smaller than the smallest 
positive floating-point number, which 
makes 0.0 the best approximation. The 
alternative was to limit the possible values 
of the argument X. 

25 

• Which mathematical identities must be 
satisfied? 
In general only the most obvious ones will 
be required, like SQRT(0.0)=0.0, 
COS(0.0)= 1.0, and LOG(l.0)=0.0 . Usu
ally, the accuracy requirements for general 
arguments are sufficiently severe to make it 
likely that many other special cases will in 
practice also be satisfied. 

• Which domains are defined for the func
tions? 
In general the traditional mathematical de
finition is followed closely, which resulted 
in requirements like: X~O for SQRT, X>O 
for LOG, and X=O for COT. One choice 
that provoked much discussion was to 
exclude the possibility 0.0**0.0 for X**Y. 
The importance of the proposed standard 
here is that it does not allow implementa
tions to limit the domain of a function 
more than reasonably necessary. Where the 
proposal says that the domain is 
'mathematically unbounded', the actual 
region for the argument of a function is 
often limited, because the function value 
becomes too large to be representable as a 
floating-point number. In those cases narro
wer requirements have been given, re
questing that implementations must deliver 
accurate results within the specified 
bounds. 

Development of the standardization proposal 
In the European context, a start came with 
the EC-funded project (1982-1984), which 
resulted in the Guidelines for the design of 
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large modular scientific libraries in Ada - a 
joint effort by CWI and the National Physical 
Laboratory (Teddington). The guidelines pro
duced contained a recommendation concern
ing elementary functions in Ada. This was 
followed closely by the present proposal. A 
portable implementation and testing methods 
were subsequently produced in a subsequent 
EC-funded project: Pilot implementations of 
basic modules for large portable numerical 
libraries in Ada (1985-1987). 

Meanwhile, in 1986, two Ada working 
groups: the Ada-Europe Numerics Working 
Group and the ACM-SIGAda Numerics 
Working Group, had started working together 
to achieve an agreed proposal for the stan
dardization of an Ada definition, and of the 
performance requirements for elementary 
function implementations. In 1988, the stan
dardization committee ISO
IEC/ JTC1/SC22/WG9 (Ada) appointed a 
Numerics Rapporteur Group (drawn from the 
two working groups and WG9) with the task 
of proposing the addition of certain 
mathematical facilities to the Ada language. 
In 1989 the Group submitted its package of 
elementary functions to WG9. The proposal 
was accepted and advanced into the ISO 
hierarchy. 

For the numerical computing community, the 
development of performance standards for 
mathematical software, starting with the ele
mentary functions, is a logical second step 
following on from successful international 

cooperation to obtain a standard for the per
formance of binary floating-point arithmetic 
provided by computers. 

CWI actively participated in all projects and 
working groups mentioned above, and is 
represented by two staff members in the 
WG9's Ada Rapporteur Group. The produc
tive and cordial cooperation is ongoing with 
work on proposals for other mathematical 
facilities like complex arithmetic, Basic Linear 
Algebra Subprograms (BLAS), and primitives 
for the manipulation of floating-point 
numbers (for the accurate and efficient use in 
elementary function implementations). 
Finally, the cooperation includes work on 
proposals for the revision of the Ada 
language, and the development of testing and 
validation strategies concerning the proposed 
standard mathematical packages. 

The following information is given for each pro
ject: a short description, the start-up year, 
research staff (project leader in italic) and 
cooperating institutions. 

Discretization of evolution problems 
Analysis, development and documentation of 
algorithms for the numerical solution of evo
lution problems for differential equations and 
their application to industrial problems. The 
subjects are: 
• Stability and convergence (1978); 
• Adaptive grid methods (STW) (1987); 
• Static regridding methods (1989); 
• 3D Shallow water equations (RWS) (1988); 
• Boussinesq model (STW) ( 1988); 
• Parallel ODE solvers (1988). 

P.J. van der Houwen, J.G. Verwer, W.H. 
Hundsdorfer, J. Mooiman, B.P. Sommeijer, 
J.G. Blom, E.D. de Goede, R.A. Trompert, 
P.A. Zegeling. 

Shell Research Amsterdam, Univ. Valladolid, 
Univ. Halle, Univ. Delft, Univ. Trieste, 
Univ. Liverpool, Hydrodynamic, Univ. Dun
dee, Univ. Leiden, Delft Hydraulics, Min. 
Public Works, RIVM. 

Steady boundary value problems 
Development and analysis of modem tech-



niques for the efficient numerical solution of 
boundary value problems. In particular the 
study of multigrid and related methods and 
their application to industrial problems. The 
subjects are: 
• Defect correction and theoretical back

ground (1978); 
• Singularly perturbed boundary value prob-

lems (1978); 
• Adaptive methods (1987); 
• Applications in fluid dynamics (1983); 
• Efficient techniques for the solution of the 

Euler and incompressible Navier-Stokes 
equations (1983); 

• Reliable and efficient methods for semicon-
ductor device simulation equations ( 1987). 

P. W Hemker, B. Koren, H.T.M. van der 
Maarel, J. Molenaar, R.R.P. van Nooyen 
(IOP), P. Wesseling (advisor), P.M. de Zeeuw 
(STW). 

NLR, Fokker, Univ. Delft, Philips CAD
Centre Eindhoven, Univ. Michigan, GMD St. 
Augustin, INRIA Sophia-Antipolis, Techn. 
Univ. Hamburg-Harburg, NAG Downers 
Grove (USA), Tech. Univ. Vienna, Univ. 
Bari, Free Univ. Brussels, Von Karman Inst. 
Rhode St. Genese (Belgium). 

Numerical software 
1. Development of numerical software in the 

programming language Ada. (1981) 
2. Vector and parallel algorithms. 

Study of existing and development of new 
numerical algorithms in order to exploit the 
special features of vector and parallel com
puters. Development and production of 
numerical software for vector and parallel 
computers (in particular NEC SX-2, CRAY 
X/MP, Alliant FX/4, transputer systems). 
(1984) 

3. Computational number theory. 
Study of how vector and parallel processors 
can be used in an optimal way for the solu
tion of those number-theoretical problems 
where modem computers and numerical 
techniques can play a vital role. ( 1976) 

J. Kok ( l ), H.J.J. te Riele (2,3), H.A. van der 
Vorst, E.D. de Goede, B.P. Sommeijer, W.M. 
Lioen, M. Louter-Nool, D.T. Winter. 

I. Argonne NatLab, NAG Oxford, NPL Ted
dington, Univ. Amsterdam, Ada-Europe 
Numerics WG. 

2. Univ. Trieste, Univ. Amsterdam, Argonne 
NatLab, Shell Research Amsterdam, CER
F ACS Toulouse. 

3. Gesamthochschule Wuppertal, City Univ. 
New York, Fargo ND, Univ. Belgrado, 
Univ. Toronto, Australian Nat. Univ. Can
berra, Bell Labs, Kent State Univ. 
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PROCESS ALGEBRA 

Introduction 
Process algebra is the study of concurrent 
communicating processes in an algebraic 
framework. The initiator of this field is con
sidered to be R. Milner, with his Calculus of 
Communicating Systems [5], which formed the 
basis for most of the axiom systems in the 
theory ACP (Algebra of Communicating 
Processes) of Bergstra and Klop [2, 3). The 
endeavour of process algebra is to treat con
currency theory (the theory of concurrent 
communicating processes) in contrast to 
other, less formal approaches, in an axiomatic 
way. This approach is also used , for instance, 
in the study of mathematical objects as 

Department of Software Teclmology 

groups or fields by starting with an axiomati
zation of the intended objects. The axiomatic 
method which concerns us, is algebraic in the 
sense that we consider structures which are 
models of some set of (mostly) equational 
axioms; these structures are equipped with 
several operators. Thus, we use the term alge
bra in the sense of model theory. 

What is a process? 
There is ample motivation for such an 
axiomatic-algebraic approach to concurrency 
theory. The main reason is that there is no 
single definite notion of process. There is a 
staggering amount of properties which one 

may or may not attribute to processes; there 
are dozens of views (semantics) which one 
may have on (a particular kind of) processes; 
and there are infinitely many models of 
processes. Thus an attempt to organize this 
field of process theories leads very naturally 
and almost unavoidably to an axiomatic 
methodology; and a curious consequence is 
that one has to answer the question 'What is 
a process?' with the seemingly circular answer 
'A process is something that obeys a certain 
set of axioms ... for processes'. The axiomatic 
method has proven effective in mathematics 
and mathematical logic - and in our opinion 
it has its merits in computer science as well, if 
only for its organizing and unifying power. 

Calculus 
Alongside the orgamzmg role of this set-up 
with axiom systems, their models and the 
study of their relations, we have the obvious 
computational aspect. Even more than in 
mathematics and mathematical logic, in com
puter science it is algebra that counts. For 
instance, in a system verification the use of 
transition diagrams (as for example Petri 
nets) may be very illuminating; but, particu
larly when it comes to larger systems, it is 
desirable to have a formalized mathematical 
language at our disposal in which 
specifications, computations and proofs can 
be given in what is in principle a linear nota
tion. Only then can we hope to succeed in 
attempts to mechanize our dealings with the 
objects of interest. In our case the mathemati
cal language is algebraic - with basic con-



stants, operators to construct larger processes, 
and equations defining the nature of the 
processes under consideration. (However, the 
format of pure equations is not always 
enough. On occasion, conditional equations 
and some infinitary proof rules are used.) To 
be specific: we will always insist on the use of 
congruences, rather than mere equivalences in 
the construction of process algebras; this in 
order to preserve the purely algebraic format. 

A further advantage of the use of the 
axiomatic-algebraic method is that the entire 
apparatus of mathematical logic and the 
theory of abstract data types is at our dispo
sal. One can study extensions of axiom sys
tems, homomorphisms of the corresponding 
process algebras, and one can formulate exact 
statements as to the relative expressibility of 
some process operators (non-definability 
results). 

Extensions 
Of course, the present axiomatizations for 
concurrency theory do not cover the entire 
spectrum of interest. Several aspects of 
processes are as yet not well treated in the 
algebraic framework. The most notable exam
ples concern the real-time behaviour of 
processes, and what is called true concurrency 
(non-interleaving semantics). Algebraic 
theories for these aspects are under develop
ment at the moment. 

Linear vs. branching time 
In our view, process algebra can be seen as a 

worthy descendant of 'classical' automata 
theory as it originated three or four decades 
ago. The crucial difference is that nowadays 
one is interested not merdy in the set of exe
cution traces (or language) of one automaton, 
but in the behaviour of systems of communi
cating automata. Thus, as both Milner and 
Hoare [4] discovered, for several purposes it is 
no longer sufficient to abstract the behaviour 
of a process to a language of execution traces. 
Instead, one has to work with a more discrim
inating process semantics, in which the timing 
of choices of a system component is also taken 
into account. Mathematically, this difference 
is very sharply expressed in the equation 
x·(y + z)=xy + x·z, where + denotes choice 
and · is sequential composition; x,y,z are 
processes. If one is interested in languages of 
execution traces (trace semantics), this equa
tion holds; but in process algebra it will in 
general not hold. Nevertheless, process alge
bra retains the option of adding the equation 
and studying its effect. In fact, one goal of 
process algebra is to form a uniform frame
work in which several different process 
semantics can be compared and related. One 
can call this comparative concurrency seman
tics. 

We bring structure in our theory of process 
algebra by modularization, i.e. we start from a 
minimal theory (containing only the operators 
+ and ·), and then we add new features one 
at a time. This allows us to study features in 
isolation, and to combine the modules of the 
theory in different ways. 
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Algebra of Communicating Processes (ACP). 
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Projects 
Process algebra is studied at CWI in coopera
tion with the University of Amsterdam (Pro
gramming Research Group), and the Univer
sity of Utrecht (Applied Logic Group). To a 
large degree, the theory was developed in the 
framework of the ESPRIT I project 
METEOR, (ended 1 October 1989). Current-

ly, the theory is used in three European pro
jects: 
• The theory will be further developed in the 

ESPRIT Basic Research Action CONCUR, 
and close cooperation will be started with 
the originators of other algebraic con
currency theories, viz. CCS, CSP and 
MEIJE. 

Operational Semantics of A CP. 

• In the RACE project SPECS, process alge
bra forms the basis for the specification 
language CRL (Common Representation 
Language), into which specifications in 
'tower languages' such as LOTOS, SDL 
and CHILL are translatable, and which in 
turn is the starting point for derived 
representations and tools. 

• In the ESPRIT II Technology Integration 
Project ATMOSPHERE, process algebra 
will be used to verify specifications written 
in SDL. 

REFERENCES 
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The following information is given for each pro
ject: a short description, the start-up year, 
research staff (project leader in italic) and 
cooperating institutions. 

Concurrency 
Research into the semantic aspects of parallel 
computation according to various program
ming styles (imperative, applicative, logic, 
object-oriented); also foundational topics 
related to semantic modelling. (1984) 

J. W. de Bakker, E. Horita, J.M. Jacquet, J.N. 
Kok, J.J.M.M. Rutten, J.H.A. Wannerdam. 

ESPRIT BRA-partners, REX-partners, Free 
Univ. Amsterdam, Univ. Utrecht, Univ. Rot
terdam. 

Fonnal specification methods 
Research concerning process algebra, specifi
cation languages, executable specifications 
and systems development methodology. 
(1982) 

J.C.M. Baeten, J.A. Bergstra, R.J. van Glab
beek, J.F. Groote, A. Ponse, F.W. Vaan
drager, W.P. Weijland. 

ESPRIT-partners, RACE-partners, Univ. 
Amsterdam, Univ. Utrecht, Philips Research 
Eindhoven, PTT Research Leidschendam. 

Extensible programming environments 
Algebraic specification of programming envi
ronments, incremental development of 
language definitions, implementation of alge
braic specifications. (1982) 

P. Klint, J. Heering, P.R.H. Hendriks, J.W.C. 
Koom, E.A. van der Meulen, J. Rekers. 

ESPRIT-partners, Univ. Amsterdam, SERC 
Utrecht. 

Tenn rewriting systems 
Foundational research centering around term 
rewriting systems, with an emphasis on alge
braic and syntactic methods; foundational 
research in process algebra. ( 1989) 

J. W. Klop, R.J. van Glabbeek, A. Middel
dorp, F.-J. de Vries. 

ESPRIT BRA-partners, Free Univ. Amster
dam, Univ. Amsterdam, Univ. Utrecht, Univ. 
Nijmegen, Univ. Leiden. 

Expert systems 
Research into the applicability of methods of 
knowledge representation and automated rea
soning in expert systems. The development 
of prototype expert system tools. ( 1985I1986) 

P.J.F. Lucas, A. Eliens, P. van Emde Boas, 
L. C. van der Gaag, L. Kossen, J. W. Spee. 
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Philips Research Eindhoven, Univ. Twente, 
Univ. Amsterdam. 

Logical aspects of artificial intelligence 
Research concerning logic programming, 
deductive and knowledge-based database 
systems, theorem proving, non-monotonic 
reasoning and natural language processing. 
K.R. Apt, M. Bezem, P. van Emde Boas, 
D.J.N. van Eijck, H. Walinska, R.N. Bol, K. 
Kun en. 

Univ. Syracuse, Univ. Pisa, Univ. Victoria 
(Canada), Free Univ. Amsterdam, Univ. 
Amsterdam. 
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USER INTERFACES: THE VIEWS PROJECT 

Introduction 
As computers have become more powerful, 
and the emphasis has moved from main
frames to personal computers, so the empha
sis in software has moved from batch to 
interactive programs. Accompanying this 
change of emphasis, attention has focused on 
the user-interface of programs: the manner in 
which one works with a program, and what it 
is possible to do with it. 
And as the number of interactive programs 
has increased, the users have been faced with 
an ever increasing number of different user-

interfaces, so that to accomplish some task 
(such as sending out electronic mail) you may 
have to change user-interface several times, 
leading to confusion, errors, and inefficiency. 
At CWI a project group is presently working 
on various aspects of user-interfaces. 

Present situation 
In order to address some of these problems, 
at various places different approaches have 
been tried. The most prevalent is the 'toolkit 
plus guidelines' approach: the system supplies 
a 'toolkit' of routines that a programmer can 

call from a program, and a set of guidelines 
on how and where to use them. The toolkit 
may contain, for example, ways to build 
menus, to open windows, etc. 
An exemplary instance of this is the Apple 
Macintosh computer, one of the better exam
ples of a unified approach to user-interfaces. 
But even with this system, user-interfaces 
have to be written separately for each pro
gram. Two of the very first applications avail
able - the Desktop and Macpaint - had diver
gent user-interfaces: although having a com
mon starting point, the results were rather 
different, for example in their window 
management. Generally speaking, individual 
programs retain their own peculiarities. The 
underlying problem is that while toolkits 
bring the user-interfaces of programs closer to 
each other, they can't guarantee that they will 
be applied in the same way. 

A better approach is a user-interface layer 
above the whole system, so that the individual 
applications are unaware of user-interface 
issues. This 'interface independence' (or 
'Dialogue Independence', [ref. 4]) can be 
likened to the 'I/O independence' of the 
l 960's, where the responsibility of device
dependent input-output was taken out of the 
hands of individual programs, and placed in a 
central kernel of the system to which all 
programs had access. 

Another good example of this idea is file
name expansion. This is where you can give 
to a program a template pattern of the file 



Separate user-interface for each application 

In current systems, each application has to 
implement its user-interface. Even on systems 
where a toolbox of user-interface tools is sup-

names you want, and the system expands this 
pattern into the true list of file names before 
passing it onto the program. For example, the 
print command lprint*.doc refers to all pro-

. grams ending in .doc (the template pattern). 
On systems where this expansion facility is 
part of the system (such as Unix), all pro
grams have the advantage of the facility 
without having to know anything about it. On 
systems where the facility is only part of the 
toolkit (such as MS-DOS), the only programs 
that have the facility are those where the indi
vidual programmer has taken the trouble to 
use it. 

Another problem with current systems is a 

plied, user-interfaces of different applications 
often differ, interfering with a user's optimal 
use of the computer. In Views, the user-

lack of integration between applications. 
Again drawing on the Apple Macintosh as a 
well-known example, it pioneered multi-media 
applications, where for instance you can 
include text and pictures in a single docu
ment. But you have to use different programs 
for producing pictures and producing text, 
and it makes a difference whether you create 
a text with drawings in it, or a drawing with 
text in it, and, in producing the complete 
document, you have to change context to pro
duce the drawing that you want to include in 
your text (or vice versa). Finally, once you 
have included the drawing in your text, it is 
'frozen': there is no chance to make further 
changes to it. 
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interface is a separate layer supplied by the sys
tem, guaranteeing consistency across applica
tions. 

Views 
The Views project has developed from an ear
lier project at CWI, the ABC Programming 
Language [ref. l]. The purpose of ABC is to 
offer a powerful programming language and 
environment that is extremely easy to learn 
and use. As part of this aim, we wanted to 
reduce the number of different 'faces' that the 
user would see from the system: traditionally 
when programming, you must learn the com
mand language of the computing system you 
are using, the command set of an editor, the 
programming language itself, how to use the 
compiler, and so on. With ABC, we managed 
to reduce this set to two: the language and 
the editor. ABC is not only the programming 
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language, but also the command language, 
and for tasks that are not carried out with the 
ABC language, you use the editor: this 
includes actions like renaming and deleting 
objects, which is done by 'direct manipula
tion' of the objects involved [ref. 2] 
It was quickly obvious that we could extend 
this method of working to more general tasks 
than programming alone, e.g., document 
management and process management, and 
thus was born the Views project. 
Views, then, provides the user with a comput
ing environment, which is characterized by 
• what-you-see-is-what-you-get (WYSIWYG), 
• direct manipulation, 
• an open architecture, 
• a consistent interface across applications. 

WYSIWYG refers to systems where the sys
tem tries to keep the screen up-to-date with 
the true state of things. In fact Views is 
slightly stronger, leading us to coin a new 
term: TAXA TA - things are exactly as they 
appear. While usually in WYSIWYG systems 
you are working with a copy of the object in 
some buff er (in other words, what you see is 
what you will get), in Views you are always 
effectively working with the object itself. 

Open architecture means that it has to be 
easy to add new applications to the system, 
and that the user has much control and 
choice over individual aspects of the system 
and its interface (such as changing menus self, 
choosing which keys are available for 'short 
cuts', etc.). 

User model 
By the user model of a system we mean the 
model or set of rules which the user forms 
when working with the system. For example, 
if you work on a file, do you work on the file 
itself or on a copy? The basic user-model in 
Views is: every object in the system is editable, 
and every action is carried out by editing. 
Objects can be for example files, the clock, or 
menus. Traditionally, editing a file is per
formed on a copy, which then has to be expli
citly written back to the disk. The Views 
model is closer to what one does in everyday 
life when changing a document. 

As an example of the basic model, consider 
document management. Instead of individual 
commands to list the documents that you 
have in a directory or folder, to rename them, 
to delete them, copy them, and so on, you 
just 'visit' the folder - which is a document in 
itself in Views. This causes its contents to be 
displayed on the screen. To rename a docu
ment in the folder you just edit its name; to 
delete it, you just delete its entry; to copy a 
document, you just use the normal copy facil
ity of the editor. 
Similarly, to read electronic mail you just 
'visit' your mail box. This causes its contents 
to be displayed as a list of message headers. 
Again, you can visit these individual messages 
(themselves documents), rename them, delete 
them, copy them, all in exactly the same way. 

An so on for other tasks: adding or deleting 
things to the printer queue, listing and 

deleting running processes, editing textual 
documents, or amending a spread-sheet. 

Implementation model: invariants 
The main characteristic of the implementation 
is that in general there are invariants between 
objects in the system. These invariants state 
that the contents of an object are a function 
of one or more other objects. For example, 
the profit for this year is the difference 
between the income and outgoings. If an 
object gets changed (usually by the user edit
ing it), the invariant goes 'out-of-date', and 
has to be re-instated, which is done by calling 
a related function. 

Invariants, here represented as a circle, link 
objects together. If an object is changed, the 
invariant is reinstated by changing linked 
objects. Here an object representing the tem
perature in degrees Fahrenheit is linked by an 
invariant to an object representing degrees Cel
sius. If the user edits either one, the other gets 
updated automatically. 

In fact, this mechanism is used very generally 
throughout the system, so that for instance, 
displaying objects on the screen is done by 
application of the invariant 'the representa
tion on the screen must match the object': if 



h. 
Figure 1. Four views of the time. On the left is 
the time as represented internally by the com
puter: the number of seconds since the begin
ning of 1970. This value is then projected in 
three different ways: as an analogue-style 
display of the time, as a digital-style display, 
and lastly showing the internal structure of the 
digital-style display, without any added format
ting. In this last display, the type of each (sub-) 
object is given, followed by its value in brackets. 
Each display also shows its name, and has a 
'menu-bar' for editing the object and controlling 
the display. 

System Time 
Internal 
Object 
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Figure 2. A simplified view of the internal con
nections of the objects displayed in Figure 1. 
The oblongs represent objects, and the circles 
functions connecting them. If an object changes, 
any connected functions are called to update 
connected objects. The system-time object gets 
changed automatically each second by the sys
tem. 
The diagram has been simplified to. show the 
main relationships, but the display functions, for 
instance, are also connected to objects describ
ing how these are to be displayed, and giving 
the details (size, etc.) of the windows in which 
they are to be displayed. V 
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the object gets edited, then the screen gets 
updated. This means that the rest of the sys
tem can be completely oblivious of anything 
to do with output to the screen, or even that 
it occurs at all. In fact, all that an individual 
application sees is that its objects somehow 
change, and that it has to re-instate the 
invariants. 

Present achievements 
In I 989, the basic Views kernel was con
structed. The idea is to construct the system 
incrementally, so that at all times we have a 
running system, and to add applications one 
by one. 
The window interface was constructed on the 
basis of an earlier product of the ABC pro
ject, STDWIN, a window management pack
age that allows programs that use windows to 
be portable between different windowing sys
tems [ref. 3]. For example, STDWIN already 
runs on top of X-windows on Unix, on the 
Apple Macintosh, and on the Atari ST. 
A basic object can be represented in various 
ways. The basic display mechanism, which 
displays objects on the screen, was con
structed for graphical objects as well as for 
textual ones, and the fundamental data-types 
as well as some primitive editing actions were 
implemented. 
After these necessary preliminary steps, the 
invariant mechanism - probably the central 
part of the system - was built, and a start 
made on some applications, such as basic 
text-editing, file browsing, and message read
ing. 
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ject: a short description, the start-up year, 
research staff (project leader in italic) and 
cooperating institutions. 

Algorithms and complexity 
The design and analysis of algorithms in dis
tributed computing and VLSI. Fundamental 
studies and research in complexity theory. 
(1980) 

P.M.B. Vitanyi, E. K.ranakis, D.D.M. Kri
zanc, J.T. Tromp. 

Univ. Amsterdam, Univ. Utrecht, Univ. 
Rochester, MIT, Harvard, York Univ., 
North-Eastern Univ., Boston Univ., Boston 
College, Technion, Patras Comp. Tech. Inst., 
Univ. Waterloo, Bell Labs. 

Distributed systems 
Research on performance, transparency, fault 
tolerance and scalability in distributed sys
tems. Research themes for the next five years 
are multimedia support (voice and video) and 
applications in distributed systems, in particu
lar persistent object storage, user interfaces 
for distributed and parallel applications, 
design of a multiprocessor kernel, structuring 
fault tolerance in replicated services. (1984) 

S.J. Mu/lender, C. Algeo, P. Bosch, A.J. Jan
sen, G. van Rossum, I. Shizgal, S. van der 
Zee. 



Free Univ. Amsterdam, Univ. Twente, Univ. 
Amsterdam. 

Computer systems and ergonomics 
This project is concerned with the metho
dology of integration of functions and appli
cations in computer systems in order to pro
vide end-users with easily manageable tools. 
There are three subprojects: 
• ABC. The aim of this project is the 

design, implementation and distribution 
of a simple, structured, interactive pro
gramming language, built in into an 
integrated environment and meeting the 
requirements of modem personal com
puting. (1975) 

• Human-computer interfaces (Views). The 
design and pilot implementation of a 
direct-manipulation, open-architecture, 
WYSIWYG, computing environment, 
where consistency of user-interface is 
guaranteed across applications. (1988) 

• Euromath. The aim is to link mathemati
cians in (currently) 19 European 
countries via a communications network, 
allowing them to access remote data
bases, edit and format mathematical 
articles, and communicate via conferenc
ing systems and electronic mail; and to 
provide a system with a single user
interface to allow the mathematicians to 
access and control these functions. (1987) 

S. Pemberton, L.G. Barfield, E.D.G. Boeve, F. 
van Dijk, T.J.G. Krijnen, H.E. Lohuis, 
L.G.L.T. Meertens. 

Univ. Utrecht, Univ. Groningen, Euromath
partners (INRIA, FIZ Karlsruhe, Univ. 
Paderbom, Univ. Bath). 

Distributed adaptive information systems 
Research on data models for adaptive inf or
mation systems, programming languages for 
their applications, and . their associated 
machine architectures; in particular the 
object-oriented approach for database model
ling, the development and the evaluation of 
object-oriented database language concepts, 
and the development of software prototypes 
on (virtual) machines especially designed for 
an object-oriented programming environment. 
(1985) 

M.L. Kersten, C.A. van den Berg, F.H. 
Schippers, A.P.J.M. Siebes, N.Th. Verbrugge, 
M.H. van der Voort. 

Univ. Amsterdam, Univ. Twente, Philips 
Research Eindhoven. 

Constructive algorithmics 
The development of concepts, notations, for
malisms and methods, on a high level of 
abstraction, for deriving algorithms from a 
specification. The aims include the 
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unification of specification formalisms and 
formalisms for denoting algorithms, and the 
development of specialized theories for cer
tain data types or classes of problems. (1977) 

LG.LT. Meertens, M.M. Fokkinga, J.T. Jeu
ring, S. Pemberton. 

Univ. Groningen, Univ. Nijmegen, Univ. 
Utrecht, Univ. Oxford. 

Cryptology 
All aspects of cryptology and information 
security are covered. Particular emphasis is 
given to the construction and analysis of 
cryptographic algorithms and protocols, prac
tical implementations, and related complexi
ty-theoretic investigations. 

D. Chaum (NFI), H. den Boer (NFI), J.N.E. 
Bos, M.J. Coster (NFI), E.J.L.J. van Heyst, 
A.G. Steenbeek (CWI-STO). 

PTT Research Eindhoven, Philips USF A, 
Univ. Leiden, INRIA, Aarhus Univ., Sie
mens, GMD, Gretag, Univ. Leuven, Univ. 
Montreal, Univ. Tel-Aviv, Univ. Toronto, 
IBM Almeden, Technion Haifa. 



Department of Interactive Systems 

A DATA FLOW GRAPHICS WORKSTATION 

Introduction 
When industry calls upon CWI expertise to 
assist in the development of an innovative 
product, time is usually at a premium, and 
resources are limited. Even so, prospects are 
good if the new ideas can be realized. Above 
all, a concentrated effort is required. Over the 
years, the department of Interactive Systems 
has built up considerable expertise in 
advanced workstation design, especially in 
relation to computer graphics. This led to our 
involvement in an intensive effort to provide 
a production-prototype of a graphics worksta
tion in the mini-supercomputer class. The 
industrial partner was a new company, 
Dataflow Technology Nederland B.V. or 
DTN for short. Also involved as a subcon
tractor to CWI was Parallel Computing, a 
small hi-tech software house. DTN was 
tasked with all hardware development; CWI 

was responsible for the software architecture; 
and Parallel Computing was to provide the 
software tools to program the highly parallel 
processor system inside the workstation. In 
the sequel we will describe this exciting pro
ject. For CWI, involvement in such 
endeavours (based on a research contract) 
brings attractive synergetic benefits: we help 
create new industries, we see our own 
research results applied, and - just as impor
tantly - we win further expertise. 

Dataflow and Computer Graphics 
Generating pictures visible on a screen from a 
formal description requires a vast amount of 
computations. The description contains a 
geometry component, for instance 'a line from 
A (l,0,0) to B(S.31,2, l.67)'; a qualitative com
ponent, for instance 'the line is red'; and a 
view, for instance 'the line is seen from the 

point (- IO, -10,0), looking in the direction 
of the positive x-axis'. A picture may contain 
millions of such elements. Pictural changes 
may happen in real time by altering any of 
these descriptive components. 

The combination of processing strategies used 
to achieve fast picture generation includes: 
treating many elements simultaneously; hav
ing fast special purpose hardware for typical 
instructions such as matrix transformations 
for calculating the view component effect; try
ing to reuse as much as possible from the pre
vious result when there is a change, etc. The 
massive amounts of data for such pictures 
which need to flow through the calculating 
engine is another problem which adds to the 
complexity; if not treated properly it has a 
paralyzing effect on the performance of the 
total calculating power, very similar to what 
we know as traffic jams. 

The hardware solution 
The advanced hardware system designed for 
this purpose uses two innovative principles. 
One is massive parallelism based on dataflow 
processing. It is in fact the first hardware 
configuration worldwide which has managed 
to pass the experimental stage. Dataflow is 
the most flexible form of parallelism, because 
it can combine fine-grained parallelism (on 
the instruction level) with coarse-grained 
parallelism (concurrent execution of pro
cedures and subprograms), and it can optim
ize for a balanced flow of information 
between all its components. The computer 



architects have succeeded in providing this 
flexibility without sacrificing the basic speed 
of the machine and memory cycles. 

The other principle is the organization of the 
storage for the current picture, i.e. the one 
that is currently visible on the screen. The 
storage function is enhanced with highly 
parallel processors for changing the storage 
contents, shielding off parts of pictures, for 
instance due to their being hidden behind 
nearer elements. Moreover the storage func
tion has an extremely high bandwidth parallel 
interface to the dataflow component. 
A scheme of the hardware is given in Figure 
I. Each of the components shown there can 
work simultaneously. In tum, many proces
sors are concurrently active inside each com
ponent. Hence, for example, the configuration 
as a whole can execute about 500 M instruc
tions per second and at the same time tran
sport about 500 Mbyte of data per second 
between components. These instructions and 
data may be dedicated to hundreds of inde
pendent combinations of processing streams. 

Figure 2 gives an idea of the principle of 
dataflow computing. Many computing nodes 
may be active in computing and passing data 
to logically connected nodes. However, if one 
looked at one particular physical node, a frac
tion of a second later it might be involved in 
computing for an entirely different process. 
This means that not only data, but also new 
instructions flow through the net to occupy a 
node for a while. This example is only one of 
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Distrtibuted Memory Bus 

many that can be given of the power and 
flexibility of this hardware. The question 
which we took as a challenge is: how can it 
be effectively programmed? 

The software solution 
The user of the graphics software is the appli
cations programmer who will incorporate 
calls to the graphics facilities in his program. 
Nowadays graphics functionality has been 
standardized. This results in several standard
ized calling interfaces for the applications 
programmer. The graphics software can 
choose its own methods to execute the calls 
using its own hardware efficiently - provided 
that the result is the correct function accord-

Figure 1. The Data.flow Graphics Computer. 
The Graphics Engine generates pixels for lines, 
generates filled! shaded polygons, performs 
image processing functions and handles a Z
buffer for automatic hidden line/ hidden surface 
generation; the Data.flow Engine is responsible 
for 3D transformations. The Distributed 
Memory Bus provides a high-speed data com
munication between the Graphics and the 
Data.flow Engines; the Token Network is used 
to exchange data tokens among the Data.flow 
Boards themselves. The Data.flow Graphics 
Computer can communicate with any kind of 
host machine via a Standard VME bus. 
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Figure 2. The dataflow software for the graph
ics pipeline. Two pipelines are set up to run in 
parallel· their output is multiplexed on the 
display level. The two matrix-vector multiplica
tion subunits can run in parallel with actual 
drawings. Filled areas are rendered with the 
help of triangle strips. Shields may be set into 
picture memory to ensure clipping and window
ing effects. 

ing to the standard. For 30 graphics PHIGS, 
PHIGSPLUS and GKS-30 are (the) three 
existing standards. 

In the host computer (see Figure I) a graphics 
call is translated into calls to the hardware. In 
turn, this hardware is seen as a set of more 
specific graphics functions. The latter func
tions are passed to the hardware by the 
graphics device driver. At that point, control 
is passed to the specific hardware. In our case 
these are the dataflow engine and the graphics 
engine. 

The software architecture recognizes a 
number of parallelisms. First of all the host 
and the graphics engines are simultaneously 
active. The host can continue to issue graph
ics calls without having to wait for each suc
cessive call to finish. Each call leads to a 
sequence of processing steps by the dataflow 
and graphics hardware. These steps can be 
pipelined. That means that all steps can exe
cute concurrently, but for different graphics 
elements. Parallelism in the dataftow engine 
is such that several pipelines can exist next to 
each other, each handling a stream of graph
ics elements. The graphics engine accepts only 
one function at a time, but it accepts them at 
a very high rate. Hence all graphics pipelines 
end in a buff er containing a sequence of 
graphics instructions for the graphics engine. 

We have thus described the coarse-grained 
forms of parallelism in the architecture. Typ
ical processing steps in a pipeline are: add a 

graphics pmrutive in a list (the dataflow 
engine may keep many of such lists); perform 
a geometric transformation on a graphics 
primitive (e.g. matrix times vector for all 
points in the primitive); or, decompose a 
graphics primitive into instructions for the 
graphics engine. 

The primitives in the pipeline are polylines 
(sequences of connected line segments) or tri
angular strips (sequence of triangles where 
successive triangles share a side). The 
primitives accepted by the graphics engine are 
individual line segments or individual trian
gles, together with their colour information. 

The fine-grained parallelism in the dataflow 
engine is used to speed up each individual 
step. However, it is important for a balanced 
information flow that each step is made 
approximately equal in time. This balancing 
can also be achieved by the fine-grained 
parallelism. 

Figure 3 illustrates a dataftow net for a 
matrix-vector multiplication. This block sur
rounded by the appropriate control can be 
placed one or several times in a pipeline, de
pending on the required throughput speed. 

Dataftow programming 
Oataflow programming directly on the hard
ware level is a difficult and tedious task. A 
compiler (for a subset of the C-programming 
language) and a debugger/simulator are avail
able to assist the programmer. However, fine 



Figure 3. Matrix-vector multiplication in 
data.flow. The 'multiply' tokens automatically 
read the next element of the matrix; the four 
elements to be added are calculated in parallel. 
The high and low values of the results must be 
propagated separately to ensure higher accu
racy. Note that while the additions are made, 
the multiplication nodes already perform the 
calculations on the next elements. 

tuning for optimal performance cannot yet be 
done automatically; hence, optimal program
ming requires a specialist. However, as with 
many parallel machines, a reasonable 
compromise can be achieved using automatic 
tools only. 

Conclusion 
This joint project has produced a prototype 
for a competitive high performance graphics 
workstation. It has revealed the potentials of 
dataflow computing. Many ideas for further 
improvements have emerged both for the next 
dataflow architecture and for the graphics 
engine. Several of these are being pursued in 
the ongoing research. 
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The following information is given for each pro
ject: a short description, the start-up year, 
research staff (project leader in italic) and 
cooperating institutions. 

Computer graphics 
The design of functionally complete basic 
graphics systems, with special support for 
interactive use. Results to be made available, 
on the one hand as (contribution to) interna
tional standards, on the other hand as imple
mentations, again with special attention to 
efficiency required for high quality interac
tion. (1980) 

A.A.M. Kuijk, I. Herman, M. Bakker (CWI
STO), E. Blake (STW), P. Booyen, F.J. Bur
ger (CWI-STO), M. van Dijk, B.P. Rouwhorst 
(CWI-STO), C.G. Trienekens (STW). 

PTL Groningen, Philips, Univ. Twente, ISO
working group TC97 /SC24, Datafiow Tech
nology Nederland BV, Parallel Computing, 
GMD, INRIA Paris, Univ. Tiibingen, Univ. 
East Anglia. 

User interfaces 
This project focusses on systems using graphi
cal information. The user interface for these 
systems must support the construction, mani
pulation and interpretation of pictures. For 
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the construction and manipulation of pictures 
by users a picture editor will be developed, 
while for the interpretation of pictures by the 
computer the construction process and associ
ated semantic information will be used. 

M.M. de Ruiter, C.L. Blom, P.J.W. ten Hagen, 
J. van der Vegt. 

Univ. Nijmegen, Univ. Amsterdam, GMD St. 
Augustin. 

Dialogue environments 
• Dialogue programming. (1983) 
The project is aimed at the development of a 
complete programming method for interactive 
dialogues. Currently a prototype system 
(DICE) exists which is being applied to a 
number of test applications. The experimental 
system has revealed a further set of funda
mental problems which will be addressed in 
the next version. This will allow us to widen 
the scope of application to machine-machine 
dialogues and simplify the embedding in a 
variety of general purpose programming 
languages. Previous results concerning 
methodology of graphical interaction and 
window management will in the next few 
years form the basis of a new generation of 
international graphics standards. 

P.J. W. ten Hagen, M. van Dijk, H.J. 
Schouten, R. van Liere, D. Soede (CWI-STO). 

PTL Groningen, Univ. Twente, Philips CAD 
Centre, TNO, Oce, Philips, Univ. Amsterdam, 
Techn. Hochschule Darmstadt, Univ. Tokyo, 
GMD, Rutherford Labs, Univ. Southern 
California. 

• User controlled systems. (1987) 
User controlled systems are information sys
tems for which all tasks are command driven. 
Meta-level commands allow the definition of 
new tasks. The task oriented architecture 
requires a high degree of integration among 
program libraries and databases. In addition 
this task oriented approach must bring about 
comprehensible user interfaces for very com
plex systems, such as CIM systems (Com
puter Integrated Manufacturing). 

W. Eshuis, D. Soede (CWI-STO), P. Spilling. 

PTL Groningen, Univ. Twente, Delft 
Hydraulics. 

Intelligent CAD systems 
The project will, through the use of AI based 
methods and techniques, attempt to produce 
CAD systems which will be more complete, 
integrated, and have a high quality user inter
face. To implement such a system a language 
is being developed, based on the object
oriented and logic programming paradigm. 
This language (IDDL, Integrated Data 

Description Language) has special dedicated 
features to encode existing and newly 
acquired knowledge about the design object, 
about the design process and about their rela
tions. The encoding and treatment of design 
knowledge is studied in the context of geo
metric modelling, object-oriented databases, 
user interfaces and geometric reasoning. 

F. Arbab, P.J.W. ten Hagen, J.L.H. Rogier, 
P.J. Veerkamp (NFI), H.E. Klarenbosch, 
D.B.M. Otten. 

Univ. Tokyo, Computer and Automations In
stitute Budapest, Univ. Southern California, 
Univ. Delft, Univ. Amsterdam, Univ. Twente, 
Bilkent Univ. Ankara, Univ. Strathclyde, 
Univ. Edinburgh. 



Deparbnent of Computer Systems & Telematics 

and European UNIX network infrastruc
tures), we also have been active in pursuing 
new directions for our networking work. 

INTERNET PROTOCOL NETWORKING ACROSS EUROPE 

One major new direction for us has been a 
broadening of our networking focus. As is 
clear from the above paragraph, much of our 
emphasis has been on UNIX-based network
ing. While this area is still an active concern 
of ours, a group of people within the depart
ment of Computer Systems and Telematics 
(CST) has also been monitoring networking 
changes nationally and internationally. One 
clear development within Europe are plans 
for the development of networks based on the 
International Standard Organization's Open 
System Interconnection model (the so-called 
ISO/OSI or OSI protocols). The development 
of OSI-based networks is something that we 
watch with interest, although it falls outside 
of our own area of detailed expertise. Another 
development across Europe has been the pro
liferation in networks that, like the UNIX
based EUnet, are based on the use of the 
Internet Protocol (IP) family. IP has long 
been a North American de facto standard and 
has been very popular with computing equip
ment vendors, making it widely available on a 
wide range of scientific computers. IP net
working in Europe is not new: some net
works, such as NORDUnet and EUnet, have 
been actively using IP for several years. 
Newer networks, such as the IBM-sponsored 
European academic supercomputing initiative 
network EASinet, indicate that IP networking 
is still gaining in importance. 

Changes in networking 
One of CWI's most visible activities during 
the past few years has been its involvement in 
international networking. As an example, 
consider that one of the world's more famous 
node addresses for users of UNIX-based com
munication protocols was mcvax, a Digital 
VAX computer (first a V AX-111780, later a 
V AX-111750) that was a primary link in con
necting users within Europe and across the 
Atlantic. For years, it was common to see 
mail addresses of the form: 
localnode!usanode!mcvax!euronode!user 
where mcvax - named for the VAX at the 
Mathematical Centre (the name of CWI's 
parent foundation) played a central switching 
role for most of the inter- and intra-European 
UNIX network traffic. 

During the past years, much has changed in 
the networking world, resulting in changes to 
our infrastructure and our role within the 

international networking community. First, 
mcvax has been replaced by mcsun, a Sun 
Microsystems SUN-4/280. Second, most 
addresses now consist of a user name and a 
destination host, with all of the intermediate 
hosts (and CWI's continued role) being sup
plied silently. Third, many of the responsibili
ties associated with maintaining networks 
have become more formalized, with the result 
that the management of UNIX networking 
has been transferred to broadly-based user's 
groups. For example, within The Netherlands, 
the foundation NLnet now manages most 
aspects of the Dutch national network of 
UNIX users, and EUnet manages many 
aspects of European-wide UNIX networking. 
While CWI continues to play an important 
role within the European networking com
munity (evidenced by the fact that CWI 
remains the central nQde in a star-configured 
European UNIX network and that we con
tinue to offer the technical support for Dutch 
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Main European International Leased Lines 
using IP. 
Copyright CERN Geneva 

International IP Leased Line 
(running IP over part or all of the indicated bandwidth) 

National connection (not all are represented) 

CIJ) National IP Net. 

0 International IP Net. 

~ Multi-International IP Node 



RIPE: Reseaux IP Europeens 
Given our long term interest in developing 
EUnet as cost-effective mean of interconnect
ing various UNIX systems, we participated 
(with several other groups) in the formation 
of a technical coordination group to facilitate 
cooperation among various IP networks. The 
name given to the IP-networking coordinating 
group is Reseaux IP Europeens, or RIPE. 
The goal of this group is to achieve maximum 

. interconnectivity between the various IP
based wide area networks in Europe. RIPE 
hopes to play an important technical role in 
formalizing the existing ad hoe agreements 
that exist among regional, national, and inter
national networks with regard to interconnec
tion strategies, packet routing, access restric
tions and responsibilities, and (naturally) 
funding. We feel that RIPE can play an 
important role in reducing the costs of inter
connecting networks who already use the IP 
protocols, while also providing a possible 
migration path to other protocols in the 
future. 

As a technical forum for managers of IP
based networks, RIPE hopes to fill a void 
within European IP networking; since there 
was no formal pan-European coordination, 
there was no method of coordinating routing 
activity and network management or troub
leshooting. RIPE was consciously set up in 
parallel to other European umbrella organiza
tions to ensure broad participation from 
academia as well as industry, and from organ
izations operating on a national level as well 

as international and even local organizations. 
The emphasis in RIPE is clearly technical and 
operational. It is important that RIPE work 
remains focused because of the limited human 
and material resources available to scientific 
networking. In particular RIPE has been set 
up outside the international RARE organiza
tion, although close informal ties between 
RARE and RIPE are guaranteed because of a 
high degree of cross membership in the two 
groups. Since RARE has formally ack
nowledged the usefulness of IP networking 
for its particular target group, talks between 
RARE and RIPE about formal relations have 
started. RARE can play an important coordi
nating role in the planning of a pan-European 
multi-protocol networking infrastructure for 
the scientific community. RIPE can give 
important input on the greatly needed IP 
parts of this infrastructure. 

An essential aspect of the RIPE construction 
is that individual networks retain total auton
omy as far as their choice of protocols and 
their access policies are concerned. RIPE pro
vides a mechanism to coordinate activity at 
an international level with regard to general 
services and new networking developments 
(such as new protocols or problem fixes), as 
well as providing a warning mechanism in the 
case of network service disruptions. It is also 
an information-sharing mechanism for inter
nal and external groups who wish to discuss 
networking issues. 

At present, the major groups involved m 
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RIPE along with CWI/EUnet are 
NIKHEF I CERN I HEPnet, the Scandinavian 
NORDUnet, the Swiss SWITCH network, the 
French INRIA group and the Italian 
academic network GARR. The accompanying 
figure illustrates the general structure of the 
present RIPE backbone. The RIPE network 
database already contains entries for over 500 
networks throughout Europe. Many of these 
networks have connected-status access to the 
US Internet, making the RIPE effective com
munity quite extensive. Among the initial 
RIPE agreements have been the coordination 
of routing policies among these networks and 
the development of backup routing for parti
cipating networks. 

Main activities 
A first area of concern for RIPE has been the 
coordination of shared use of a common 
backbone segment that will multiplex a 
number of high-speed connections between 
several central IP nodes within Europe. By 
pooling resources and coordinating services, 
RIPE allows a number of networks that 
already communicate with each other to work 
more effectively and efficiently. As a result of 
this sharing, a number of separate high-speed 
networking links between Amsterdam and 
CERN will be combined into a single, 
higher-speed link. This combined link will 
provide shared services for EUnet, HEPnet, 
EASinet and EARN (the latter being a major 
academic network among European university 
computer centres). 
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RIPE has formed four task forces to address 
some of the most immediate networking prob
lems within its community: 

1. Connectivity and routing 
This group is interested in providing an 
efficient and reliable means of passing infor
mation among networks at the packet level 
and access information at the user level. 
Given the fact that The Netherlands alone 
has close to I 00 IP networks registered across 
its universities, colleges, government installa
tions and public and private research centres, 
this is not a trivial task. The rate at which 
new IP networks are being created is increas
ing, meaning that systematic methods for 
updating routing tables and providing 
(transparent) network and host name recogni
tion is increasing in importance. 

2. Network management and operations 
This group is interested in maintaining stable 
network services and providing a mechanism 
for preventing unwanted or unauthorized 
access. It is also interested in providing 
members with usage information, so that net
work growth can be coordinated. The decep
tively simple tasks of establishing networks 
often hides the very time-consuming tasks 
i:equired to stabilize operations, especially 
across a broad range of not-always-compa
tible national and internal transmission ser
vice providers. 

3. Domain name service and management 
This group is primarily interested in establish-

ing effective logical connections within the IP 
community and across protocol gateways. The 
domain name service is a global service based 
on distributed databases; it provides name
to-address translation (and vice-versa) across 
the various IP networks that can be con
sidered to comprise a world-wide internet. 
The domain name service not only provides 
address translation, however: it also guides 
mail delivery/routing and therefore bears 
direct relation to routing in general. Manag
ing the domain name service encompasses 
management of the domain name space and 
coordination wit~ the X.400 community for 
gatewaying purposes. 

4. Formal coordination 
The fourth group is interested in providing a 
common access point for constituent net
works so that a number of broader-scale 
issues can be discussed. These issues include 
the development of common policies with the 
various public and private service carriers 
(such as the European PTT's and the North 
American private communications com
panies), as well as the development of migra
tion paths to new network protocols and 
standards. This group also provides a 
mechanism for external contact with RIPE 
members on issues of shared access and pol
icy issues. 

On behalf of EUnet and given our expertise 
in the first three areas, CWI plays an active 
role in the connectivity, network management 
and domain service technical groups. 

CWl's interest 
EUnet and CWI have a number of interests 
that have made RIPE participation attractive. 
First, RIPE as an organization can serve as a 
responsible force in coordinating activity 
among groups that already have a great deal 
of common interconnections. This means that 
CWI's researchers have access to a broad 
range of colleagues at many different educa
tional, commercial, and research communities. 
Second, RIPE provides a forum in which new 
network management strategies can be tested 
and evaluated. This is especially important as 
migrations to universal protocols (some based 
on ISO/OSI definitions and others perhaps 
newly developed to meet specific needs 
encountered by RIPE members) begins to 
become feasible. Third, the flat structure of its 
organization means that RIPE can provide a 
responsive and highly efficient forum. Finally, 
we see RIPE as a logical extension of work 
already being done by CWI within the con
text of EUnet, and thus provides a means of 
our sharing our expertise with other interested 
parties. 



The following information is given for each pro
ject: a short description, the start-up year, 
research staff (project leader in italic) and 
cooperating institutions. 

Internet/ISO protocol development 
As the desire to communicate electronically 
among researchers within Europe (and world
wide) increases, it becomes important to 
expand the reach of individual computer net
works. The Internet/ISO protocol develop
ment project is aimed at realizing this goal by 
investigating means of implementing proto
cols and protocol converters which will allow 
user-level network traffic to be routed 
between networks that support varying 
protocols. In particular, this project is aimed 
at providing protocol translation facilities 
between Internet protocols (primarily RFC-
822) and ISO protocols (X.400) for message 
and mail traffic. ( 1989) 

University College London, Nottingham 
Univ., RARE, other network members 
(EARN, EUnet, Janet). 

P. Beertema, D.F. Karrenberg 

Network-based task submission and perfor
mance monitoring 
The Networked Execution Server (NES) pro
ject is aimed at studying the use of a collec
tion of compute server computers in a coordi
nated manner for remote execution (and pa
rallel execution) of user programs in a work
station-oriented environment. In particular, 
we are interested in studying three aspects of 
this problem: 
• Task Allocation and Resource Sharing 

within a network of compute server, com
pute client, and monitoring computers; 

• Communications Structures for supporting 
high-speed communication, possibly includ
ing hardware interconnection issues and 
hardware/ software protocol issues; 

• User Interfaces for graphically defining exe
cution streams as collections of user-defined 
and system-defined components located 
across the network, and for displaying the 
status of both the execution stream and the 
system as a whole in user- and system
defined forms. 

The work is constrained by the desire to use 
existing communications equipment where 
practical (i.e., Ethernet), although not neces
sarily existing network communication proto
cols. ( 1989) 

D. C.A. Bulterman 
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This chapter summarizes the various large
scale projects in which CWI participates. 
Whilst there is nothing new about cross
border contacts among scientists, recent years 
have seen a boom in national and interna
tional cooperation. The list of such pro
grammes involving CWI grows apace, year 
after year. 

European Programmes 

ESPRIT I 

METEOR (432): An integrated formal ap
proach to industrial software development 
October 1984 - October 1989 
Philips (PRLB, PRLE), CGE Paris, AT&T/ 
Philips, COPS, TXT, Univ. Passau 
J.A. Bergstra 

GIPE (348): Generation of Interactive Pro
gramming Environments 
November 1984 - November 1989 
INRIA, SEMA, BSO 
P. Klint 

httemational and National Progranunes 

415: Parallel architectures and languages for 
AIP - a VLSI directed approach 
November 1984 - November 1989 
Subcontractor of Philips 
J.W. de Bakker 

ESPRIT II 

GIPE D (2177): Generation of Interactive 
Programming Environments II 
January 1989 - January 1992 
Serna Metra (coordinator), INRIA, The Neth
erlands PTT, Planet, GIPSI, Bull 
P. Klint 

TROPICS (2427): Transparent Object
oriented Parallel Information Computing Sys
tem 
December 1988 - March 1990 
Nixdorf, Olivetti, Thomson, Philips, CAP 
Sogeti 
Associated contractor of Philips 
M.L. Kersten 

ATMOSPHERE (2565): Advanced Systems 
Engineering Environments 
March 1989 - March 1991 
Siemens, Bull, Societe Franyaise de Genie 
Logiciel, ESF Association, GEC-Marconi, 
Nixdorf, Philips 
Associated contractor of Philips 
J.C.M. Baeten 

ESPRIT Basic Research Action (BRA) 

CONCUR (3006): Theory of Concurrency: 
Unification and Extension 
September 1989 - September 1991 
Univ. Amsterdam, Univ. Edinburgh, Univ. 
Sussex, Univ. Oxford, Swedish Institute of 
Computer Science, INRIA 
Coordinator 
J.C.M. Baeten 

INTEGRATION (3020): Integrating the 
Foundations of Functional, Logic and 
Object-oriented Programming 
July 1989 - January 1992 
CAIMENS, Philips, Universita di Pisa, Cen
tro de Inteligencia Artificial, Imperial College 
Coordinator 
J.W. de Bakker 

SEMAGRAPH (3074): Semantics and Prag
matics of Generalized Graph Rewriting 
July 1989 - January 1992 
Univ. East Anglia (coordinator), CNRS, 
Imperial College, Univ. Nijmegen, ICL 
J.W. Klop 

RACE 

RIPE (1040): RACE Integrity Primitives 
Evaluation 
November 1988 - January 1991 
Other consortium members: Siemens AG, 
Philips Usfa BY, The Netherlands PTT 
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Research, Universities of Leuven and Aarhus 
Prime contractor 
D. Chaum 

SPECS (1046): Specification and Program
ming Environment for Communication 
Software 
January 1988 - January 1993 
Subcontractor of The Netherlands P'IT 
Research 
F.W. V aandrager 

Other programmes 

ESA project HERMES: Convergence accele
ration and accuracy improvement of a 
geometric adaptive multigrid method for finite 
volume Euler and Navier-Stokes flow compu
tations 
La Societe A vions Marcel Dassault, Breguet 
Aviation 
July 1987 - January 1991 
P.W. Hemker 

COD EST project EURO MA TH: The 
integrated database and communications sys
tem for European mathematicians 
January 1988 - June 1989 
DDC, EMT, NIHE 
L.G.L.T. Meertens 

OSF (Open Software Foundation) 

S.J. Mullender 

National Programmes 

SPIN (Stimulation Project Team Computer 
Science) 

PRISMA: Parallel Inference and Storage 
Machine 
October 1986 - October 1990 
Philips (main contractor), Universities of 
Twente, Utrecht and Amsterdam 
M.L. Kersten/P.J.F. Lucas 

FLAIR: Flexible automation 
January 1987 - January 1991 
Univ. Twente -
P.J.W. ten Hagen 

P ARTOOL: A parallel processing develop
ment enviro:Dment 
January 1989 - January 1993 
TNO (coordinator), Philips, Techn. Univ. 
Delft, Univ. Utrecht 
J.K. Lenstra 

SION (Netherlands Foundation for Computer 
Science) 

National Concurrency Project 
May 1984 - February 1989 
Techn. Univ. Eindhoven, Univ. Leiden 
J.W. de Bakker 

Mathematical morphology in hierarchical 
graph representations of images 

TNO, Univ. Amsterdam 
H.J.A.M. Heijmans 

NFI (National Facility Computer Science) 

Design methods for decision support systems 
September 1985 - September 1989 
Technical Univ. Delft, Technical Univ. Eind
hoven, Erasmus Univ. Rotterdam 
J.K. Lenstra 

Cryptography and computer security 
September 1984 - September 1990 
D. Chaum 

Research and Education in Concurrent Sys
tems (REX) 
January 1988 - January 1993 
Technical Univ. Eindhoven, Univ. Leiden 
J.W. de Bakker 

Transformational programming 
January 1988 - January 1993 
Univ. Nijmegen, Univ. Utrecht 
L.G.L.T. Meertens 

Intelligent CAD systems 
October 1986 - January 1993 
TNO/IBBC, Univ. Amsterdam 
P.J.W. ten Hagen 

Formal methods for the description of infor
mation systems and their analysis 
September 1989 - September 1993 



Universities of Eindhoven, Leiden, Limburg 
and Twente 
M.L. Kersten 

STW (Foundation for the Technical Sciences) 

Two-dimensional time-dependent Boussinesq 
model 
August 1988 - July 1990 
P.J. van der Houwen 

Statistical analysis of debugging and error 
counting models in software reliability 
March 1989 - March 1992 
Univ. Utrecht 
K.O. Dzhaparidze 

Prediction and control problems for the 
Dutch freeway control and signalling system 
January 1986 - January 1990 
Univ. Twente 
J.H. van Schuppen 

Overload control for communication systems 
February 1986 - February 1990 
Philips Telecommunication, Univ. Twente 
J.H. van Schuppen 

Adaptive grid techniques for evolutionary 
partial differential equations 
September 1987 - September 1990 
Shell 
J.G. Verwer 

New architecture for interactive raster graph
ics on the basis of VLSI 
April 1987 - April 1990 
Univ. Twente 
P.J.W. ten Hagen 

!OP (Innovative Research Programmes) 

IC-Technology: numerical methods for semi
conductor device modelling 
October 1987 - February 1992 
FOM, Technical Univ. Delft, Philips CAD
Centre Eindhoven 
P.W. Hemker 

SPI (Special Programme Computer Science) 

Algorithms and Complexity 
January 1989 - January 1991 

P.M.B. Vitanyi 

Shell fellowships 

Mixed integer programming models for distri
bution and production planning 
November 1987 - November 1989 
Shell Research 
J.K. Lenstra 
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Inverse scattering and image processing of 
seismic data 
January 1988 - January 1990 
Shell Research 
J.H. van Schuppen 



FINANCES 1989 

In 1989, SMC spent Dfl. 20.43 million, of 
which about Dfl. 1.68 million was allocated to 
research by the national working parties and 
Dfl. 18.75 million to CWI. 
The expenses were covered by a subsidy from 
NWO (Dfl. 14.39 million), other subsidies 
and grants (Dfl. 0.46 million), from the Euro
pean Community for its ESPRIT, CODEST 
and RACE projects (Dfl. 2.20 million), and 
from national programmes (Dfl. 1.11 million). 
Finally, an amount of about Dfl. 2.87 million 
was obtained as revenues out of third-party
services and other sources. 
During 1989 CWI also employed 23 research
ers in externally financed positions, for exam
ple by STW and industry. These are not in
cluded in the adjacent financial summary. 

income CWI 

Financial Data, Personnel 

expenses CWI 

INCOME 

sulJskly - ·llflllds 
-NWO 
- other 

lllldmW plQlllllllllleS 

-INSP 
-SPIN 
-IOP 

~ pnl(ll'Ulllles 

-ESPRIT 
-CODEST 
-RACE 

odler 
- proceeds from services and counes 
- sates of publications 
- network services 
- miscellaneous income 

materials 
and 
overhead 

1725 12665 14390 
460 

545 
5'10 

28 

1622 
203 
372 

1185 
154 
595 
932 

CWI. Budget 
Gom,p111.~et · Equii;pment 

460 

545 
540 
28 

1622 
203 
372 

1185 
154 
595 
932 



FINANCES 1986-1989 

20 Mfl CWI Income 
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NWO Subsidy lm Other income 

NWO grant as proportion of total operating 
costs for 1986-1989. After a steady decrease 
this proportion showed in 1989 some growth. 
This was due to a drop in income caused by the 
termination of the INSP stimulation pro
gramme, which was partly compensated by 
NWO. 
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Contrary to the decrease in income from 
national programmes, income from EC pro
grammes in 1989 still shows some growth. CW/ 
participation in EC programmes has now come 
close to the maximum attainable. 
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Computer Equipment 
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111 IAS D INSP • NWO 1111 Total 

Main~y due to the grant from the /AS govern
ment support scheme for scientific equipment, 
CW/'s computer equipment situation further 
improved, although funding is still inadequate 
by international standards. 
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PERSONNEL 1986-1989 
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amounted to JO, 17, 21 and 23 respectively. To the right the breakdown of 
the research personnel is shown. 



Analysis, Algebra and Geometry 

J-P. Antoine (Belgium) 
M. Ya Antonovsky (Austria) 
R. Askey (USA) 
P.J. Cameron (UK) 
V. Capasso (Italy) 
L. Collatz (FRG) 
K. Dietz (FRG) 
S.G. Gindikin (USSR) 
M. Lindgren (Sweden) 
V.S. Mihailovitch (USSR) 
R. Murenzi (Belgium) 
H. Petzold (FRG) 
0. Ragnisco (Italy) 
B. Randell (UK) 
C. Roose (Belgium) 
S.S. Sazhin (UK) 
E. Scholz (FRG) 
G. Stroth (FRG) 
J.A. Thas (Belgium) 
H.R. Thieme (USA) 
J.G. Timmesfeld (FRG) 
L. Vincent (France) 
A.M. Vinogradov (USSR) 
V.S. Vladimirov (USSR) 
H-0. Walther (FRG) 
Zelazko (Poland) 
D. Zvirenaite (USSR) 

Operations Research, Statistics, 
and System Theory 

K. Aardal (Belgium) 
A.C. Antoulas (USA) 

Foreign Visitors 

J.E. Besag (UK/USA) 
C. Bezuidenhout (UK/USA) 
R.M. Burton (USA) 
M.A. Cameron (Australia) 
R. Coleman (UK) 
L. Cruz (Switzerland) 
H. Daduna (FRG) 
P.J. Diggle (UK) 
N.I. Fisher (Australia) 
P. Franken (GDR) 
P.A. Fuhrmann (Israel) 
N. Gamkrelidze (USSR) 
E.G. Golshtein (USSR) 
G.R. Grimmett (UK) 
H.J. Gundersen (Denmark) 
R.Z. Has'minskii (USSR) 
B. Jacubczyk (Poland) 
C. Jennison (UK) 
E.B. Jensen (Denmark) 
I.M. Johnstone (USA) 
F.P. Kelly (UK) 
J.H.B. Kemperman (USA) 
H. Kesten (USA) 
D. Konig (GDR) 
T. Konstantopoulos (USA) 
P.S. Krishnaprasad (USA) 
P.J. Kuehn (FRG) 
E.V. Levner (USSR) 
H. Levy (Israel) 
T. Mattfeldt (FRG) 
J. Mecke (GDR) 
R.E. Miles (Canada) 
J. Moller (Denmark) 
F. Montes (Spain) 
K. Murota (Japan) 

Ph. Nain (France) 
D.Q. Neiman (USA) 
C.M. Newman (USA) 
N. Nikoukhah (France) 
A.A. Novikov (USSR) 
T.J. Ott (USA) 
L. Pandolfi (Italy) 
B. Reed (Canada) 
B. Ripley (UK) 
C. Roose (Belgium) 
H. Rootzen (Sweden) 
S.M. Ross (USA) 
L. Russo (Italy) 
M. Schmitt (France) 
M. Smorodinsky (Israel) 
J. Stoyanov (Bulgaria) 
C.C. Taylor (UK) 
R.A. Vitale (USA) 
W. Weil (FRG) 
J.A. Wieacker (FRG) 
W. Wolf (GDR) 
A.M. Yaglom (USSR) 
U. Yechiali (Israel) 

Numerical Mathematics 

U. Ascher (Canada) 
A. Bellen (Italy) 
H. Brunner (Canada) 
K. Burrage (UK) 
M.G. Cox (UK) 
J.A. Desideri (France) 
C.C. Douglas (USA) 
H.C. Fischer (FRG) 
G.S. Hodgson (UK) 

B Karasozen (Turkey) 
R. Kelch (FRG) 
R. Klatte (FRG) 
J.J. Lauture (Belgium) 
B. van Leer (USA) 
T. Mitsui (Japan) 
S. Scholz (GDR) 
G. Schumacher (FRG) 
Y. Shokin (USSR)) 
K. Strehmel (GDR) 
P.J.L. Wallis (UK) 
J. Wolff von Gudenberg (FRG) 
M. Zennaro (Italy) 
A. Zollner (FRG) 

Software Technology 

R.-J. Back (Finland) 
M. Broy (FRG) 
L. Chaillan (France) 
L. Cherkasova (USSR) 
K. Clark (UK) 
Ch. Codognet (France) 
G. Cousineau (France) 
G. David (Portugal) 
M. Dauphin (France) 
P. Degano (Italy) 
J. van Eijck (UK) 
M.C. Ferreira (Portugal) 
X. Franc (France) 
L. Fribourg (France) 
K. Futatsugi (Japan) 
J.C. Godskesen (Denmark) 
M.C.B. Hennessy (UK) 
C.A.R. Hoare (UK) 
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J.M. Jacquet (Belgium) 
M. Josephs (UK) 
R. Kennaway (UK) 
V.E. Kotov (USSR) 
E. Madeleine (France) 
M. Mamede (Portugal) 
F.G. McCabe (UK) 
M. Michel (France) 
L. Monteiro (Portugal) 
C. Palamidessi (Italy) 
M. Phalippou (France) 
S. Pickin (France) 
G.D. Plotkin (UK) 
A. Porto (Portugal) 
D.S. Scott (USA) 
R.K. Shyamasundar (India) 
M.R. Sleep (UK) 
S. Smolka (USA) 
J.V. Tucker (UK) 
K. Ueda (Japan) 
D. Walker (UK) 

Algoritbmics and Architecture 

b. Babaoglu (Italy) 
P. Baudelaire (France) 
P. Bemadat (France) 
T. Burkow (Sweden) 
L. Cardelli (USA) 
B. David (France) 
Dukjoo Son (Korea) 
M. Gereb-Graus (USA) 
S.P. Ghosh (USA) 
S.F. Hummel (USA) 
G. Jones (UK) 

H. Karlotf (USA) 
S. Karsenty (France) 
G. Kissin (Canada) 
L. Lamport (USA) 
E. Murcier (Switzerland) 
G. Nelson (USA) 
0. Ninneman (FRG) 
E. Paire (France) 
M. Pocchiola (France) 
J. Steiner (USA) 
L. Stewart (USA) 
J.L. Vicente (Spain) 
Y. Viemont (France) 
K. Yap (USA) 

Interactive Systems 

A. Bijl (UK) 
U. Claussen (FRG)) 
D. Duce (UK) 
J.L. Encarnacao (FRG) 
J. Hubl (FRG) 
W. Hubner (FRG) 
M. Mehl (FRG) 
E. Ostby (USA) 
F. Yamamoto (Japan) 

FOREIGN VISITORS 1986 - 1989 

200 Foreign visitors 

100 

50 
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up to one week 

more than one week 



List of Publications 

Department of Analysis, Algebra and Geometry 

Report series 

AM-R8901 J.K. SCHOLMA. Lie-algebraic aspects of the classical 
nonre/ativistic Calogero-Moser models. 

AM-R8902 G. ALBERTS. Signific consultation; David van 
Dantzig's dream of a practical signifies. 

AM-R8903 J.M.AM. VAN NEERVEN. Hahn-Banach type 
theorems for dual semigroups. 

AM-R8904 C. RONSE, H.J.AM. HEIJMANS. The algebraic basis 
of mathematical morphology, Part II: Openings and closings. 

AM-R8905 M. ZWAAN. Dynamic MRI reconstruction as a 
moment problem, Part /. The beating heart: a problem formula
tion. 

AM-R8906 T.H. KOORNWINDER. The addition formula for little 
q-Legendre polynomials and the SU(2) quantum group. 

AM-R8907 M. ZWAAN. Dynamic MRI reconstruction as a 
moment problem, Part II. Riez bases in L 2 -spaces of vector 
valued functions. 

AM-R8908 J.M.AM. VAN NEERVEN. Reflexivity, the dual 
Radon-Nikodym property, and continuity of adjoint semigroups. 

AM-R8909 AM. COHEN, E.E. SHULT. Affine polar spaces. 
AM-R8910 S.N.M. RUIJSENAARS. Relativistic Toda systems. 
AM-R891 l N.M. TEMME. Polynomial asymptotic estimates of 

Gegenbauer, Laguerre, and Jacobi polynomials. 
AM-R8912 0. DIEKMANN, J.AP. HEESTERBEEK, J.AJ. METZ. 

On the definition and the computation of the basic reproduction 
ratio R 0 in models for infectious diseases in heterogeneous popu
lations. 

AM-R8913 H.J.AM. HEIJMANS, A TOET. Morphological sam
pling. 

AM-R8914 M. ZWAAN. Stability and error estimates for sine 
interpolation. 

AM-R8915 H. INABA. Threshold and stability for an age-
structured epidemic model. 

AM-R8916 H. INABA. Perturbation theory for dual semigroups 
and its applications to age-dependent population dynamics. 

AM-R8917 J.B.T.M. RoERDINK. A Markov chain identity and 
monotonicity of the diffusion constants for a random walk in a 
heterogeneous environment. 

AM-R8918 M.J. COSTER. Supercongruences. 
AM-R8919 A GRABOSCH, H.J.AM. HEIJMANS. Production, 

development and maturation of red blood cells, A mathematical 
model. 

AM-R8920 J.AJ. METZ, 0. DIEKMANN. Exact finite dimen-
sional representations of models for physiologically structured 
populations /: the abstract foundations of linear chain trickery. 

AM-R8921 J.B.T.M. ROERDINK, K.E. SHULER, G.F. LAWLER. 
Diffusion in lattices with anisotropic scatterers. 

AM-R8922 AB. OLDE DAALHUIS. Asymptotic expansions of an 
integral containing a phase function with three saddle points. 

AM-R8923 M. ZWAAN. Approximation of the solution to the 
moment problem in a Hilbert space. 

AM-R8924 J.B.T.M. RoERDINK. Mathematical morphology on 
homogeneous spaces, Part I. The simply transitive case. 

Publications in Journals, proceedings, etc. 

AMI AM. COHEN & B.N. COOPERSTEIN (1989). On the local 
characterization of finite metasymplectic spaces. J. Algebra 
125, 348-366. 

AM2 J. VAN BON, AM. COHEN (1989). Linear groups and 
distance-transitive graphs. European J. Combinatorics 10, 399-
411. 

AM3 J. VAN BON, AM. COHEN, H. CUYPERS (1989). Some 
graphs related to Reid's simple group. J. Algebra 123, 6-26. 

AM4 AE. BROUWER, AM. COHEN, A NEUMAIER (1989). 
Distance-regular graphs. Ergebnisse der Math., Vol.18, 
Springer-Verlag, Berlin. 

AMS AM. COHEN (1989). Computer algebra, wetenschap en 
techniek. Proc. 25ste Nederlands Mathemathisch Congres. 
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AM6 PH. CLEMENT, 0. DIEKMANN, M. GYLLENBERG, H.J.A.M. 
HEUMANS, H.R. THIEME (1989). Perturbation theory for dual 
semigroups. Part III: nonlinear Lipschitz continuous perturba
tions in the sun-reflexive case. G. DA PRATO, M. IANNELLI 
(eds.). Volterra Integro Differential Equations in Banach Spaces 
and Applications, Longman, 67-89. 

AM7 PH. CLEMENT, 0. DIEKMANN, M. GYLLENBERG, H.J.A.M. 
HEUMANS, H.R. THIEME (1989). Perturbation theory for dual 
semigroups. Part IV: the intertwining formula and the canoni
cal pairing. PH. CLEMENT et al (eds.). Trends in Semigroup 
Theory and Applications, Marcel Dekker, New York, 95-116. 

AM8 PH. CLEMENT, 0. DIEKMANN, M. GYLLENBERG, H.J.A.M. 
HEUMANs, H.R. THIEME (1989). A Hille-Yosida type theorem 
for a class of weakly * continuous semigroups. Semigroup 
Forum 38, 157-178. 

AM9 0. DIEKMANN, J.A.J. METZ (1989). Exploring linear chain 
trickery for physiologically structured populations, ( af scheid 
Prof.dr. H.A. Lauwerier) TW in Beeld, 73-84. Reprinted as 
CW! Quarterly 2, (1989) 3-14. 

AMlO 0. DIEKMANN, M. GYLLENBERG, H.J.A.M. HEUMANS 
(1989). When are two Co-semigroups related by a bounded 
perturbation? PH. CLEMENT, S. INVERNIZZI, E. MITIDIERI, I.I. 
VRABIE (eds.). Trends in Semigroup Theory and Applications, 
Marcel Dekker, New York, 153-162. · 

AMl l 0. DIEKMANN, J.A.J. METZ, M.W. SABELIS (1989). 
Reflections and calculations on a prey-predator-patch problem. 
Acta Applicandae Mathematicae 14, 23-35. 

AM12 0. DIEDf..ANN (1989). On semigroups and populations. 
G. Fusco, M. IANNELLI, L. SALVADOR! (eds.). Advanced Topics 
in the Theory of Dynamical Systems, Academic Press, 125-135. 

AM13 J. GRASMAN, J.B.T.M. ROERDINK (1989). Stochastic and 
chaotic relaxation oscillations. J.Statist. Phys. 54, 949-970. 

AM14 M. HAzEWINKEL (1989). Nongaussian linear filtering, 
identification of linear systems, and the symplectic group. R. 
GIELERAK, w. KARWOVSKI (eds.). Stochastic Methods in Phy
sics, World Scientific, 9, 325-337, also in: A. BLAQUIERE (ed.). 

Modeling and Control of Systems, Springer, 299-308, also in: H. 
NEUNZERT (ed.). Proc. of the Second Workshop on the Road 
Vehicle System and Related Mathematics, KAP-Teubner, 117-
127. 

AMIS M. HAzEWINKEL (1989). Extended review of J. Neukirch, 
Class field theory and K. Iwasawa, locla class field theory. Bull 
AMS 21, 95-101. 

AM16 J.A.P. HEESTERBEEK, H.A.J.M. ScHELLINX (1989). On 
sums of remainders and almost perfect numbers. CW! Quar
terly 2, 15-17. 

AMI? J.A.P. HEESTERBEEK, J.C. ZADOKS (1989). Modelling pan
demics of quarantine pests and diseases: problems and perspec
tives (in Chinese). Plant Disease Management and Resistance 
Breeding Workshop FAO, Lecture Notes, Beijing. 

AMIS H.J.A.M. HEUMANS (1989). Iteration of morphological 
transformations. CW! Quarterly 2, 19-36. 

AM19 H.J.A.M. HEUMANS, J.A.J. METZ (1989). Small parame
ters in structured population models and the Trotter-Kato 
theorem. SIAM J. Math. Anal. Appl. 20, 870-885. 

AM20 M. HUSEK, J. DE VRIES (1989). A note on 
compactifications of products of semigroups. Semigroup Forum 
38, 85-89. 

AM21 H. INABA (1989). Weak ergodicity of population evolu
tion processes. Math. Biosc. 96, 195-219. 

AM22 H.T. KOELINK, T.H. KOORNWINDER (1989). The 
Clebsch-Gordan coefficients for the quantum group SU(2) and 
q-Hahn polynomials. Nederl. Akad. Wetensch. Proc. Ser. A 92, 
443-456. 

AM23 T.H. KOORNWINDER (1989). Meixner-Pollaczek polyno
mials and the Heisenberg algebra. J. Math. Phys. 30, 767-769. 

AM24 T.H. KOORNWINDER (1989). Representations of the 
twisted SU(2) quantum group and some q-hypergeometric 
orthogonal polynomials. Neder/. Akad. Wetensch. Proc. Ser. A 
92, 97-117. 

AM25 T.H. KOORNWINDER (1989). Continuous q-Legendre 
polynomials are spherical matrix elements of irreducible 



representations of the quantum SU(2) group. CW/ Quarterly 
2, 171-173. 

AM26 M. KRETZSCHMAR (1989). A renewal equation with a 
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