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Abstract. A quasi-geostrophic potential vorticity equation is derived from the Navier-Stokes equa­

tions for atmospheric motions. It describes the evolution of a quasi-horizontally flow on time scales of 

a few days and more. The associated boundary-value problem is analyzed by projection of the 

equation onto orthonormal eigenfunctions (modes) of a Sturm-Liouville operator. The result is a 

spectral model, consisting of an infinite number of nonlinear ordinary differential equations for the 

evolution of the mode amplitudes. Low-order spectral models, in which only a few modes arc 

resolved, appear to have properties which agree with observations of the atmospheric circulation. 

However, little justification is available for truncating the spectral expansion at low resolution 

numbers. It is argued that stochastic forcing terms should be added to the equations, but it is not a 

priori clear how they should be specified. 
A derivation is presented of a specific low-order spectral model of the quasi-geostrophic potential 

vorticity equation. Some of its subsystems are analyzed for their physical and mathematical properties. 

It appears that topography can act as a triggering mechanism to generate multiple equilibria. The 

corresponding flow patterns resemble preference states of the atmospheric circulation. The systems 

can vacillate between three characteristic regimes with transitions provided either by external or 

internal mechanisms. A discussion is presented on the validity of stochastically forced spectral models 

and deterministic chaotic models for the atmospheric circulation. 

AMS subject classifications (1980). 86AIO, 76E20, 35A35, 34C35. 

Key words and phrases. Interaction between planetary waves and synoptic eddies, low-order models, 

bifurcation analysis, vacillation between weather regimes. 

1. Introduction 

I. I. VARIABILITY OF THE PLANET ARY WA YES 

Weather conditions have a significant influence on daily life. Consequently, there 

is great public interest in understanding the atmospheric circulation and in 

forecasting the weather. Although the qualitative dynamics of the circulation are 

nowadays rather well understood, forecasting has remained a cumbersome task. 

For example, it appears that results of numerical weather prediction models have 

significance for at most two weeks. It is known that this fact is due to the intrinsic 
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finite predictability of the atmosphere. I~ order to ~nders~and this fundamental 
property, we have to consider the dynamic: of the circulation.. . . 

Basically, the driving mechanism is the inhomogeneous radiation mput of the 
sun, which causes a heat surplus in the tropical areas and a heat deficit near the 
poles. These differences create a meridional temperature ~rad.ient in t~e midlati­
tudes, giving rise to slopes of the pressure levels, thereby forcing the air to move 
polewa~rds. However, globally a balance will b.e est~~l~si)ed with the Coriolis 
force, resulting in quasi-horizontally westerly wmds. I his so-called geostrophic 
balance applies to a flow outside the frictional boundary layer, which is situated 
near the earth's surface. 

From a daily weather-map it can immediately be seen that this flow is not 
zonally symmetric; it has a wavelike structure in which several length scales are 
present. In the first place we have the planetary waves, with a typical length scale 
of J ()OOO km. These semi-permanent structures are forced by the thermal 
differences between land and oceans and by the large-scale topographic varia­
tions (called the orography). It appears that this flow is unstable: small pertur­
bations may increase their amplitudes, in this way withdrawing energy from the 
basic flow. These disturbances, called transient eddies, appear on the weather­
map as high- and low-pressure cells. They have a typical length scale of I OOO km 
and their life (a few days) is much shorter than that of the planetary waves (a few 
weeks). The positions of the eddies are rather unpredictable. 

Model studies have demonstrated that the geographical distribution of the 
planetary waves largely determines the development of the transient eddies, see 
Frederiksen (1983). There is also an opposite effect, as argued by Opsteegh and 
Vernekar (1982), i.e., the transient eddies are capable of forcing and altering the 
planetary waves. The nonlinear interactions between different scales of motion 
cause the atmosphere to have a limited predictability (Lorenz, 1969, 1984 ). 

Obviously, it is not possible to predict the actual flow state of the atmosphere 
over a large time interval with a sufficiently large probability. Therefore, it 
becomes worthwhile to distinguish between weather regimes, i.e., clusters of 
states representing nearly the same flow pattern. This was done, for instance, by 
Baur et al. (1944 ). They published a catalogue of large-scale atmospheric 
circulation patterns over Central Europe, which they called Grosswetterlagen. 
Later on, Hess and Brezowsky ( 1969) classified these weather regimes into three 
categories. These are a zonal (high index) regime with strong westerlies and small 
wave amplitudes, a meridional (low index) regime with large waves embedded in 
a weak zonal flow and a transitional regime. The observed vacillation between 
the various regimes, known to synoptic meterologists for a long time (Namias, 
1950), is due to the interactions between the quasi-stationary planetary waves 
and the transient eddies. Little is known about these transitions corresponding to 
breaks in the weather, see Oerlemans ( 1978). Within the framework of long-term 
weather forecasting, it is important to obtain a better understanding of the 
dynamics responsible for this vacillation behaviour. 
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Basically this problem should be analyzed from the full equations of motion, 
but they are too complicated to handle analytically. However, they describe 
motions on all length and time scales, while we are only interested in time scales 
of at least a few days and length scales of the order l OOO km and more. In Section 
2.1 these assumptions are used to reduce the equations of motion to a single 
nonlinear partial differential equation. It is called the quasi-geostrophic potential 
vorticity equation, being the starting-point of many studies on large-scale 
atmospheric flow. It describes the evolution of a quantity called the stream­
function, to which all state variables governing the motion (velocities, tem­
perature, pressure and density) are related. 

1.2. THE USE OF SPECTRAL MODELS 

The quasi-geostrophic potential vorticity equation is nonlinear, consequently it is 
difficult to analyze. One way to deal with this problem is to expand the solution in 
a series of eigenfunctions (modes) of an associated Sturm-Liouville problem. 
Projecting the partial differential equation on these eigenfunctions, we obtain a 
dynamical system of the type 

\jr = f .,.('I!), ( 1.1) 

where the dot denotes differentiation with respect to time. It consists of an 
infinite number of coupled ordinary differential equations describing the time 
evolution of the mode amplitudes represented by the vector 'I!. Here f ,..('I!) is a 
vector field depending on parameters µ = (µ 1 , µ 2 , ••• ). Details of the spectral 
technique are considered in the Sections 2.2 and 2.3. A discussion is included 
about the work of Constantin et al. (1985) on the relevance of truncated spectral 
models in which only a finite number of modes are considered. In most cases the 
truncation number must be large in order to obtain agreement between the 
approximate and exact solution. 

In recent years, many low-order spectral models of the quasi-geostrophic 
potential vorticity equation have been studied. The basic motivation was to 
investigate in what sense they reflect properties of the large-scale atmospheric 
circulation. The frequent references to papers on spectral models are an in­
dication for the importance of spectral theory in modern dynamic meteorology. 
Extensive references are presented in Section 3.1. Next, in Section 3.2 a 
derivation of a low-order spectral model of a two-level version of the quasi­
geostrophic potential vorticity equation in a beta plane channel geometry is 
given. This includes the barotropic model of Charney and De Vore ( 1979) and 
the baroclinic models of Charney and Straus (1980) and Reinhold and Pierre­
humbert ( 1982). 

From a mathematical point of view, truncated spectral models can be analyzed 
with techniques originating from dynamical systems theory, see Guckenheimer 
and Holmes (1983) and Thompson and Stewart (1986). The structure of the 
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vector fields studied in this paper is such that small-volume elements in phase 
space always shrink and that solutions are bounded. Consequently, for /---;. oo 

trajectories tend to bounded sets of limit points with zero volume in phase space. 
These may include regular sets such as stationary points (corresponding to 
equilibrium flow patterns), limit cycles (oscillating flow) and invariant tori (quasi­
periodically oscillating flow), as well as strange attractors (irregular, chaotic flow). 
We wish to determine these sets of limit points. The spectral model mimics a 
typical characteristic of the atmospheric circulation if trajectories irregularly 
vacillate between different preferent regions in phase space. Therefore, we are 
particularly interested in the occurrence of multiple unstable regular solutions 
and strange attractors. We expect trajectories to wander on a strange attractor 
and to visit alternately regions in phase space close to the regular solutions. If on 
the other hand the system tends to a regular limit set, the truncation is apparently 
to severe. Thus, more modes should be included in order to obtain a better 
representation. Another possibility is to add stochastic perturbations to the 
spectral equations. They account for the effect of small-scale eddies on the 
dynamics of the long waves. In this case the dynamics will be fundamentally 
different and the analysis requires application of the theory of stochastic proces­
ses. In the Sections 4 and 5 a few low-dimensional spectral models are studied. 
The existence of multiple equilibria and strange attractors is investigated by 
means of a bifurcation analysis. Since there are many free parameters in the 
model, it is necessary to use physical arguments in order to uncover its essential 
features. 

Multiple equilibria can be generated either by topography or thermal asym­
metries. The corresponding flow patterns resemble quasi-stationary preference 
states of the atmospheric circulation. It appears that all models can vacillate 
between three weather regimes, which are of zonal, meridional, and mixed type. 
The latter is necessarily visited if the zonal or meridional regime is left, with a 
possibility for the system returning to the original regime. This is very similar to 
the Grosswetterlagen dynamics described previously. Vacillation is generated 
either internally, due to the chaotic dynamics, or provided by external, stochastic 
sources. A discussion about the validity of low-order spectral models to describe 
large-scale atmospheric flow is presented in the final section. 

2. A Quasi-Geostrophic Model: Method of Analysis 

2.1. DERIVATION OF A POTENTIAL VORTICITY EQUATION 

The state of the dry atmospheric circulation is specified by a three-dimensional 
velocity vector u, density p, pressure p and temperature T. Consequently six 
equations are needed to describe its dynamics. They are obtained from the 
momentum, mass and heat balances of the fluid, see Gill ( 1982). The results are 



LOW-ORDER SPECTRAL MODELS OF THE ATMOSPHERIC CIRCULATION 53 

du 1 - + 20 x u = - - V p + g + F dt p w, 

dO = _!!__ H*. 
dt CpT 

dp 
-+pV ·u=O dt , p= pRT, 

(2.1) 

Here t is time, V the nabla operator, 0 the rotation vector of the earth, g the 
acceleration of gravity, F w are frictional forces per unit mass and R is the gas 
constant for dry air. Furthermore, 

(P*) Ricp 
8= T -

p 
(2.2) 

is the potential temperature, with p* a reference pressure and cp the heat 
capacity of air at constant pressure. Finally H* is a heating function. Both F w 

and H* will be specified later. System (2.1) consists of three momentum equa­
tions, a continuity equation, an equation of state (the ideal gas law) and a 
thermodynamic heat equation, respectively. 

To analyze Equations (2.1) we need a-priori knowledge of the type of motion 
to be considered. The geometry of the earth suggests to develop the equations in 
spherical coordinates A, cf> and r, which are longitude, latitude and distance to the 
centre of the earth respectively, see Figure 1. The resulting equations can be 
found in Pedlosky ( 1979). We will consider an atmospheric flow at midlatitudes, 
which is characterized by a small aspect ratio 5 and a small Rossby number e. 
Here 

8= IH, 
(T 

E = k' fo = 2.0 sin <Po, (2.3) 

with Z- 1 and H a horizontal and vertical length scale of the flow respectively, cr- 1 

a time scale and fu (the Coriolis parameter) the vertical component of the 
rotation vector at some central latitude cf> =<Po. This implies that the flow is 

!! 

Fig. I. Spherical coordinates for the earth. 
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quasi-horizontal (approximately parallel to the earth's surface) and that it has a 
time scale which is much larger than the typical rotation period of the earth. 

In the state of rest (u = 0) the momentum equations reduce to the hydrostatic 
balance 

dps(r) ( ) 
~=-ps r g. 

In principle any density profile can be chosen, as Jong as 

des ~O 
dr ' 

P* (Ps) 1-Rlc,, 
Os(r) =- - . 

Rps P* 

(2.4) 

(2.5) 

It means that the potential temperature Os, calculated from (2.1) and (2.2), 
nowhere decreases with height. This condition implies that we are dealing with a 
stably stratified fluid (Gill, 1982). Next, nondimensional variables, denoted by 
primes, are introduced as follows (Pedlosky, 1979): 

( A.. dA. d<f>)- 1-1( ' ') r0 cos '/'O dt' dt - a u , v , 

.A= (lro cos <Po)- 1 x', 

r = ro+ Hz', 

p = Ps + P.Jual-2 p', 

p = Ps{l + EFa?p'}, 

dr - 8 1-1 , 
dt - a w' 

</> = <Po + Uror 1 y', 
t =if-It', 

H* = cPTfoa2(gH/2)- 1 H*', 

8 = 65 {] + EFa2 8'}. 

(2.6) 

Here u', v' and w' are the nondimensional zonal, meridional and vertical velocity 
component, respectively. The parameter r0 is the radius of the earth and 

a:= (Lror 1, 
f 2 0 

F= oro_ 
gH 

(2.7) 

We will take a to be a small parameter, which indicates that the uniform 
horizontal length-scale is small compared to the radius of the earth. The 
parameter F, measuring the squared ratio of the earth's radius and the external 
Rossby radius, is of order unity for this type of flow. 

Next we expand u', v', w', p', p' and 8' in the small parameters 8, E and a. 
After dropping the primes, we tind that the zcroth-order approximations of the 
state variables (denoted by the subscript O) can be related to one variable 'Ii, 
called the streamfunction. The relations are 

a'I" 
Uo=--

ay' 

Po= 'I', 

a'l' 
Vo= ax' 

'I' dps 
Po=---, 

Ps dz 

wo=O, 

a'l' 
80 = -:--. 

rJz 

(2.8) 

A closed system of dynamic equations is obtained by considering the zeroth­
order vertical vorticity balance, following from cross-differentiation of the 
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horizontal momentum equations, and the thermodynamic equation. Using (2.8) 
the result is 

do aw s * -d-.-+w, =H. 
t dz 

Here w1 is the first-order vertical velocity and 

( a a ) v - --
h - ax' ay ' 

do a a'lt a a'Jf a 
-=----+--
dt a1 ay ax ax ay· 

Furthermore 

f 20 . 2n cos <Po 
= - sm <Po+ {3y, {3 = ----

er <rlro ' 

(a 2 F)- 1 ae, 
S(z) = ---- -- ~ 0, 

es az 

(2.9a) 

(2.9b) 

( 2 .1 O) 

(2.11) 

where the condition S(z) ~ 0 is a consequence of (2.5). The lower and upper 
boundary conditions to (2.9) can be formulated as (Pedlosky, 1979) 

f l l a doh 2 1 
--(psw1) dz = - y-d - CV h'Jf(z = 0)+ CVi.t/J*, 

o Ps az t 

where 

/oho 
y=-H, 

<T 

C= fo8E. 
2<rH 

ill 

(2.12) 

(2.13) 

They describe the modification of the flow at the lower boundary due to the 
presence of topography (1 ), frictional effects (2) and due to an external forcing 
streamfunction t/1*(3). Here z = h describes the position of the lower boundary 
having a characteristic amplitude h0 ( .z H). Furthermore, oc: is the thickness of 
the frictional boundary layer situated at the lower boundary. 

Eliminating w 1 in (2.9a) and (2.12) with (2.9b) we obtain 

do [v~\f! + _!_ ;_(Ps a'Jf) + t] =-~_a (p.Jj_*), 
d I Ps a z S a z Ps a z S 

(2.14a) 

f. 1 1 a [ Ps ( * do a'I') J doh , , , * -- - H ---:- dz=-y--CVi,'l'(z=O)+CVi.t/J. (2.l4b) 
0 Ps az S dt az dt 

Hence, we have reduced the full equations of motion to one nonlinear partial 
differential equation for the streamfunction \ft. In the absence of heating ( H* = 0) 
it expresses conservation of the quantity 

2 l a ( Ps aw) . q=Vh'Jf+--:- -- +f. 
Ps oz S az 

(2.15) 
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This constant of motion is the quasi-geostrophic potential vorticity. Here V~1¥ is 

the relative vorticity. The specification quasi-geostrophic is added because 

Equation (2.14a) models a flow which is approximately in a geostrophic balance. 

This balance slowly varies due to the presence of small vertical velocities. 

Jn the limit S ~ 0 and H* = 0 (constant potential temperature e, and no 

heating) it follows from (2.9b) that if'¥ is independent of z initially, it will for all 1 

be a z-independent function If!. Integrating (2. 9a) over the vertical and using the 

boundary conditions (2.12), we obtain 

(2.16) 

which is the barotropic potential vorticity equation. 
Jn some papers the quasi-geostrophic Equations (2. 9a, b ), (2. l 4a) or (2.16) are 

considered with f = (20/ u) sin <f:>. Furthermore, an additional contribution -a2F~ 

may be present between the brackets on the left-hand side of (2.16). This 

Cressman correction term describes the production of vorticity due to variations 

in the free surface of the fluid. In particular, the long waves, for which a2F= 

O'( 1 ), are affected by this mechanism. However, we recall that the quasi­

geostrophic equations hold, providing that the parameter o, E and a are small. 

Consequently, the quasi-geostrophic model has a restricted validity: it is not valid 

over the entire sphere and it does not describe the planetary wave dynamics. 

Nevertheless, in many studies it is used as a simplified model of the large-scale 

atmospheric circulation. 

2.2. VERTICAL RESOLUTION: LEVEL MODELS 

We consider the partial differential equation (2. l 4a) on a domain with ap­

propriate boundary conditions. It is analyzed by expanding the solution "¥ in a 

series of eigenfunctions {e;}i of an associated Sturm-Liouville operator: 

'¥=I '¥ie1; i = (h, h, . .. , jd), 
j 

(2.171 

where d is the dimension of the domain, see Gottlieb and Orszag (1977) and 

Voigt et al. (1984). In this case d = 3 and the Sturm-Liouville problem is 

obtained from (2.14a) by looking at the eigenfunctions of the vorticity field: 

Vl;e-+_!_i.(Ps ~ e·) +A 2 e· = 0 
1 Ps iJz S (Jz 1 1 1 · 

(2.18) 

The eigenfunctions have positive eigenvalues A f, satisfy the boundary conditions 

and are orthonormalized with respect to the domain average. Projecting (2.l4a) 

on these eigenfunctions (Galerkin projection) we obtain a dynamical system of 

the type (1.1). It describes the time evolution of the expansion coefficients 
{'1'1( t)}; = 'IT. 
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Fig . ., Level model for a continuously stratitied fluid Equatio11 (2.9a) is considered on the levels 
z = z,. and Equation (2.lJh) on z = hn ( n ''·" l, 2, . ... N). 

Using the properties of the eigenfunctions (completeness) Dutton ( 1974) has 
shown that the solution (2 .17) of (2.14a) on a bounded domain exists and is 
unique. In a subsequent paper (Dutton, l 976a) general properties of the spectral 
equations and its solutions are discussed. In order to construct the spectral model 
equations, the eigenfunctions must be specified. As can be seen from (2. 14b) the 
vertical boundary conditions generally are too complicated to calculate the 
eigenfunctions analytically. Since the horizontal boundary conditions are often 
chosen rather elementary (for example, periodic) this problem can be dealt with 
the following way. First Equation (2.14a) is discretized in the vertical (Pedlosky, 
1979): starting from Equations (2.9a, h), the vorticity equation is evaluated at a 
finite number of levels z = z 1 , z = z2 , ... , z = zN. In a similar manner, the 
thermodynamic equations are derived at the intermediate levels z = h 1 , z = 
h2 , ... , z = hN+i, see Figure 2. Derivatives in the vertical are approximated by 
central difference schemes. 

The result is a set of N partial differential equations for the streamfunctions 
{lf;(z")};':"'=J: 

do[r12,1 ,( ) f)- (!)do[ ) ( )] dt Vh't' Zn + --F,. dt °IJ'(Z,.-1 -'It Z,. + (2.19) 

n =I, 2, ... , N. 

Here F~n, F~2 l and F~11 are parameters which depend on the stratification and 
heating profiles. As shown by Pedlosky ( 1979), the introduction of a finite level 
version of Equation (2.14a) can be seen as a discretization of the continuous 
stratification of the fluid. This implies that, although the finite level version (2.19) 
of (2.14a) can only describe approximate solutions, it represents the dynamics of 
a real physical system. 
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2.3. TRUNCATION AT A HORIZONTAL LEVEL 

We now apply the spectral method to the set of Equations (2.19). We have the 
expansions 

'l'(zn) = L 'l'j(Zn)<f>j, 
i 

(2.20) 

where the {<Pih are orthogonal eigenfunctions of the two-dimensional Laplace 
operator: 

(2.21) 

subject to the boundary conditions. Assuming that (2.21) can be solved analytic­
ally, we can derive the spectral equations for the expansion coefficients 'Vi( Zn). 
They are again a system of the type (I. I). 

We should consider an infinite-dimensional phase space, which cannot be 
realized in practical applications. A convenient way to deal with this problem in 
fluid dynamics is to approximate the solutions (2.20) by expansions in which j 
may run only through a finite number (say K) of values: 

'f!(zn) = L 'l'j(Zn)<f>j, ir ~ j:,;; iu · 
j 

(2.22) 

Projecting the N partial differential equations on these eigenfunctions, we obtain 
a finite-dimensional system: 

W= f.,.(W)+F(t) in RM, M= KN. (2.23) 

The forcing terms F(t) represent the effect of the unresolved modes on the 
resolved modes and additional physical processes not incorporated in the model. 
In many studies they are a priori put equal to zero. A justification for doing this is 
found in the observation that generally most energy is contained in only a few 
modes (the long waves). From a more formal point of view Constantin et al. 
( 1985) have studied the problem for the full Navier-Stokes equations. They 
found that for large times a finite mode expansion could be selected such that 
qualitative agreement is obtained with the exact solution, in the sense that they 
have equal stability and attractor properties. Furthermore, they showed that 

(2.24) 

is a sufficient condition for the truncation number in order to obtain such 
qualitative agreement. Here LD is a dissipation length scale and d the dimension 
of the flow. Generally Ms will be a large number, but we remark that (2.24) is not 
a necessary condition. The numerical results of Franceschini et al. ( 1984) with a 
truncated spectral model of the Navier-Stokes equations in two dimensions 
indicate a stabilization of qualitative behaviour at M -~JOO. Although it is not yet 
clear whether these results are applicable to the quasi-geostrophic potential 



LOW-ORDER SPECTRAL MODELS OF THE ATMOSPHERIC CIRCULATION 59 

vorticity equation, they at least suggest that it is useful to study truncated spectral 
models. 

For small truncation numbers it is not allowed to neglect the effect of the 
forcing terms in (2.23). In some studies this is compensated for by choosing 
stochastic forcing with a parametrization of its statistical moments. From a 
theoretical point of view, this choice is difficult to justify. One of the few results 
obtained so far can be found in Kottalam et al. ( 1987). They state that the 
forcing terms have indeed a stochastic nature but their moments are very 
complicated. We will return to this point later on. 

3. Spectral Models of the Atmospheric Circulation 

J. I. A REVIEW OF THE LITERATURE 

The fact that Galerkin projection techniques can be applied to the partial 
differential equations describing the dynamics of large-scale atmospheric flow 
was first realized by Silberman ( 1954 ). In this paper a one-level, i.e., barotropic, 
version of Equations (2. 9) is considered without the effects of forcing, dissipation 
and topography. The streamfunction is expanded in orthonormal eigenfunctions 
of the Laplace operator on the sphere, being spherical harmonics. A similar 
model for a two-level version of (2.9) in spherical geometry was developed by 
Bryan ( l 959). 

It is remarked that the spectral method applied to Equations (2.9) is actually 
invalid on the sphere, because it is not allowed that the meridional length-scale 
becomes of the same order as the radius of the earth. For this reason Saltzman 
( 1959) introduced a channel approximation, in which the equations are con­
sidered in a circular strip at midlatitudes, see Figure 3. However, this approach 
requires artificial boundary conditions at the two walls. 

Fig . ."\. The: midlatitude channel. The x-coordinatc is along lines of constant latitude, the y­
coordinate along lines nf constant longitude. 
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In the first instance the spectral technique was mainly used to solve low-order 
models either analytically or numerically. At the time people became interested 
in the spectral method as an alternative for the grid-point method to numerically 
solve nonlinear partial differential equations. For the quasi-geostrophic model 
experiments were already carried out by Kubota et al. ( 1961 ). Their conclusion is 
that spectral methods give better results than grid-point models. On the other 
hand, the spectral scheme turns out to be rather inefficient, because the inclusion 
of many eigenfunctions requires the storage of a large number of interaction 
coefficients. Consequently, computations are time and storage consuming and 
thus expensive. As an alternative Orszag ( 1970) developed a transform method. 
Instead of projecting the nonlinear terms directly on the spectral components, the 
Jacobians are evaluated at grid points each time step and next transformed to the 
spectral components. This scheme appears to be fast and accurate and is 
therefore applied in many numerical weather forecasting models, such as the one 
of the European Centre for Medium-range Weather Forecasting (ECMWF) in 
Reading, England (Jarraud and Baede, 1985). After the introduction of the 
transform method, the direct interaction method has been mainly used as an 
analytical tool to study low-order models. 

Table I. List of references to relevant studies on deterministic low-order 
spectral models of one and two level versions of the potential vorticity 
equation (2.14a) in different geometries 

One level. spherical 

Silberman (19 54) 
Kubota 11961) 
Platzman ( 1962) 
Baer ( 1970) 
Baer ( 1971) 
Dutton (I 976b) 
Wiin Nielsen 11979) 
Kallen (1981) 
Kiillen ( 1982) 

Wiin Nielsen ( 19841 
Legras and Ghil ( 1985) 

Two levels, spherical 

Bryan ( 1959) 
Baer i 1970) 
Baer ( 1971) 
Galin I 197'1) 
Kallen 1I983) 
Galin and Kirchkov ( 1985) 

One level, channel 

Saltzman ( 1959) 
Lorenz ( 1960) 
Lilly (1965) 

Vickroy and Dutton ( 1979) 
Charney and De Vore ( 1979) 
Lorenz ( 1980) 

Mitchell and Dutton i 1981) 
Shirer and Wells 1198.'.\) 
De Swart ( l 987a) 
De Swart (1987b) 

Two levels, channel 

Lorenz ( l 963b) 
Lorenz 11965) 
Yao(J980) 

Charney and Straus ( 1980) 
Roads ( 1980) 
Reinhold and Pierrehumbert ( 1982) 
Yoden ( l 983a) 
Yoden (1983b) 
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Forcing and dissipation mechanisms in barotropic spectral models of the 
a,tmospheric circulation with a spherical geometry have been introduced by 
\Niin-Nielsen (1979). For the case of a beta plane these mechanisms have been 
i.lnalyzed by Vickroy and Dutton ( 1979). The combined effect of forcing, 
dissipation and topography has first been studied by Charney and De Vore ( 1979) 
fOr a beta plane channel geometry. A spherical analogon was discussed by Kallen 
( 1981 ). These studies demonstrate that forced systems may have multiple equili­
lJfia for a range of parameter values and the associated flow patterns resemble 
}i.lrge-scale preference states of the atmospheric circulation. Similar models have 
tJCen considered in many papers, see Table I for references. Models with 
8 dditional nongeostrophic effects have been analyzed by Lorenz ( 1980, 1984). 

A first, numerical study on the effects of topography in a two-level spectral 
J110del was presented by Yao ( 1980). This was followed by the analytical studies 
of Charney and Straus ( 1980), Roads ( 1980) and, for a spherical geometry, that 
0 f Kallen ( 1983 ). Low-order spectral models of multi-level versions of the 
q uasi-geostrophic equation are discussed in Roads ( 1982) and Yodcn and Muk­
ougawa ( 1983). Spectral models including humidity effects can be found in 
Lorenz (1982). 

_1.2. A TWO-LEVEL MODEL IN A BETA PLANE CHANNEL 

l)p to now mainly one- and two-level versions of the quasi-geostrophic potential 
vorticity equation have been studied analytically. The two-level reads 

do 1 do 
dt [V /.'I'( z 1) + f] = F' d /'1'( ztl - 'I'( z2)] - F' (z 1 - z2 ) H*( h2 ) + 

-- C'VJ.["l'(z,)-'l'(z2)] (3.la) 

do [ 1 ] do [ ] , * -d V1.'l'(z2)+f =-F'- 'l'(z,)-'l'(z2) +F(z 1 -z2)H (h2)+ 
t dt 

+ C'V h['l'(z i) - 'l'(z2)] - 2 [ '}'~:~ + CVJ.('I'( z2) - t/J*) l 
(3.1 b) 

where 

(3.2) 

The contributions involving the coefficient C' model the internal friction at the 
boundary level z = h2 betw.een the two layers. Next we introduce 

(3.3) 

Which are the barotropic and baroclinic streamfunction, respectively. Note that T 

is proportional to the potential temperature. The heating at z = h2 is 
Parametrized as 
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a 
H*(h2) =--(r* - T), 

Z1 - Z2 

H. E. DE SWART 

(3.4) 

where a- 1 is a nondimensional thermal relaxation time and r* is the baroclinic 
thermal forcing. The damping is a crude representation of the cooling due to 
infrared outgoing radiation. The equations for if1 and T read 

·1 
.!._ vr. ,/, + 1('1•, \lr.1/1) + J( T, n T) + -yl( I{!- T, h) + 1( I/!,/) at 'I' 'I' 

= - C\T~(t/1- r/I* - T), (3.5a) 

i Vf.r+ 1(·'·, vr.r) + 1( T, V~rjl)- -yl(rjl- T, h) + J( T, /) at 'I' 

= F'[:~ + l(rjl, T)1 + cvr.(rjl- !/I* - r)- aF'( r* - T) - 2 C'\ly,T, (3.5b) 

where 

l(A, B)= (ez x V hA) · V hB (3.6) 

is the Jacohian of A and B with ez a unity vector in the z-direction. The vertical 
velocity at the midlevel z = hz satisfies 

W1(h2) = F'{a(r* - r)- dT - 1(1/!, r)}. at (3.7) 

We now apply the spectral method to (3.5). Thus, on a domain with boundary 
conditions, we expand If;, I/!*, r, r* and h in the eigenfunctions defined in (2.21). 
The resulting spectral equations are presented in Appendix A. Next we must 
specify the eigenfunctions. To this end we take the domain to be a rectangular 
channel on a heta plane, with length 2 Tr/ b in the x-direction and width 7T in the 
y-direction. In fact this is the midlatitude channel shown in Figure 3. Here 

b=2B 
L' (3.8) 

with B and L the dimensional width and length of the channel. We investigate 
the existence of travelling wave solutions in the x-direction. At the boundaries 
y = 0 and y = B the meridional velocity is zero. Furthermore, no circulation may 
develop at the boundaries. The resulting conditions for the strearnfunction are 
derived by Phillips (1954 ). They lead to the following eigenvalue problem: 

vr.<1>j + Af</>j = 0 on {(x, y) I 0::;;; x ~ 27T/b, 0 ~ y ~ 7T}, 

<Pi( x + 2b7T) = </>i(x), 

ii</> f.2-rr/b iJ<f>· 
_i = 0 and - 1 dx = 0 at y = 0 and y = 7T, ax 0 ay 

(3.9) 
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Here cc denotes a complex conjugate and oi1 a Kronecker delta function. It can 
easily be verified that the following eigenfunctions, with associated eigenvalues, 
obey (3.9): 

</>i(y)=J2cos(jiy); Af=j~, (3.IOa) 

<f>i(x, y) = J2 eii,bx sin(jiy); Af = jf b2 + }~, 

ji=±l,±2, ... ; h=l,2, ... 

(3.!0b) 

The eigenfunctions in (3.lOa) are (0, h) modes, which describe purely zonal 
flows. The solutions in (3.1 Ob) are (JjiJ, h) wave modes. With this information we 

can calculate the interaction coefficients defined in (A3) of Appendix A. The 

results are presented in Appendix B. It appears that the nonlinearities always 
occur as triads, with the interaction of two modes affecting the evolution of a 

third one. This is due to the fact that the basic equations of fluid mechanics only 

contain quadratic nonlinearities. As shown in Appendix B, many of these 

interactions are forbidden. The underlying physical mechanism is discussed in 

Pedlosky ( 1979). 
We now present a particular low-order model by including only the (0, I), 

(0, 2 ), (1, I), (I, 2), (2, I) and (2, 2) modes. These are two zonal flow profiles and 

four planetary waves, respectively. We assume that external forcing only acts 

upon the zonal flow modes. They model a zonal flow forcing due to the 

equator-pole temperature gradient. Furthermore 

h =cos( bx) sin(y), (3. 1 1) 

i.e., the topography is given as a (I, 1) mode, being the longest wave present in 

the model. 
Defining the real variables 

X1 = 1/101, 

X4=t/Jo2. x:=l/Ji2, 
l l 

x, = J2 ( t/f 12 + l/1.12), x6 = ..jz ( l/112 - t/J 12), 

l i 
X7 = J2 (t/J21 + l/J-21), Xg =.Ji (l/121 - t/J-21), 

l i 
X9 = J2 (t/J22 + l/J-22). X10 = J2 (t/J22 - l/J-22), 

Y1 =Toi, Yi= rt,, 
i 

Y3 = J2 ( T11 - L11), 

y:=riz, 
i 

Yo= fi (T12 - r,z), 

(3.12) 
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we arrive at the twenty component model given in Appendix C. This is the basic 
model to be studied in this paper. Note that it is an example of a dissipative 
dynamical system, see Guckenheimer and Holmes ( 1983). Consequently, volume 
elements in phase space always shrink and solutions are bounded. Thus, for t--" ex; 

trajectories in phase space tend to a bounded set of limit points of zero volume in 
phase space. We are in particular interested in the nontransient behaviour of the 
system, i.e., once it has settled down to its attractor. 

In papers published so far, channels at the central latitude <f>o = 45° have been 
considered, which makes fo = 1.10-4 s- 1 and f3o = 1.6 I 0- 11 m- 1 s- 1. The vertical 
length-scale will be fixed at H = 10 km and the time scale at <r- 1 = 105 s, which is 
about one day. The thermal relaxation time is varied between two and I 0 days 
(0.5;;;. a;;;. 0.1), the topographic amplitude between 0 and 4 km (0 ~ 'Y ~ 4), 
dissipation time scales between two days and two weeks (0.5 ~ C, C' ~ (l.07) and 
the stratification parameter (F')- 1 between 0 and 0.2. In the next two sections we 
will study low-order barotropic and baroclinic models which are special cases of 
the 20 component model mentioned above. We will stay within the specified 
range of parameter values. 

4. Barotropic Models 

4.1. PRELIMINARIES 

Consider the 20 component model of Appendix C for the case of a constant 
potential temperature of the fluid ( F' ~ x, equivalently <ro ~ O). Furthermore, let 
baroclinic forcing mechanisms be absent (yj = y: = 0). If the haroclinic y­
components are taken zero initially, they remain zero for all times and solutions 
are governed by the I 0 coefficient barotropic model 

:;:-:-.::-:=:-.::-~~:-.::-:::-:-.::-:::-.-.::-.:~::::-.::--;::-.:~:::-:-:--------------; 

:;X1-Y11X3-C(x1-x1), : i 

l ji2=-(a11X1 - f311)x, - Cx2) __ 811X4xc.l- Pi 1 (xsx8 - Xc.X? ), 

!:.x3 = (ll'11 X1 - f31 i)x2 - Y11X1 '~·c:;;~\+ 0°~~~:-~~j+ Pi l (X5X7 + X1iX8), 
: ··:··········*····························*······················. _____ 1 

i X4=Y12Xri - C(x4 - X4) + E1(X2Xri - X3Xs)i+ E2(X7X10 - XxX<J), 
' ' 
! is= -(a12X1 - f3dxo- Cxs - 012X3X4j:~-pdx2xx - X3X7) + /12Xx, 
I --------, 

l i<> = (ll'12X1 - f312lxs - Y12X4 - Cx6 + 012X2X.1i- pdx2X7 + X:iXx)- /12X7, ·------ ------------------------- ------------------------------ _.,; 

i? = -(a21X1 - f321)Xx - CX7 - 821X4Xlll - P21 (X2X1i + X.iXs) + Y~ 1 x,,, 

ix= (ll'21X1 - f321)X7 - Cx8 + 821X4X9 + P21(x2x5- X.1X1i)- Y~1Xs, 

i9 = -(a22x1- f322)x10 - Cx'! - 022X4X8, 

iw = ( ll'22X1 - f322 )x<> - Cx10 + 822X4X7. (4.1) 

The coefficients ll'nm, f3rim' Ynm' Y'::m, y~.m' O,,m' En and Pnm depend on the model 
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parameters b, y and {3, see Appendix C. Furthermore, 

.J xi2 + 4x12 = Ul 
<T 

(4.2) 

is a driving Rossby number of the flow with U a typical velocity scale of the 
external forcing. Equations (4.1) are in fact a low-order model of the barotropic 
potential vorticity Equation (2.16). They are invariant under the transformation 

(x1, Xz, X3, X4, X5, x6, X7, Xx, Xy, X10, xi' x1)~ 

~ ( X l , Xz , X 3 , - X4, - X 5 , - Xo , - X 7, - X8, X9, X 10, X i , - X:). (4.3) 

The system contains a six-dimensional subsystem, as indicated by the dashed 
lines. For x1=0 it is further reduced to the three-dimensional system between 
the dotted lines. The latter will be analyzcd in the next subsection, the six­
component model is considered in Section 4.3 and we return to the 10 com­
ponent model in Section 4.4 . 

..\.2. THREE COMPONENTS 

The three-component model m (4.1) between the dotted lines is the simplest 
nontrivial spectral model of the large-scale atmospheric circulation. It describes 
the interaction between a zonal flow and a planetary wave mode. To study the 
properties of the nonlinearities explicitly, we first neglect the effect of forcing and 
dissipation (xi = C = 0). The stationary points x = (X 1 , x2 , x3 ) of this model, 
obtained by setting all time derivatives equal to zero, satisfy 

(4.4) 

for arbitrary x1 • Since x3 = 0 the wave is in phase with the topography. To 
investigate the stability of the equilibria we consider the dynamics of small 
perturbations on these states. They evolve as exp(At), where A are the eigen­
values of the Jacobian matrix of the vector field, linearized at x. In this case the 
characteristic equation reads 

A[A2+ (a11X1 -{311)2- Y11yi1/31~-] =O. 
ll'.11X1 - /311 

(4.5) 

A stationary point is unstable if there is at least one eigenvalue with a positive 
real part. In (4.5) this is the case if 

(4.6) 

Note that instabilities can only occur for y nonzero. For this reason the 
mechanism is called topographic instability (Charney and DeYore, 1979). Jn the 
limit (a 11 x1 - J3 1 i)~o the wave amplitude grows resonantly. This is due to a 
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continuous vorticity transfer from the topography to the wave (the mountain 
torque) which cannot be compensated for by vorticity advection. 

Next we introduce zonal forcing and dissipation. Then stationary points are 
found from a cubic equation: 

, -Cy11.X1 
X3 = (a11.X1 -{311)2+ C2' (4.7) 

where 

-(2/311 + allxf) az = , 
0!11 

{3 * (3" * + ('2 2a11 11X1 + ll + )'11')'11 al = ------,---------·' 
a11 

-(f3T1 + c2Jxi 
ao = ~ 

a11 
(4.8) 

It can easily be shown that 0 < .X 1 ~ xi. Thus x3 < 0, which implies that the phase 
difference between the stationary wave and the topography is always negative. 
As can be seen from (4.7), due to dissipation the topographic resonance has 
shifted to small but nonzero values of (a 11 x1 - {3 11 ). According to (4.7), there may 
be one or three real stationary points. The bifurcation set, which is the set of 
parameter values at which a transition from one to three equilibria occurs, is 
given by 

(4.9) 

The stationary points at the bifurcation set are limit points (turning points) of the 
bifurcation diagram. For these parameter values the wave becomes topographic­
ally unstable. In the region where (q3 + r2) is negative, called the catastrophe set, 
three real stationary points occur. 

The stability is determined from the eigenvalues of the Jacobian matrix of the 
vector field linearized at x. The characteristic equation reads 

(A+ C)3+ b1(A + C)+ b0 = 0, 

b - • )2 *[f311(a11.X1-f31tl-C2] 1-(a11x1-f311 -r11Y11 ( • -{3 )2 C'2 , 0!11X1 11 + 
(4.10) 

b _ -Cy11l'i1a11X1(a11.X1 -/311) 
() - ' 0 ) (a11X1-f311)-+C-

From (4.7) and (4.10) it follows that if the system has only one real stationary 
point it is stable. If there are three real stationary points, two of them are stable 
and one is unstable. Furthermore, it can be shown that complex eigenvalues 
cannot have vanishing real parts, hence there are no Hopf bifurcation points. The 
only possibility for a real eigenvalue to pass through zero is at the bifurcation set. 
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'1 

(a) 

00::----~~-4:--~~78~~--,,12,_-~~,6. 

x1* 

(b) 

Fig . ..+. (a) Bifurcation set in the y, xf-parameter space of the three component model. (b) Steady 
solution component x1 as a function of xf for y = l. A solid line denotes that the solution is stable, a 
dashed line denotes an unstable solution. 

As a specific example we fix the parameter values at b = 2, C = 0.1 and 
{3 = 2.5. They are similar to those of Charney and De Vore ( 1979), except that we 
have a time scale 0-- 1 of 105 s instead of 104 s. The domain is a channel, centered 
at the latitude </>0 = 45°, with length and width equal to 5000 km. The zonal 
wavelength is 5000 km and a dissipation time scale of 10 days is taken. In the 
literature, the model has also been studied for different parameter values, see 
Table I for references. The results of these investigations do not differ 
significantly from those which will be presented here. In Figure 4a the bifurcation 
set of the model in the y, xi-parameter space, enclosing the catastrophe set, is 
shown. It is known as a cusp catastrophe. In Figure 4b the equilibrium solution 
component x1 , which represents the nondimensional intensity of the zonal flow, is 
presented as a function of the external forcing xi ( = VI V0 , where Vo= 
15.91 ms- 1) for y = l (i.e., a topography amplitude of 1 km). For large xi 
(~ 15.566) there is one stable stationary point E 1 • For smaller forcing values 
( 1.336 ~ xi ~ 15.566) two more stationary points appear. The intermediate one 
(E2 ) is unstable: it has one positive real eigenvalue, while the lower one (E3 ) is 
stable. For small xf ( ~ 1.336) one stable stationary point (E3 ) is left. Charac­
teristic flow patterns associated with the equilibria E 1 , E1 , and E 3 are shown in 
Figure 5. E 1 represents a high index state with a strong westerly flow and a small 
wave amplitude. E 3 is a low index state with a large wave embedded in a weak 
zonal flow. Finally E2 is an intermediate state. 

In Figure 6 a projection of trajectories onto the x 1 - x2 plane is shown for the 
case of three real stationary points. Initial conditions are taken in a plane 
x3 =constant. It appears that generally trajectories tend to one of the stable 
equilibria. Exceptions are those which lie on the separatrix between the attraction 
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(a) (b) (c) 
Fig. 5. Nondimensional streamfunction patterns of the equilibria Ei(a), F'2 (b) and E 3(c) for y =I. xf = 2 . .lrf! = l corresponds to a zonal transport of 2.h x I 0 7 m2s- 1. The uashed lines represent 
contours of the topography. 

domains of E 1 and E3 , which tend to E2 . The separatrix appears to have a 
complicated structure and its geometry can only be approximated by a large 
number of time integrations of the system. As concluded by Charney and 
DeVore (1979) the presence of topography is a necessary .condition for the 
existence of multiple equilibria; the unstable equilibrium £ 2 is due to topographic 
instability. Furthermore, these authors argue that the flow patterns of the stable 
equilibria £ 1 and £ 3 resemble large scale preference states of the atmospheric 
circulation. Kallen (1981) has drawn similar qualitative conclusions for a three 
component spectral model of the barotropic potential vorticity equation on a 
sphere. 

The model is unrealistic in the sense that it always ends up in an equilibrium. 
For a system resembling more closely the dynamics of the atmosphere, we expect 
frequent transitions between the equilibria. This can be realized in two different 
ways. First, stochastic forcing terms can he added to the spectral equations which 
are thought to represent effects of the truncated models in the eigenfunction 
expansion, see Egger (1981) and De Swart and Grasman (1987). If the model has 
three equilibria, the noise forces the system to visit alternately the two attraction 
domains of the stable equilibria. During a transition it will remain for some time 

.;_, 

Fig. 6. Sketch of the phase flow projected onto the x, -- x, plane. Initial conditions arc chosen in a plane x3 =constant. -
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in a neighbourhood of the unstable equilibrium. Hence the unstable equili­
brium is also of dynamical significance in the stochastic model. Another way to 

obtain vacillation behaviour is to choose different eigenfunctions and a different 
topography, such that nonlinear interactions are more efficient. Following Lorenz 
( 1980), we may consider a closed system describing the evolution of x1 , x4 and x6 

(defined in (3.12)). Furthermore, we choose the external forcing and topography 
to have a (0, 2) component only and b = Ji This system can be transformed into 

the Lorenz ( 1963a) model, which is known to have vacillating chaotic solutions 
for a range of parameter values. However, the assumptions are not physically 
significant. A nongeostrophic three component model with vacillation behaviour 
is discussed in Lorenz ( 1984). 

In all these cases, characteristic residence times of the system near the 
equilibria are in the order of months instead of days, as expected from obser­
vations of the atmospheric circulation. Thus, we conclude that, although there is 
some qualitative agreement, the three component model docs not give a realistic 
picture of the time evolution of large-scale atmospheric flow. It therefore 
becomes useful to include more models and study its consequences for the 
solutions as t-HJJ. This brings us to a six-component model. 

4.3. SIX COMPONENTS 

The six coefficient model 111 (4.1) between the dashed lines describes the 
evolution of two zonal flow profiles and two planetary wave modes. The in­
creased number of degrees of freedom allows for a new physical mechanism, 
called barotropic instability. It may occur in the triad interaction between the 
(0, 2), (1, I) and (I, 2) mode. Fj0rtoft ( 1953) showed that such a triad conserves 
kinetic energy as well as entrophy (squared relative vorticity). Next he derived a 
necessary condition for a participating mode to become unstable: its wavelength 

must be smaller than that of the second participating mode and larger than that 
of the third one. Applying this theorem to the triad of the six-component model 

we find 

if b2 < 3: (0, 2) mode can become unstable, 

if b2 > 3: ( l, I) mode can become unstable. 
( 4.1 1) 

Thus the width-length ratio of the channel controls the barotropic wave triad. 
We will now study the set of limit points of the model. First we consider the 

case that x: = 0. Then, if x4 , x5 and x6 are zero initially, they remain zero for all 

times and the evolution is governed by the three component model of Section 
4.2. Consequently, the equilibria of the three component model are also equili­

bria of the six-component model with X4 = x5 = x0 = O; they are called single­
mode equilibria. However, their stability may change due to the presence of more 
modes. It can be shown that the characteristic equation, which is of sixth degree 
in this case, factorizes into two cubic equations describing the stability with 
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respect to the first mode and second mode perturbations, respectively. According 
to the Fj~rtoft theorem, equilibrium E 1 cannot become barotropically unstable, 
because it is characterized by a large (0, 1) component having the smallest 
wavenumber of the spectrum. The possible instability of E2 and £3 with respect 
to second mode perturbations can lead to additional mixed mode equilibria, for 
which x4 , x5, x6 =j= 0, as well as periodic solutions. Charney and De Vore ( 1979) 
showed that the mixed mode equilibria are governed by 

d1(x1)x! + d1(xi)x~ + do(xi) = o, 
(4.12) 

where d2 , d 1 , d0 , e2 , e1 and e0 are known functions of x1. Furthermore, for each 
x1 and x4 we obtain a unique x2 , x3 , x5 and xr.. Since (4.12) is two quadratic 
equations for x~, we conclude that mixed mode equilibria always occur in pairs 
having the same i 1 , x2 and x3 component, but opposite X4, is and x6 com­
ponents. 

In the bifurcation diagram, mixed mode equilibria branch off from single mode 
equilibria by ordinary bifurcations, in which a real eigenvalue passes through 
zero. For these parameter values the (1, 2) Rossby mode is in phase with the 
topography. Another possibility is that the real parts of two complex conjugated 
eigenvalues pass through zero. At these Hopf bifurcation points periodic solu­
tions with initial amplitude zero branch off. The latter can be interpreted as 
topographically modified, barotropic travelling Rossby waves. Charney and 
De Vore ( 1979) have shown that such solutions indeed exist. To study the 
dependence of these solutions on parameters is complicated and can only be done 
numerically. Their stability properties can change too, leading to possible doubly 
periodic, quasi-periodic- and chaotic solutions. Studies on the attractor properties 
of the model have been carried out by Yoden ( 1985) and de Swart (I 987a). We 
now discuss results for the parameter values defined in the previous subsection. 
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{a) x1* {b) 
Fig. 7. As figure 4b, but solution components x1 and x4 of the six component model as a function of 
xj' for x! = 0, y ~ I. The triangles denote Hopf bifurcation points. 
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In Figure 7 the X1 and X4 component of the stationary points are shown as a 
function of xi for x! = 0 and y = l. Comparison with Figure 4b shows that 
mixed mode equilibria branch off from the single mode equilibria by pitchfork 
bifurcations. Depending on the value of xf there can be one up to eleven 
equilibria. All of them are connected by means of limit points in the bifurcation 
diagram, i.e., there are no isolated equilibria. As can be seen many of them are 
unstable with respect to small perturbations. For 0.932 :s; xi ~ 1.336 no stable 
stationary points are obtained. Numerical integrations for these parameter values 
show that trajectories starting from arbitrary initial conditions tend to a globally 
attracting limit cycle. 

The bifurcation diagram contains nine Hopf bifurcations, where we expect 
periodic solutions to branch off. In Figure 8 the period of the orbits emanating 
from E3 at xf = 0.932 is shown as a function of xi. At the Hopf bifurcation 
point, the period is 21T/ ai, where a; is the imaginary part of the two eigenvalues 
with real part zero, while the amplitude is zero. Time series of the x 1 and x 4 

component, as well as projections of the orbits onto the x 1 - x4 plane, are shown 
in Figure 9 for various parameter values. 

It appears that the stable periodic solutions bifurcate on the side of the 
unstable equilibrium £ 3 , hence it is a super-critical Hopf bifurcation, see 
Guckenheimer and Holmes ( 1983 ). With increasing xf the amplitude of the 
periodic orbits increases, while the period decreases a little. The behaviour of the 
solution becomes more complicated because of the higher harmonics of the 
fundamental frequency (Figure 9a, b). Note that the orbits are symmetric with 
respect to x4 = 0, x5 = 0, x6 = 0. However, at xi = 1.561 the symmetry is broken 
by a pitchfork bifurcation. The symmetric, periodic orbit becomes unstable while 
two nonsymmetric stable periodic orbits branch off. One of them is shown in 

110 

90 

70 

50 

Fig. 8. Period '/' of the periodic orbits emanating from the E 3 branch of stationary points as a 
function of xf. x! = 0, y = I. Solid curves denote that the orbit is stable, while dashed curves refer to 
unstable orbits. The symbols-< and >--denote sequences of period doublings and period halvings 
in a very small region of xf values, respectively. 



72 

a 
... 11~ 

00 2 ---- -"---- 8----W 

J_L 
2 oo 2 --4--e--a-·w 

FiQ. 9. 

0 0 

-.1 

-2 

-1 

- :? 

-1 

-2 

H. E. DE SWART 

00 

(a) 

(b) 

-2 ---, -- ·a---, -

(c) 

(d) 

(e) 



LOW-ORDER SPECTRAL MODELS OF THE ATMOSPHERIC CIRCULATION 73 

0 oo--;? --4· 
•I 

(f) 

Fig. CJ. Visualization of some stahle periodic solutions discussed in Section 4.J. see Figure 8. Shown 
are x 1(1/T), x4(1/T) and the projection of the orbits onto the x 1 · x4 plane. Hen: I is time and T the 
period. 

Figure 9c, the other is obtained by reflection in x4 = 0. Each of the nonsymmctric 
orbits becomes unstable at xi = 1.638 due to a period doubling bifurcation. At 
these points stable periodic orbits with twice the period branch off. An example 
of such a solution is shown in Figure 9d. Further period doubling bifurcations do 
not take place. On the contrary, we have a period halving bifurcation at 
xi = 1.684 and a pitchfork bifurcation at xi = 1.716 . 
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Fig. 10. (a) Numerical approximation or the homoclinic orbit at xf = xf.c. as a periodic orbit with a 
large period, here T = 120. Shown are the x 1 and x4 component as a function of 1/ T. as well as the 
projection of the orbit onto the x 1 -· x4 plane. (h) Chaotic time series for xf = 1.75 started in the 
unstahle equilihrium E3 . Shown are the x 1 and x4 component as a function of 1' = 1/500 ··· I as well as 
a projection of the trajectory onto the x1 - x4 plane. Transient effects have already died out hefore 
entering the time interval shown. 
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A further increase of xT complicates the structure of the remaining branch of 

symmetric periodic orbits. In the region 1.67:;;::; xf,,:;: 1.81 it shows a series of 

wiggles with an increasing period, the latter tending to infinity as xf-?> xf.c == 

1.79. The wiggles are saddle node bifurcations, in which a stable- and unstable 

periodic orbit coalesce. The tendency of the period to become infinitely large is 

associated with the approach to a homoclinic orbit existing for xf = xf.c. A 

numerical approximation of this orbit is shown in Figure !Oa. It connects the 

unstable saddle point E3 with itself. This type of bifurcation has been analyzed by 

Silnikov ( 1965) and more recently by Glendinning and Sparrow ( 1984). They 

showed that in the neighbourhood of the homoclinic orbit a countable infinity of 

unstable periodic orbits exist. Furthermore. an uncountable infinity of aperiodic 

chaotic orbits occur, which are generated and absorbed by an infinite cascade of 

period doubling and periodic halving bifurcations, respectively. They take place 

near each winding of the T(xT) curve in Figure 8. An example of a chaotic time 

series, for xf = 1.75, is shown in Figure !Ob. Note that the trajectories move in a 

small tube, which closely resembles the homoclinic orbit. The importance of this 

type of bifurcation for spectral models of the atmospheric circulation has already 

been proposed by De Swart and Grasman (1984 ). 

Yoden ( 1985) also studied the bifurcation properties for different topography 

amplitudes. In De Swart ( l 987a) other channel geometries are considered and 

the effect of nonzero x ! is studied. From their results it appears that for all 

parameter values the set of limit points at least contains a stable stationary point 

or a stable periodic orbit. It appears that the strange attractors have only a 

limited attraction domain in phase space. Hence, it is concluded that a six 

component barotropic spectral model has not sufficient degrees of freedom to 

allow for a global strange attractor. In other words, although the model shows a 

rich internal dynamics, it cannot describe an index cycle, i.e., an aperiodic 

vacillation between zonal- and meridional-preference states. This can be met by 

either adding stochastic perturbations to the equations or introducing more 

degrees of freedom. We will review the second possibility. 

4.4. HIGHER-ORDER MODELS 

If more modes are included in the spectral expansions, in order to obtain a system 

with dynamics qualitatively similar to those of the atmosphere, we obtain more 

complex spectral equations and their mathematical analysis becomes rather 

difficult. For example, stationary points are governed by a set of M nonlinear 

algebraic equations and already for moderate M it is generally impossible to 

solve this system analytically. In these cases numerical methods should be 

applied. This can be done by using a continuation technique. Knowing a 

stationary point x(µ,) of the vector field fµ (x) for the parameter value µ,, a nearby 

stationary point x + Lix for µ., + 1:1µ, is obtained from 
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~x· Vfµ(.X)+~µ~fµ(x)=O. aµ, 

75 

( 4.13) 

This system can be solved numerically with the pseudo-arclength method 
developed by Keller ( 1977). In this way a complete exploration can be made of a 
one-parameter branch of stationary solutions. Periodic solutions emanating from 
Hopf bifurcation points can be studied in a similar way. Recently the package 
AUTO of Doedel ( 1986) has become available. It contains routines to locate 
branches of stationary and periodic solutions in parameter space using the 
pseudo-arclength continuation method. Furthermore, the local stability of the 
solutions is determined and an accurate location of turning points and bifurcation 
points is given. Periodic solutions are found by solving an associated boundary­
value problem such that no a priori choice of a Poincare return map is required. 
However, the technique requires a large computer storage and is therefore 
incapable to handle systems with M > 6. 

Legras and Ghil ( 1985) were the first to investigate the analytical properties of 
a higher-order barotropic spectral model. Although they took a spherical domain 
instead of a beta plane, we will discuss their results briefly. In their paper the 
pseudo-arclength method is used to locate stationary points of a 25-component 
model. For various values of the forcing, dissipation and topography parameters, 
they obtained multiple equilibria, including some which resemble those of Char­
ney and De Vore ( 1979). The latter, which are due to topographic instability, 
occur for unrealistically large values of the forcing (~ 100 ms- 1). For smaller 

forcing values multiple equilibria of the mixed-mode type appear, which can be 
classified in high index, low index and transitional states. 

Next, Legras and Ghil (1985) investigated the existence of periodic and 
aperiodic motions by integrating their system for a large number of different 
parameter values and initial conditions. They concluded that the model may 

exhibit properties of an index cycle. The corresponding strange attractor in phase 
space is folded in a complicated way around some of the unstable stationary 
points, which resemble quasi-stationary preference states of the model. Obviously 
unstable equilibria may be significant for the atmospheric dynamics. 

The regime predictability was studied by computing residence times of the 
system in regions of phase space enclosing the preference states. The dynamics of 
the index cycle appears to depend strongly on the forcing: for small forcing the 

low index state is most preferent, for a slightly increased forcing the high-index 
state is visited more often. This sudden change in the structure of the strange 
attractor is called a crisis, see Grebogi et al. ( 1986 ). Using realistic forcing values 
characteristic residence times of the system in the preferent regimes are of the 
order of weeks. This is large compared to the typical life of a quasi-stationary 
preference state of the atmospheric circulation, being of the order of days. Legras 
and Ghil ( 1985) propose that this is a consequence of the severe truncation and, 
therefore, even more modes should be included in the spectral expansions to 

remove this problem. 
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For a beta plane channel geometry, De Swart ( l 987b) has derived a minimum 
order spectral model, which allows for the existence of vacillatory solutions and 
which has two clearly distinguishable length scales: a planetary and synoptic 
scale. The result is the ten component model (4. l ). The case C = 0.1, f3 = 2, 
'Y = 1, b = 1.6, x T = 2.5 and variable x! is considered in detail. The physical 
situation is nearly identical to that in the Sections 4.2 and 4.3. However, the 
channel-width is reduced from 5000 to 4000 km and, furthermore, the external 
forcing may also act on the (0, 2) zonal flow component. This is done in order to 
allow for barotropic instability of the high-index equilibrium E 1 , being a neces­
sary condition to obtain vacillation behaviour, see (4.11 ). 

It appears that for lx!I > 4 the model possesses a global strange attractor, to 
which trajectories starting from arbitrary initial conditions converge. A typical 
nontransient time series of the x 1 component is shown in Figure I la for the value 
x! = - 5. Here x 1 measures the zonal eastward transport between the two 
meridional channel-walls and can thus be interpreted as a zonal index. Again it is 
found that solutions aperiodically visit three different preferent regimes, which 
are of high index, low index and transitional type, respectively. In phase space 
these preferent regions are not characterized by unstable stationary points, such 
as in the model of Legras and Ghil ( 1985), but by unstable periodic orbits. The 
residence times of the system in the different regimes are again of the order of 
months. Therefore, De Swart ( l 987b) concludes that the 10 coefficient model 
reflects most qualitative properties of the atmospheric circulation, hut for a more 
realistic picture higher-order models should be used. 

The concept of the strange attractor also provides a way to study the predic­
tability problem, which was already mentioned in the introduction. Chaotic 

2.5 
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Fig. 11. (a) Nontransient time series of the x 1 component of the ten-component model (4. l), which is 
proportional to the zonal index. The period shown is approximately eight years, for parameter values 
see text. (h) Time series of the maximum real part ,\"' of the eigenvalues of the phase flow, linearized 
at each point of the orbit shown in Figure I la. Here t' = t/500-- l. 
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motion is characterized by sensitive dependence on the initial conditions, i.e., 
nearby orbits exponentially diverge during the evolution of the system. Since in 
practical situations initial conditions are not known with infinite precision, this 
property might explain the finite predictability of the atmospheric circulation. A 
quantitative measure of predictability is provided by the Lyapunov exponents of 
the system. They measure the average exponential growth of the principal axes of 
an infinitesimal small error sphere along the orbit. Wolf et al. ( 1985) have 
developed methods to compute them numerically. A chaotic time series has one 
or more positive Lyapunov exponents and the reciprocal of the largest positive 
number defines a mean time-scale on which the system is predictable. For the 
time series of Figure l la this time scale is a few days, which seems a realistic 
value for large-scale atmospheric flow. 

However, in practice, predictability will vary in time since it depends on the 
particular state of the flow. Studies with numerical weather prediction models 
have shown that the validity of forecasts varies between a day and two weeks. It 
is proposed by Legras and Ghil ( 1985) and De Swart ( l 987b) that a lower bound 
of the point predictability is given by the reciprocal of the largest real part Am of 
the eigenvalues of the phase flow, linearized at each point of the orbit. The 
eigenvector corresponding to Am defines the associated most unstable eigen­
mode, its structure showing the geographical distribution of the error-growth. In 
Figure 11 b Am of the ten component model ( 4.1) is shown as a function of time 
for the same conditions used in Figure 1 1 a. As can be seen the predictability 
largely varies during the period. In particular, there are short time intervals 
where Am is negative. During these periods small errors will converge to the 
principal orbit. Relating this to weather predictions, we conclude that as long as 
during a specific forecast Am is negative it is preferrable to continue this forecast 
run instead of starting a new run. This is because deviations between the old 
forecast and true solution have been decreased during the integration, while 
re-initializing would certainly cause larger errors. For more details we refer to De 
Swart (l 987b). 

5. Two-Level Baroclinic Models 

5.1. INTRODUCTORY REMARKS 

In this section we will study some low-order spectral models of a two-level 
version of the quasi-geostrophic potential vorticity equation in a beta plane 
channel, see Appendix C. For nonzero cr0 = (FT 1, yi or y! vertical gradients 
are created, which allow for a new physical mechanism, called baroclinic in­
stability. This is an important mechanism, which is responsible for the generation 
of transient eddies from the planetary scale flow (Pcdlosky, 1979). 

We will consider flows which are driven in the (0, I) baroclinic mode only 
(xi = x! = y! = 0, yi nonzero), as is done in all papers so far. Charney and 
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Straus ( 1980) have shown that in this case 

Ri2 yf = ---· /::,..()*. 
4.Ji<rfo 

(5.1) 

Here R is the gas constant for dry air and A 8* is the potential temperature 
gradient between the northern and southern wall of the channel. Despite its great 
complexity, we can easily derive some properties of this 20-component model. 
First, the equations are invariant under the transformation 

(
X1, X2, X3, X4, X5, X6, X7, X8, X9, X10) ---l­

Yi. Y2, y3, y4, Ys, Y<" y7, Yx, y9, Y10 

(
X1, X2, X3, -x4, -x5, -x6, -x7, -xx, X9, X10). 
Yi, Y2, y3, -y4, -ys, -yo, -y7, -y8, y9, Yw 

(5.2) 

Secondly, nontrivial stationary points can be obtained by putting all amplitudes 
equal to zero with exception of the (0, I) modes. We then find 

, , a * 
X1 = Yi = -+-2--C-, y I . (5.3) a CTo . 

The corresponding streamfunctions at the levels z = z 1 , z = z2 and the vertical 
velocity field read 

2J2a * 'i'(z1) = --2--C-, y,· cos(y), 
a+ CTo 

'i'(z2) = 0, (5.4) 

h ) 2J2a C'F' * ) w1 ( 2 = 2 C' . y 1 cos( y , a+ CTo 

where use has been made of (3.3) and (3.7). A sketch of the circulation pattern of 
this so-called Hadley state is shown in Figure I 2. There is no horizontal ftow at 
the lower level and the vertical velocity field is caused by heating and the 

Fig. I~. Three-dimensional circulation pattern of the Hadley equilibrium stale defined hy 15.41. 
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presence of internal friction. Its stability depends on the parameters as well as the 
number of resolved modes. At bifurcation points new stationary points or 
periodic solutions will branch off, which may result in a very complicated 
dynamics. 

Before studying the full 20-component model we will consider two subsystems. 
By including only the (0, I) and (1, 1) modes we arrive at a six-component model 
for the amplitudes Xi, x2, X3, Yi. Y2 and y3 . Similarly, by including only the (0, I), 
(0, 2), (1, I) and (1, 2) modes a 12-component model is obtained. They will be 
discussed in the next subsections. 

5.2. SIX COMPONENTS 

Consider the equations for Xi, x2 , x3 , Yi. y2 and y3 , (Cl)-(C3), (Cl l)-(Cl3) in 
Appendix C between the dotted lines, with xi = x! = y! = 0. They describe the 
interaction of a zonal flow and a planetary wave mode in a two-level version of 
the quasi-geostrophic potential vorticity equation. It is the simplest baroclinic 
extension of the three-component barotropic model discussed in Section 4.2. 
Note that if in the twenty component model the amplitudes of the (0, 2), (I, 2), 
(2, I) and (2, 2) modes are taken zero initially they remain zero for all times. 
Consequently, solutions of the six component model are also solutions of the full 
model under the conditions mentioned above, although the stability properties 
can be quite different. 

Concerning the stationary points, we have already obtained the Hadley state in 
the previous subsection. Small perturbations on this state evaluate proportional to 
exp(At), where the eigenvalues A are the zeros of a polynomial equation of sixth 
degree in A. For yf ~ 0 all roots have negative real parts, consequently the 
Hadley state is stable. If the forcing is increased instabilities can be generated in 
two different ways. First a Hopf bifurcation can occur, where the real parts of two 
complex conjugated roots change sign. Then periodic solutions are generated 
which can be interpreted as travelling baroclinic waves. A necessary condition 
for this baroclinic instability of the Hadley state is 

aob 2 <I, 1 (5.5l 

as is found from standard perturbation theory. Secondly, the Hadley state can 
become unstable by an ordinary bifurcation, where a real eigenvalue changes 
sign. This mechanism can only occur for nonzero y, therefore it is called 
topographic instability. A resonance condition is derived in a similar way as for 
the three-component model of Section 4.2. In the unforced, nondissipative case it 
reads 

(5.6) 

We now have a growing wave disturbance on the upper level which is stationary 
with respect to the topography. For x1 < ( >) f311/2 a11 the Hadley state is to po-
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graphically stable (unstable). A procedure for computing all stationary points of 
the model is presented in Charney and Straus ( 1980). They conclude that the 
presence of topography is necessary in order to obtain multiple equilibria. 

As an illustrative example we present stationary points as a function of the 
forcing yi for the parameter values b = 1.06, y= I, C=0.057, {3 =2.5, C'=" 
0.114, a= 0.114 and <.To= 0.2. This corresponds to a channel with length 
9434 km and width 5000 km. The topography amplitude is one tenth of the scale 
height, the Ekman dissipation time scale is 20 days and time scales for internal 
friction and Newtonian cooling are taken to be 10 days. In Figure 13 (x 1 - y1), 
and the x2 component of the stationary points are shown as a function of yi. 
Here (x1 - yi) measures the zonal flow intensity at the lower level and x2 the 
barotropic wave amplitude being in phase with the topography. 

For small forcing values we have the Hadley state as the only equilibrium and a 
linear stability analysis shows that it is stable. At yj = l.32 two new branches of 
stationary points appear. They are called branch 1 and branch 2 equilibria 
(Charney and Straus, 1980) or a 45° trough and 90° ridge state (Reinhold and 
Pierrehumbert, 1982), where the degrees denote the phase difference of the 
trough (or ridge) with respect to the topographic maximum. In a small region of 
yf, between 1.32 and 1.33, the branch 2 equilibrium is unstable. At yi = I .33 it 
becomes stable, while the Hadley state becomes topographically unstable. Baro­
clinic instabilities on the 90° ridge. 45° trough and the Hadley state occur at 
y'\' = 1.37, y'\' = 1.50 and y'\' = 1.64, respectively. The 45° trough becomes stable 
again at yf = 1.76. For forcing values between 1.78 and 2.03, five stationary 
points exist. The new ones are called branch 3 (30° ridge) and branch 4 (near 
Hadley) equilibria, which appear only if the Hadley state is baroclinically un­
stable. They are both unstable, except for yi between I. 78 and l. 79 where the 
near Hadley state is stable. For yf > 2.03 three equilibria remain, the 45° trough 
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Fig. 13. Stationary solutions of the six-component baroclinic model for the wave number 3 situation 
discussed in the text. Shown are (i1 - y1 ) and x2 as a function of the thermal forcing yf. Branch numbers are also indicated. The triangles denote Hopf bifurcation points. 
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(a) 

(b) 

(c) 

(d) 

Fig. 1-1. Contour plots (solid curves) of the nondimensional streamfunction patterns at the upper level 
(left) ;111d lower li:vel (middle), as well as the nondimensional potential temperature distrihution (right) 
of the branch 2 (a), hranch 3 (b), branch -I (c) and hranch 5 (d) equi!ihria discussed in the text. Arrows 
denote the direction of the flow !l l/f = I corresponds to a zonal transport of 2. 7 x 107 m2s- 1• !!.Ii= I 
corresponds to a potential temperature difference of 0.1.11, where 8, is defined hy (2.5). The dashed 
curves represent contours of topography (km). 

being stable. Obviously the model contains one, three or five stationary points. In 
Figure 14 the streamfunction patterns at the upper and lower level, as well as the 
potential temperature distribution at the intermediate level are shown for the four 
wavy equilibria existing at yf = 1.85. 

Application of (5.1) gives that this forcing corresponds to a temperature 
difference of 95 K between the northern and southern wall of the channel. This 
unrealistically large value, necessary to obtain multiple equilibria, is probably due 
to the severe truncation. The 45° trough and 90° ridge equilibria resemble low­
index states with large wave amplitudes and weak zonal flows. On the other hand, 
the Hadley, near Hadley, and 30° ridge equilibria can be characterized as high­
index states with large upper-layer zonal flows (of order 60ms- 1) and relatively 
weak wave-fields. All equilibria have a typical baroclinic structure in the sense 
that they display westward phase shifts with height. Such structures are also 
observed in the atmosphere. 
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To see whether the calculated equilibria are important for the system 
dynamics, Charney and Straus (1980) carried out a large number of numerical 
integrations for various forcing values and different initial conditions. From their 
results it follows that for yf smaller than 1.32 all trajectories converge to the 
stable Hadlev state. For larger forcing values solutions either converge to a 
steady state or to a limit cycle, but not to a strange attractor. Even if a strange 
attractor exists, it will only be part of the full set of limit points, because for all 
forcing values there is at least one stable steady state or stable limit cycle. 
Obviously, for the parameter regime under consideration the model cannot 
describe an index cycle. A clearly different behaviour is found by halving the 
length of the channel, resulting in b == 2.12 (zonal wave-number 6 ). Figure 15 
shows {x 1 - yi) and the x2 component of the stationary points for this new model 
as a function of yf. 

In this case one or three stationary points are obtained and for yf > 0.70 none 
of them is stable. For large forcing values, Charney and Straus ( 1980) found 
aperiodic solutions, but they did not analyze them in great detail. They argue that 
the wavenumber 6 situation is not representative for the planetary scale cir­
culation. A more realistic model is provided by the wavenumber 3 case studied 
previously, but then no vacillation behavior is found. This suggests that higher 
resolution models are needed and they will be the subject of the rest of this 
section. 

5.J. TWELVE COMPONENTS 

A second baroclinic subsystem of the spectral model ((Cl)-(C6), (Cl 1)-(C16) in 
Appendix C between the dashed lines) consists of equations for x; and y;, with 
i = 1, 2, · · ·, 6. It can be seen as an extension of the spectral model discussed in 
Section 4.3 to two levels. It allows for topographic, barotropic and baroclinic 
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instabilities, but no wave triad interactions are present. Note that solutions of this 
subsystem are not generally solutions of the full model of Appendix C. 

I 

In the bifurcation diagram stationary points of the six component subsystem 
will also be stationary points of the 12-component model, but their stability can 
change due to the presence of more degrees of freedom of the perturbations. At 
the possible bifurcation points mixed mode equilibria or periodic solutions will 
branch off. In Figure 16 we show (x 1 - yi) and the x2 component of the stationary 
points as a function of the forcing yf for the wavenumber 3 situation discussed in 
Section 5.2. 

Comparison with Figure 13 shows that no mixed mode equilibria occur. A 
Hopf bifurcation point at yf = 0.93 turns all stationary points unstable for 
yf > 0.93. Consequently, the attractor properties will be considerably different 
from the six-component model, which is confirmed by the numerical experiments 
of Charney and Straus ( 1980) and Yoden ( 1983a). Depending on the value of the 
forcing and initial conditions they obtained solutions converging to a stationary 
point or a limit cycle, but also aperiodic solutions. The question whether this 
model has a global strange attractor, with associated vacillation behaviour, 
remains to be studied. 

5.4. TWENTY COMPONENTS 

We will now study the full 20-component model of Appendix C with forcing in 
the baroclinic (0, 1) mode only (xf = x! = y! = 0). It describes the interaction of 
two zonal flow modes and four wave modes in a two-level version of the 
quasi-geostrophic potential vorticity equation in a beta plane channel. The model 
was introduced by Reinhold and Pierrehumbert ( 1982). They studied the feed­
back mechanism between the planetary wave regime, represented by the ( 1, I) 
mode, and the synoptic regime represented by all other wave modes. This 
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feedback is provided by wave triads, not being present in the baroclinic models 
studied so far. They generate direct interactions between the ( 1, l ), ( 1, 2) and 
(2, 1) modes, see also Yoden (1983b). 

A systematic bifurcation analysis of the model is complicated and up to now no 
attempt has been made to carry it out. We only know that the Hadley state is 
always an equilibrium and that solutions of the six-component model of Section 
5.2 are also solutions of the full model. Here we will take the parameter values 
b = 1.3, C = 0.5, 'Y = 4, f3 = 2, C' = 0.1, a = 0.45, <T = 0.1 and yj = 1.8, being 
similar to the demonstration case of Reinhold and Pierrehumbert ( 1982). Here 
the flow is considered in a channel of length 6155 km and width 4000 km. The 
time scales for barotropic dissipation and Newtonian cooling are two days and for 
internal friction 10 days. Furthermore, the topography amplitude is chosen 4 km 
and the north-south wall temperature difference is set at 60 K. There are five 
single mode equilibria in this case, which are the Hadley state, the near Hadley 
state, the 90° ridge state, the 45° trough state and the 30° ridge state. Their flow 
configurations are qualitatively similar as those presented in Figure 14 for the 
Charney and Straus (l 980) model. All of them appear to be unstable with resp~ct 
to small perturbations. 

Next the attractor properties of the model are studied by constructing and 
analyzing a long time series. In Figure 17 a projection of the phase space 
trajectory is presented on the x2 - xrplane, constructed by plotting daily values 
of the x2 and x3 components during a dimensional time integration period of 15 
years. It shows the climatology of the (1, 1) barotropic mode. 

As can be seen only a limited range of phases are visited by the system. Further 
analysis shows that this mode aperiodically vacillates between two preferent 
regions, i.e., a trough and ridge regime represented in Figure 17 by the upper left 

0.8 

Fig. 17. Climatology of the ( l, I) barotropic wave mode of the 20-component baroclinic model for 
the demonstration case discussed in the text. Shown are daily values of the x2 and x3 component for 
an integration period of 15 years. 
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and lower right quadrant, respectively. During a transition, generated internally, 
the system remains for some time in a third region characterized by a small 
amplitude of the (1, 1) mode. The time scale of the transitions (a few days) is 
much smaller than the characteristic persistence times of the trough and ridge 
regimes. The duration of a single regime event is highly arbitrary and has no 
dynamically preferred time scale. 

The (1, 1) mode evolution has the typical characteristics of a regime cycle. 
However this behaviour is not found for the small-scale wave modes. Their 
amplitudes vary rapidly in time without having regional phase space preferences. 
For this reason Reinhold and Pierrehumbert ( 1982) distinguish between quasi­
stationary planetary waves, represented by the ( 1, 1) modes, and transient synop­
tic eddies including all other wave modes. The quasi-stationary preference states 
of the planetary waves are called weather regimes. Qualitatively similar results 
are obtained for many other parameter values. 

Most of the time trajectories do not come near the single mode equilibria of 
the model. Nevertheless, there seems to be some relation between 45° trough 
solution and the trough regime and between the 30° ridge solution and the ridge 
regime. It appears that the phase of the ( 1, 1) mode in the quasi-steady states is 
similar to those of the stationary solutions mentioned, although the amplitudes of 
the latter are much larger. From a more close inspection of the time evolution of 
the (1, 1) mode it follows that its behaviour is smooth and slow in the trough 
regime, while it shows oscillatory behaviour in the ridge- and transitional regime. 
This suggests that in phase space the trough regime is close to an unstable (mixed 
mode) stationary point, while the ridge and transitional regimes are close to 
nonstable periodic orbits of the model. These hypotheses seem to be confirmed 
by numerical experiments, where for each regime procedures for finding sta­
tionary and periodic solutions are carried out. The periodic orbit corresponding 
to the transitional regime has probably branched off from the 90° ridge solution. 

Reinhold and Pierrehumbert (1982) studied the dynamic feedback between the 
planetary waves and the transient eddies by calculating the various vorticity 
budgets for the spectral model. It appears that the forcing of planetary waves by 
transient eddies has a characteristic time-mean structure in both the trough and 
ridge regime. However, the intensity of eddy forcing, as well as the effect of 
topography, is much smaller than that of other physical processes such as the 
time-mean relative vorticity advection by the time-mean flow. This suggests that 
topographic instability is only a triggering mechanism in order to generate 
multiple weather regimes, while wave-wave interactions are responsible for the 
transitions between the regimes. 

Another interesting property is that the patterns of the transient eddy forcing, 
averaged over the persistence period of a weather regime, has a similar spatial 
structure as the baroclinically most unstable eigenmode associated with the 
quasi-stationary state, but with a phase difference of 180°. This fact suggests that 
the periods of quasi-stationary behaviour in the large scales are integrally 
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associated with an organized behaviour of the synoptic scales. The net forcing by 
the transients seems to stabilize the planetary waves: if the phase or amplitude of 
a planetary wave is perturbed, the result will be a change in the net transient 
forcing which compensates for the perturbation and forces the planetary wave 
back in its original state. This is confirmed by an experiment in which the mode 
(0, 1) and (1, 1) equations are integrated with additional terms being a statistical 
parametrization of the transient eddy forcing. The latter are found by calculation 
of the vorticity budgets associated with the baroclinically most unstable eigen­
mode of the full system at each time step. The reduced model appears to have 
two stable states which resemble the quasi-steady states obtained with the full 
model. The fact that the states are stable is a consequence of the removal of the 
oscillatory behavior of the transient eddy forcing. This confirms the idea that the 
instantaneous effect of the forcing is responsible for the transitions between the 
various weather regimes. 

6. Conclusions 

In this paper low-order spectral models of the quasi-geostrophic potential vorti­
city equation in a beta plane channel have been reviewed and new results are 
added. Particular attention has been paid to the studies of Charney and DeVore 
(1979), Charney and Straus (1980), Reinhold and Pierrehumbert (1982) and 
Legras and Ghil (1985). We will now discuss in what sense these models reflect 
properties of the large-scale atmospheric circulation. 

There are two motivations to consider a barotropic version of the potential 
vorticity equation, as was done in Section 4. First, it gives the simplest descrip­
tion of quasi-geostrophic dynamics. Secondly, it appears that the long-term 
variability of the atmosphere has a pronounced barotropic structure (Blackmon et 
al., 1979). This also applies to persistent anomalies of the atmospheric circulation 
(Dole and Gordon, 1983). The reason for this barotropic adjustment is not yet 
well understood. 

Spectral models of the barotropic potential vorticity equation possess, in the 
absence of zonal asymmetries, only one equilibrium which is of the high-index 
type. If topographic forcing is introduced, waves are generated and multiple 
equilibria can be found for a range of parameter values. The flow patterns of the 
equilibria resemble large-scale preference states of the atmosphere. This 
behaviour is already present in the low-order models of Sections 4.2 and 4.3. 
Further details about the topographic forcing mechanism can be found in 
Pedlosky (1981). 

To test the validity of their spectral model results, Charney and De Vore (1979) 
compared them with those obtained with a grid-point model, the latter having 
many more degrees of freedom. In many situations fairly good agreements were 
found. On the other hand, there are also objections against the theory. In Section 
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4 a channel length of 5000 km was chosen, which is a rather ad hoe value. 
Actually, the channel should encircle the earth, extending the zonal dimension to 
about 28 300 km at 45° latitude. In that case unrealistically large forcing values 
(> 100 ms- 1) are needed in order to obtain multiple equilibria. Moreover, the 
quasi-geostrophic theory developed in Section 2 is no longer valid since it 
requires b = O'( 1 ). Charney and De Vore ( 1979) argue that 5000 km is a typical 
length scale of blockings. These are persistent anomalies with a barotropic 
structure, which block the passage of synoptic transient eddies and, consequently, 
give rise to persistent weather conditions. However, in the spectral model 
planetary waves must become globally resonant in order to generate a blocking­
like structure. This is not in agreement with observations, which show that 
blockings occur in certain preferent regions and have a local structure. An 
alternative regional blocking theory for a barotropic atmosphere is developed in 
Pierrehumbert and Malguzzi ( 1984). 

A more direct testing of the multiple equilibria theory for large scale atmos­
pheric flow was carried out by Charney et al. ( 1981 ). In this study a barotropic 
spectral model is considered in a midlatitudinal strip encircling the earth with 
N = 35 and M = I. Here N and M are upper bounds for the zonal and meridional 
wave-numbers (I j1 I) and h of the eigenmodes in (3.10). Its behaviour is studied 
for parameter values which are thought to be realistic for the atmosphere. As a 
result, five equilibria are found, some being stable or only weakly unstable. The 
corresponding flow patterns resemble large-scale preference states of the atmos­
pheric circulation. However, a shortcoming of this model is the absence of 
wave-triad interactions, since only one meridional wavenumber is included. 

Davey ( 1980) was the first to discuss the relevance of the triad mechanism. He 
compared results of a nonlinear spectral model ( N = 8, M = 4) with those of a 
quasi-linear theory, in which wave triads are neglected. He obtained reasonable 
agreement as long as the driving Rossby number is much smaller than its critical 
value for which topographic resonance occurs. However, this condition is not 
generally satisfied: in Kallen ( 1982) a three-component spherical barotropic 
spectral model is compared with a high-resolution model. One of the conclusions 
is that the lack of wave triads is a serious shortcoming of the low-order model. 

More recently, Tung and Rosenthal ( 1985) extended the work of Charney et 
al. ( 1981) using a full nonlinear model (up to N = 30, M = 80). Using identical 
parameter values, they did not find multiple equilibria. Therefore, they argue that 
the relevance of multiple equilibria theory may have been somewhat over­
estimated, see also Kallen (1985 ). In the first instance this conclusion seems to be 
in contradiction with the study of Legras and Ghil ( 1985), where multiple 
equilibra are obtained in a 25-component model for a large range of parameter 
values. According to Tung and Rosenthal ( 1985 ), this can be a consequence of 
the different types of forcing used. In their model, as well as in Charney et al. 
( 1981 ), the forcing streamfunction is given as t/f*(y) = - U* y, where U* is a 
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constant zonal velocity. This acts only as a source of momentum and not as a 
source of vorticity. Actually. the latter type of forcing seems to broaden the 
region for which multiple equilibria are found. 

The model of Charney and De Vore ( 1979) docs not describe internally 
generated transitions between different weather regimes. An index cycle is only 
found by adding stochastic perturbations to the equations or by allowing for 
quasi-statically varying parameters. Therefore, these authors conclude that more 
modes should he included in the spectral expansions in order to obtain vacillation 
behaviour. This hypothesis is indeed confirmed by the experiments of Legras and 
Ghil (1985) and De Swart ( 1987b). It appears that trajectories in these models 
can visit alternately three preferent regions in phase space, which arc related to a 
high index, low index. and transitional state. As shown by De Swart (I Y87b), a 
barotropic spectral model requires a specific minimum of included modes in the 
spectral expansions in order to obtain vacillation behaviour. It is also argued that 
the effects of higher-order transient eddies on the planetary scale flow is very 
complicated. Although the synoptic forcing terms have a stochastic nature. they 
are difficult to paramctcrizc, which is in agreement with the results of Kottalam et 

al. ( 1987). 
A general and serious shortcoming of harotropic spectral models is that effects 

of topographic forcing are over-estimated. In practice, it seems to be no more 
than a triggering mechanism to generate quasi-stationary waves, as discussed in 
Section 5..+. Two-level haroclinic spectral models seem to give better results at 
this point. Again multiple equilibria are found in low-order systems hut, although 
the low-index equilibria cannot exist without topography, their energy is extrac­
ted from the potential energy of the mean flow and not from a kinetic energy 
transfer via the mountain torque (Charney and Straus. I 9N0). The presence of the 
harnclinic instability mechanism causes the equilibria to he less stable than in 
barotropic models and vacillation behaviour is easily produced. However, in the 
present models, unrealistically large thermal ditlerences between the side-walls of 
the channel are required to generate index cycles. This is probably related to the 
fact that the two-level model still has a poor vertical resolution. It can only 
represent a three-dimensional barnclinic atmosphere with constant vertical shear. 
A better description is expected from multi-level high resolution spectral models. 

Sn far it seems that the 20-component spectral model of Reinhold and 
Picrrehumhert ( 1982! is the simplest model containing all basic physical 
mechanisms, It allows for the presence of topographic. harntropic, and haroclinic 
instability mechanisms as well as the occurrence of wave-triad interactions. In 
this model, a clear distinction appears between a qua~i-stationary planetary scale 
and a transient synoptic scale, see also De Swart 11987h). The system irregularly 
vacillates between two preference regions in phase space whici1 arc sitw~ted i;1 
the neighbourhood of stationary points of the model. In this paper, a third regime 
is defined being a transitinnal type, with residence times much smaller than those 



LOW-ORDER SPECTRAL MODELS OF THE ATMOSPHERIC CIRCULATION 89 

of the two other regimes hut much larger than the characteristic time scale of the 
system. Since qualitatively similar results arc ohtained with many other spectral 
models this suggests that the atmosphere has a himodal character. For a long 
time this conclusion could not be confirmed by systematic observational data 
analyses, but recently there arc indeed indications of this bimodality, sec Berui et 
al. (1986). 

The main conclusion of Reinhold and Pierrehumbert ( 1982) is that the periods 
of quasi-stationary behaviour in the large scales are integrally associated with an 
organized behaviour of the synoptic scales. In other words, if the system is in a 
certain weather regime, the net forcing of the transients will act to stabilize the 
large-scale wave structure. However, from time to time perturbations arc no 
longer compensated for and an internal transition to another weather regime will 
occur. The model seems to reflect many features of the atmospheric circulation 
as follows from a comparison with the observational results of Dole and Gordon 
( 1983). A problem is that the characteristic residence times of the system in the 
weather regimes are much larger than those observed in the atmosphere. This is 
probably due to the severe horizontal and vertical resolution of the model. The 
question of whether the atmospheric circulation can be descrihed by the internal 
dynamics of high resolution spectral models only is doubtful. Bruns ( 198)) and 
Kruse and Hasselman ( 19861 argue that such models can only account for part of 
the observed long-term variability of the atmosphere. They conclude that for a 
realistic description, stochastic forcing terms should be added to the equations. 
Using atmospheric data, Egger and Schilling ( 1983) and Barnett and Roads 
( 1986) have shown that the forcing of planetary scale flow hy transient eddies can 
be modelled as stationary stochastic processes of the red-noise type. 

In conclusion we think it is useful to study both deterministic and stochastic 
spectral models for various horizontal and vertical truncation numbt:rs. The 
mathematical analysis of deterministic systems can give insight into the qualita­
tive dynamics of the model, such as the existence of preference regions in phase 
space and transitions of the system between these regions. Clearly, by combining 
physical intuition and modern mathematical techniques, it is possible to enlarge 
our knowledge of the dynamics of the atmospheric circulation. 
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Appendix A: Spectral Equations of the Two-Level 
Quasi-geostrophic Model 

Consider Equations (3 .5) on a two-dimensional domain n with boundary con~ 
ditions and apply the spectral method. We introduce the expansions 

where the eigenfunctions <Pi satisfy (2.21) and the boundary conditions. Sub 
stituting (A 1) in (3.5) we obtain 

A.f tfri = ~ L L Cj1m(A.j'- A~)(l/111/Jm + T1'Tm) + )' L L Cjtmh...(1/11- Ti)+ 
- I m I m 

+ L bj11/11- C>..f(1fj- Tj- lfJf\, 
I 

(A.f + F')+i = -2
1 LI Cjtm[(A}- A~ - F')l/J1Tm + (i\.f - ii.~+ F')l/lmT1]+ 

I m 

- )' L L Cj1mh.n(t/J1 - Ti)+ L bj1T1 + Cil.f(t/Ji- Tj- l/17"l + 
I m I 

+ aF'( Tr- - Ti)- 2C' Ah, (A2bi 

where 

(A_'l. 

Here 

(A, B) = J. AWc dr/J. dr 
0 0 

defines an inproduct on D with cc denoting a complex conjugate. Thus an 
orthonormalized eigenfunction has a norm, averaged the domain, which equals l 
The interaction coetficien ts of ( A3) obey the relations 

The second one has been used in the derivation of (A2 ). 
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Appendix B: Interaction Coefficients for the Eigenfunctions 
(3. lOa)-(3.lOb) 

Substitution of (3. IOa)-(3. IOb) in (AJ) of Appendix A gives 

Cjtm = 0, (BI) 

except for 

(82) 

(8) j = ( j 1 , h.), I= (/ 1 , 12 ), m = (m 1 , m2 ), j 1 + 11 + m 1 =0,h±12 ± m 2 = 0, then 

io J2 (/, m2 - l2m1) 

ib 
Cj1m = J2 (l, m2 + l2m1) if h = f:,. - m2, 

-ib 
J2 ( l 1 m 2 + 12m1) if h = -12 + m2 . 

Furthermore 

oj1 = 0, 

ncept for j = (ji, hl, I= (/1, /2) with j1 + /1 = 0, h = 12 • then 

Oji = i{3ol I ' 

(BJ) 

(B-l) 

where {3 is defined in (2.11). Also coefficients which follow from (82), (83) and 
(B:'i) by permutations of the indices j, I and mare nonzero. see(;\)). 
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Appendix C: Equations of the Twenty-Coefficient Model 

10. 11: 

11.11 

10. 21: 

( l. 2): 

12.11 

12.21 

111. li: 

I I. 11 

ill, 21: 

11. 21: 

12, 11: 

12. 21: 

E1[lx2x6 + Y2Yol-1.t,1 

OdX3X4 + y3y4) 

, __________________________________________ ---------- - - - --------------------------------

- a'11l/L1X1Y.1 + V1X3Y1l + uuf311Y3 
ai1l/L1X1Y2+v1X2Y1l-trof:l11)'2 

( 
0 IX7 V7) 

( '(xx Vxl 

('(x,, - y,,) 

C11 _V2 + <r0Cx2 

'' :-: ~:1.1}~ t.':.".(~~.1.' 
<To y1'2I x" -- Yol ~ ay! ( '02 v4 + 1r0 ('( X4 -x!1 

a;21µ 4X1)'1> + V4X1,Y1i + 1rof:l12Yn C12Ys + 1r.,Cx, 
_ a; 2 l_/'.-~X-_ \ t,_ :_1'.4_ :~ )'_1_)_ :::_~: ~~~ ~~_'- _____ +_ ~ o '!_ ~ 2 c :::'. __ t•! ____________ ~ _·! ~ ,1~1C _1: _1:~·-~°:.".. ...... .. 

cr2 1 ~·1 :-::- -·a21lf.L7X1Ys+ l'7X8Y1l+tro/321Y8 

ff21 .\'s =·~ cr~1 ( /.l7X 1 _\'7 -+- J!7X7 Y1 l -~ <To/321 Y1 

rr.:::!._\\~::::; o: .:!!J.LxX1.V10 t PHX10Y1lt1rof322Y10 
ffn_\~10 ·::::: n ,:d}lsX1Y9 + V:-;X9)"1\-~ (To/32JY9 

where 

C21 }'7 + rroLX7 

- C'21 YH + croCx8 

C '2-.:! yl) + tr0 C'x9 

C22Y10 + aoCxlll 

64Jinb n2 h2 -- (m 2 I) On,,,=·-------.,--;·---; =o.;.m[n 2 b2 (m 2 -ll]; 157T n-b·+m-

ltif:inb 
En":::: -·--:~--·--~ 

) 1T 

a 0 = (F'1- 1, 

/Lo= .\aoh 2 + I. 
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· µ 1,[lxsxH + YsYHl-lx,,x7 t Y,,V1il 

µ, ,[lx;X7 + V;_\'7) I· lx,,xH + YoYxil 

<2[IX7X10 I \'7V10)-(X,X9+ YHV9I] 

/>12[IX2Xx t Y2Yxl - (X3X7 + y3_V7)] + Y;2(Xx Yxl 

µd(XzX7 + Y2Y1)+ (X3Xx + Y3.\'8J]- Y;2(X7·- Y1) 

- P2tf lx,x,, + Y2.V6i + (X3X5 t y_,y;)J + Y21lx,,- Y6) 

+ P21[(X2Xs t V2Y:d-(x3x,,+ y,y,)]- Y211x 5 - _v 5 ) 

- - - - - - - - - - - - - --- -- ---- -- - --- - -- -- -- ------- ----r 

(('I) 

(('2) 

((''.l) 

(C'41 

((')) 

(C:h) 

(C7) 

(('8) 

(('9) 

(('!OJ 

+-~Ei(X::;Yh YoX~.d !-+~E2(X1Ys XH)'7)+ie2(X9.\'10·-x10Y9) (('II) 
-i5'11<1L1X4y,,+ v,x,,y4) i·p;,[1L2(Xs.Yx x,,y7) + V2(X8Vs - X7V,,l] iC12) 
l- ii; 1 ( /L 1 X4}'5 + '" X5 }'4) j 1- p; d 1L2i Xs Y1 t x" _Vxl + ''2(X7 Vs + Xx fo) J ( ('I '.l I 
t ~E,[µ,IX2_Y1>-X3}'5)+v1(X1>.V2 --x,y_i)J f+{Ec(µ3(X1>'io X8 _y9) l-v3(X10Y1-x.,yx)J (('14) 
- li;2(µ5X4_1'3 I- <'sX_iy_,) i+ 1';2[1L,,(X2Y8 - X3}'7) + 1•,,IXxY2 - X7}';i)] <ToY:2IXx Yxl (Cl'.i) 

93 

_+_ ''.:_2(_1L5X4}'~ + ''s_X:?Y_•_J ___ --------- _______ _j - p; 2[ /L6( X2Y1 + X1Yxl + v,(x7 Y2 + x8 y0 l] + cr0y; 2(X7 - }'7) iC 111) 
<'i21l/L7X4_V10+ l'7X10V4) +µ~,[/L3(X2Yo+XJ)'5)+P;i(X5y3+x,y2)J· (ToY21lx, -y,) ({'171 

1 «>21 I /L7X4}'9 I- L'7X9}'4) - P21[1L3( X2Ys - X;iy,) + l'3(XsY2 - XoY:i)J + O"oY21 lxs -- Ys I ((' 18) 
8221µ.,x4y8 +1•9Xx}'4) 

t 8~2(}J.qX4_\17 +- l\JX7_\'..i.) 

* _ 4m ./i.nby 
Ynm - 4m2- I -7T-

4m1 ,/J.nhy 
Ynm ~ 4m2.::-I :;,.(11Zblt--;1~2)' 

' 3hy 
Ynm ~- ~(;2i;2+· 11;2)· 

/L.i=-'<r0 +l, /L4=ao(b 2 +3)+l, µ.5 =(r0 (b 2 -3)+l, 
µ, 9 = <T0 (4/) 2 - 31 +" l, and v, =/Li -2(i =I, 2, ... , 9). 

(Cl9l 

(C20) 
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