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ABSTRACT 

The matrix elements of the irreducible unitary representations of the twisted SU(2) quantum 
group are computed explicitly. It is shown that they can be identified with two different classes 
of q-hypergeometric orthogonal polynomials: with the little q-Jacobi polynomials and with certain 
q-analogues of Krawtchouk polynomials. The orthogonality relations for these polynomials 
correspond to Schur type orthogonality relations in the first case and to the unitarity conditions 
for the representations in the second case. The paper also contains a new proof of Woronowicz' 
classification of the unitary irreducible representations of this quantum group. It avoids infini
tesimal methods. Symmetries of the matrix elements of the irreducible unitary representations are 
proved without using the explicit expressions. 

1. INTRODUCTION 

Many special functions of hypergeometric type admit some group theoretic 
interpretation, see Vilenkin's book [26]. It is somewhat annoying that the big 
impetus of the last ten years in the study of q-hypergeometric series and 
corresponding orthogonal polynomials was not matched by a large number of 
group theoretic interpretations for these special functions. The only exceptions 
were some q-Hahn and q-Krawtchouk polynomials living on Chevalley groups, 
cf. Stanton [24] for a survey, and the q-ultraspherical polynomials [2] with 
q = 0, for which Cartier [5] gave an interpretation as spherical functions on 
homogeneous trees and also on certain homogeneous spaces of SL2 over a 
p-adic number field. 

The quantum groups, recently introduced by Drinfeld [7] and Woronowicz 
[27], which are not groups in the proper sense, but which provide highly non-
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trivial deformaiions of compact semisimple Lie groups, offer a very promising 
of series. Indeed, in the present paper 

''"'""'""n~w• of the well-known fact that the matrix elements of the 
representations of SU(2) are expressible in terms of Jacobi 

for instance [26, Ch. and of Krawtchouk polynomials (cf. 
§ 12.7] and [15, § 2J). instead of SU(2) we have now the quantum group 

S1,U(2), which was studied in detail by Woronowicz [28], and the matrix 
elements will be in terms of little q-Jacobi polynomials and of q
Krawtdiouk polynomials, which were introduced by Hahn [10, p. 29] (class II 
and a spt"Cial case of class HI); note that the q-Krawtchouk polynomials are 
different from the ones discussed in Stanton [24]. The orthogonality relations 
for the little q-Jacobi polynomials (derived in Askey and Andrews [l]) turn out 
to be equivalent to the Schur type orthogonality relations for the matrix 
elements of the irreducible representations of SµU(2) and the orthogonality 
relations for the q-Krawtchouk polynomials (derivable from Askey and Wilson 
[3J) express !he fact that the matrix representations of Su U(2) under consider
ation are unitary. 

These new interpretations of q-orthogonal polynomials described above can 
really be productive for obtaining new results about these polynomials which 
would have been hard to find without such an interpretation. In a forthcoming 
paper we will obtain an addition formula for the little q-Legendre polynomials, 
just as the classical addition formula for Legendre polynomials can be derived 
from the expression of the matrix elements of the irreducible representations of 
SU(2) in terms of Jacobi polynomials. 

It can be expected that every known connection between special functions 
and compact semisimple Lie groups will have a q-analogue in the context of 
(compact) quantum groups. For this a necessary tool will be some explicit 
representation theory of quantum groups which are deformations of compact 
semisimple Lie groups. For SµU(n) this was done by Woronowicz [29], while 
for the dual of a quantum group (in the sense of Hopf algebras) associated with 
an arbitrary root system the representation theory is also available, cf. Jimbo 
[12), [13], Rosso [22] and Lusztig [17]. It seems that the compact quantum 
groups do not provide a setting for interpretations of q-Wilson polynomials and 
their specializations (cf. Askey and Wilson [4]) or their multi-variable ana
logues (cf. Macdonald [18]). It is my feeling (also motivated by [16]) that they 
will rather live on noncompact quantum groups (deformations of noncompact 
semisimple Lie groups). 

When I obtained the explicit expression of the matrix elements of the 
irreducible unitary representations of Sµ U(2) in terms of little q-Jacobi poly
nomials, I was not yet aware that essentially the same result also occurs in the 
paper [25J by Vaksman and Soibelman and the announcement [ 19] by Masuda 
e.a., cf. Remarks 5.6 and 5.7. However, there are some features which 
make the present paper still useful. In contrast with [25] we emphasize non
infinitesimal methods. Symmetries of matrix elements and unitariness of repre
sentations are derived by the use of generating functions for the matrix 
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elements, before these matrix elements are explicitly computed. The present 
paper also provides an alternative proof of Woronowicz' [28] classification of 
the irreducible unitary representations of Sµ U(2). The q-Krawtchouk result 
was probably not yet observed elsewhere. Finally, we point out that SµU(2) 

provides a nice setting for a q-analogue with noncommuting variables of the 
binomial formula (cf. Lemma 2.1 and the proofs of (4.12) and Proposition 5.2) 
and for an operational identity by Jackson (cf. Lemma 5.1 and (5.4)). 

The contents of this paper are as follows. In § 2 we treat the necessary 
preliminaries about q-hypergeometric functions and related orthogonal poly
nomials. In § 3 we briefly recall the theory for SU(2) as it will be generalized 
for SµU(2). Next, in section 4 we introduce a class of matrix representations of 
SµU(2), derive generating functions for their matrix elements, obtain symme
tries for these matrix elements and prove that the representations are unitary 
and irreducible. In § 5 we obtain explicit expressions for the matrix elements 
in terms of little q-Jacobi polynomials and show that we have a complete system 
of inequivalent irreducible unitary representations of SµU(2). Finally, in§ 6 we 
express the matrix elements in terms of q-Krawtchouk polynomials. 

W .A. Al-Salam kindly helped me with some historical information con
cerning the q-Krawtchouk polynomials. 

NOTATION. Throughout this paper Z'.+ will denote the set of nonnegative 
integers and rN the set of positive integers. For real x, y we will denote by x/\y 

the minimum and by xVy the maximum of x and y. 

2. SOME q-HYPERGEOMETRIC ORTHOGONAL POLYNOMIALS 

Let 1 * q e C. For a e C, k e Z'.+ define the q-shifted factorial by 

k-1 
(2.1) (a; qh: = TI (1 - aqj). 

j=O 

If lql < 1 then this definition extends to the case k= oo: 

00 

(2.2) (a; q)oo : = IT (1 - aqj). 
j=O 

The product of n q-shifted factorials (aj; qh U = 1, ... , n) will also be written as 
(a1, ... ,an; q)k. For integers n,k such that n?:.k?:.0, the q-combinatorial coeffi

cient is defined by 

(2.3) 

Observe that 

(2.4) l n] = 1 = l n] 
0 q n q' 
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while a simple computation yields the recurrence relation 

By complete induction with respect to the degree it can now be proved that: 

LEMMA 2.1. Let x and y be indeterminates satisfying the relation 

(2.6) xy = qyx. 

Then 

(2.7) 
k~o 

[ :]/kxn-k 

kt [: t-1xkyn-k. 

For re 1 + the q-hypergeometric series of type r+ 1 <P, is formally defined by 

(2.8) 

Its radius of convergence equals 1 for generic values of the parameters. If 
a1=q-n (nEZ+) and b1, ... ,br=1=1, q- 1, ... ,q-n then the right hand side 
of (2.8) is a well-defined terminating series, with summation running over 
k=O, l, ... ,n. A good reference for q-hypergeometric series is the forthcoming 
book by Gasper and Rahman [9]. 

Some elementary identities are the terminating q-binomial formula 

a q-analogue of the Chu-Vandermonde formula 

-n . . - (b- lc; q)n n 
2'/J1(q ,b, c, q,q)- ( ) b ' 

c; q n 
(2.10) 

Heine's q-analogue of Euler's transformation formula 

(abzlc; q) 00 

2<P 1 (a, b; c; q, z) = 2<P 1 (c/a, c!b; c; q, abzlc) 
(z; q)<» 

(2.11) 

(all given in [9, Chapter 1]) and an identity for terminating 2 </) 1 series obtained 
by inverting the direction of summation: 

(2.12) { 

2<P1 (q-n, b; c; q, z) 

· -n -n+I -1 l+n 
=(-l)n -l/2n(n+l)(b,q)n n n.(q ,q C • ~) 

q ( . ) Z 2'f'J -n+ Jb-1 'q, b · C, q n q Z 
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The little q-Jacobi polynomials 

(
q-n,abqn+I ) 

(2.13) Pn(x; a, b\q): = 2</>1 aq ; q, qx 

occurred as part of a classification of orthogonal polynomials satisfying q
difference equations by Hahn [IO]. Their properties as orthogonal polynomials 
were worked out in more detail by Askey and Andrews [1]. They introduced 
the notation and definition as in (2.13); slight variations of this can be found 
in later papers. If 0 < q < l and a= qa, b = qP with a, p > - I then the ortho
gonality relations can be written down in an elegant way as 

---- jl (t· a fl\ ) (t· a Pj )ta (qt; q)"" d t 
B ( l P 1) Pn ,q ,q Q'Pm ,q ,q q ( P+lt· ) q 

q a+ , + o Q ,q"' 
_ qn(a+ 1)(1- qa+ P+ I )(qP+ I; q>n(q; q)n 0 
- (l -q2n+a+P+ l)(qa+ I; q)n(qa+P+ I; q)n n.m' 

(2.14) 

where the q-integral is defined by 

I "' 
(2.15) j f(t)dqt : = L f(qk)(qk - qk +I) 

0 k=O 

and 

(2.16) 
I a (qt;q}"' d (l-q)(q;q)oo(qa+P+2;q).,. 

Bq(a+l,P+l): = ~ t (qP+tt;q)"" qt= (qa+1;q).,,(qP+1;q) 00 

denotes the q-beta function. 
Later in this paper we will meet the little q-Jacobi polynomials in disguised 

form, as a 3<1>2 series which can be brought back to (2.13) by an identity of 
Jackson 

_ n ( q - n, C I b, 0 . ) _ ,,. ( - n b . ) (2.17) (q bzlc;q)n3</>2 b_ 1 _1,q,q -2.,..1 q • ,c,q,z • 
c,cq z 

cf. [9, (3.2.4)]. Let us sketch an elementary proof of (2.17). The left hand side 
can be written as 

(-l)nq-I/2n(n+l)(bc-lz)n E (q-n;qMclb;q)kqk (cqk+l;q) . 
k=O (c; qMq; q)k bz n-k 

Now apply (2.9) to 

( Cqk+I; Q) 
bz n-k 

and interchange summations. Then we get 

( _ l)nq- l/2(n+ l)(bc- I)" 

( -n /b· ) ( -(n-k). q) 
X E Y:,1 q ,c 'q k qk q ' I (cqn+IJb)lzn-1. 

1=0 k=O (C, q; Q)k (q; Q)J 
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Now substitute I= n - m and recognize the summation over k as 

which can be evaluated by (2.10). The identity (2.17) now readily follows. 
We will also need the q-Krawtchouk polynomials 

(2.18) Kn(X)=Kn(x;b,N\q): = 2 </) 1 (q;~~X;q,bq"+ 1). 

where Ne "ll.. + and n e { 0, 1, ... , N}. These polynomials are the case (! = - N of 
the q-Meixner polynomials introduced by Hahn as class III in [10, p. 29]. The 
q-Krawtchouk polynomials just defined should not be confused with D. 
Stanton's q-Krawtchouk polynomials introduced in [23, § 3] and Pb. Delsarte's 
affine q-Krawtchouk polynomials in [6, (16)], see also [24, § 4]. However all 
those variants of q-Krawtchouk polynomials can be obtained by specialization 
or limit transition from the q-Hahn polynomials 

( q-",abq"+ 1,x ) 
(2.19) Qn(X)=Qn(x;a,b,N\q): =3</>2 -N ;q,q, 

aq,q 

where Ne Z+ and n e {O, 1, ... , N}. These polynomials were also introduced in 
Hahn [10] and their orthogonality relations 

I Qm(q-x)Qn(q-x) (aq; q)x(bq; q)N-x (aq)-x 
x=O (q, q)x(q; q)N-x 

(2.20) (abq 2; q)N(aq)-N (1-abq)(q, bq, abqN+ 2; q)n 

(q;q)N (I-abq2n+l)(aq,abq,q-N;q)n 

X (-aq)"ql/2n(n- l)-Nn<5m,n 

were obtained by Askey and Andrews in unpublished work. Askey and Wilson 
[3] derived orthogonality relations for the more general class of q-Racah 
polynomials and they observed that these imply (2.20), see also [9, (7.2.22)]. It 
follows from (2.18) and (2.19) that 

(2.21) Kn(x; b, N\q) = lim Qn(X; a, b, Nlq). 

Hence we obtain from (2.20) that 

(2.22) 

N (bq· q) ( l)N-xql/2x(x- I) I: Km(q-x)Kn(q-x) __ ,_N_-_x_-_____ _ 
x=O (q; q}N-x(q; q}x 

( - l}"bN(q, bq; q)n(q; q)N-n l!2N2+Nn-112n2 + l/2N- l/2n<) 
(q, q; q)N q m,n · 
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Note that the weights are positive if O<q< I and b>q-·"''. The q-Krawtchouk 
polynomials are related to the little q-J acobi polynomials by the formula 

(2 .23) { p,,(qx; qa, qP )q) = (_qi • · l :n111 + ii 

xKn(q·" ";q ··P •·· 1,2n+a+{J 

where a,[JE2+. This follows from the identity (2.12). 

3. REPRESENTATION THEORY OF SU(2} 

The results summarized in this section are well-known, cf. for instance 
Vilenkin [26, Ch. 3], but we include this material since our proofs in the case 
of S1, U(2) will be analogous to the ones sketched here 

Fix I E { 0, +. l, ... } . Let t1 be the representation of Gl(2, on the vector 
space .ff1 of homogeneous polynomials of degree 21 in two complex variables 
defined by 

(3.1) (11(; ~)1)<x,y): =f(ax+yy,[Jx+oy),fE 

For ,Jf1 we take a basis { f//~} 11 ~-I, -1+ 1, ...• 1 defined by 

(3.2) lf!~(x,y): = ) ... l-ny1+n. ( 
2/ ) 1/2 • 

l-n 

Let t 1 have matrix elements 1;11 11 with respect to this basis: 

I 

(3.3) t 1(g)l/f~ = I: t~.n(g)lfJ},,, g E GL(2, C). 
m.;= - I 

Then 

( 
2/ )1/2. ,; 

(ax+ yy)l-n([Jx+ oy)l+n 
1-n 

(3.4) / ("' /J)( '/ )1/2 I "' ,.. .I-= L tm,n .X 
m=·I Y 0 f-m 

m 

If we multiply both sides of the generating function (3.4) with 

( 2/ )l/2(./-nlll+n 
1-n 

and sum over n then we obtain the double generating function 

(3.5) { 
(=aX(. + /JXY/ + yyl;, + 0Jr{)2/ JO . . I o 

f t~,,n(a [J)( 21 ) -(. 2/ ) -x'-myl+me- ,,11 1+11. 
m,n=-1 y 0 1-m. l-n 
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Formula (3.5) immediately implies the symmetry 

(3.6) f~,n(~ ~)=t~.m(; ~). 

while (3 .4) yields 

From (3.6) and (3.7) we obtain a third symmetry 

(3.8) t' (a /J)=tt (o /3). m,n y 0 -n, -m y a 

Next we show that the representation t1, restricted to SU(2), is unitary if x, 
is endowed with the hermitian inner product for which the basis { lf/~} is ortho
normal. So we have to show that 

t~.n(g)=t~.m(g- 1 ), gESU(2), 

i.e., 

(3.9) / (a 
lm,n Y -y) =t1 ( a Ji) 

ii: n,m -y a ' 

where a,yeC, jaj2 +jyj 2 =1. Since, by (3.4), t~.n is polynomial with real 
coefficients in a, /J, y, o, formula (3. 9) can be equivalently written as 

(3.10) -y)=t~m( a Y). 
a · -y a 

Now (3.10) follows from (3.6). 
The irreducibility of the representations t1 of SU(2) is seen as follows. Since 

the representation t1 restricted to its diagonal subgroup U(l) splits uniquely as 
a direct sum of inequivalent one-dimensional irreducible representations. 
Suppose that t1 is not an irreducible representation of SU(2). Then there will 
be a proper linear subspace L of X 1 which is irreducible under SU(2) and 
which contains l.flf and there will be some l.fl~ orthogonal to l.flf. But then 
t~,J(g) = 0 for all g E SU(2). However, this gives a contradiction since we see 
from (3.4) that 
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From (3.4) we can derive an explicit expression for the matrix elements 

(3. l l) 
[ ,q~ !)~C~ ~" '' 
l X (I ni~y-mi n· (' l+n 

1.0,(°"',,._nl i) l-m-i 
.. n -

For each choice of the signs of n - m and n + m this can be written in terms of 
a terminating hypergeometric series and next in terms of Jacobi 
cf. for instance [14, (2.10)], or in terms of Krawtchouk polynomials, cf. [20, 
§ 12.7] and [15, § 2]. It will also follow from these expressions that the 
matrix elements t~,n• considered as functions on SU(2). form a basis of the 
algebra of polynomials on SU(2), so this yields the inequivalence and corn· 
pleteness of the representations t1 of SU(2). Schur's orthogonality represen
tations for the matrix elements t~ " on SU(2) turn out to be equivalent to the 
orthogonality relations for Jacobi polynomials and the unitariness of the matrix 
representations t1 can be seen to be equivalent to the orthogonality relations 
for Krawtchouk polynomials. 

4. A CLASS OF REPRESENTATIONS OF THE QUANTUM GROUP SµU(1) 

In the rest of this paper we fix O=t.µe [-1, 1). Sometimes the cases w= ±I 
have to be interpreted by taking a limit. Let A be the unital C*-algebra 
generated by the two elements a and y satisfying the relations 

(4.1) a*a+y*y=l, aa*+µ 2yy*=l, yy*=y*y, µya=a/', µ11 *a=ay*. 

Let 

(4.2) u: = (; 
-µy*). 

a* 

As shown by Woronowicz [27], [28], (A, u) is a compact matrix pseudogroup 
(briefly called quantum group) SµU(2), whieh can be identified with the 
compact group SU(2) ifµ= 1. In particular, the comultiplication is the unital 
C *-algebra homomorphism <P : A-+ A @A such that 

(4.3) <P(a)=a©a-µy*@y, c/>(y)=y©a+a*Q9y 

(cf. [28, (l.13)]). 
Let .A be the unital *-subalgebra of A generated by the matrix elements 

of u. Fix /e {O,t, 1, ... }. Then, for ne {-/,-I+ I, ... ,/} we have 

(4.4) 

cp([ =/ ]L~' c/-nyl+n\ 
I n µ • ) 

= [ 21 ] 112 (aQ9a-µy*Q9y) 1-"(yQ9a+a*Q9y)l-i-n 
1-n µ 2 
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for certain t~i:n e .;t/. The first identity follows from (4.3). For the second 
identity obser~e that, in each term obtained from the decomposition of the left 
hand side, the second factor of the tensor product is a 2/-fold product of factors 
a and y, which can be rewritten as canst. a1-myl+m for some m in view of the 
relation µya=ay, cf. (4.1). The q-combinatorial coefficients (cf. (2.3)) are 
inserted for cosmetic reasons, as will dbecome clear later in this section. If we 
apply id®cf> and c/>®id to (4.4) and use the coassociativity 

(4.5) (id® c/>) 0 <1'= (cf>®id) 0 ef> 

(cf. [27, (1.7)]) then we obtain 

(4.6) ef>tl,µ = 
n,k 

I 
t' t 1·µ t0.tl,µ 
t.. n,m'CI m,k• 

m= -1 

so, by [27, (2.4)], the matrix (t~.i:n>n,m =-I, ... ,t is a representation t1·µ of Sµ U(2) 
on c;21+1. 

In (4.1) substitute 

(4.7) o:=a*,P:=-µy*. 

Then the relations (4.1) can be rewritten as 

(4.8) { 
aP=µPa, ay=µya, yo=µoy, Pt5=µ<5p, 

ao-µ2oa=(I-µ2)I, PY=YP. ao-µPy=l. 

Let .;t/(a, p, y, <5) denote the unital algebra of polynomials in the non-commuting 
variables a, p, y, t5 with relations (4.8). Consider also the unital algebras .;t/(e, '!) 
and .;t/(x, y) generated by e,,, respectively x, y with relations 

(4.9) en= µ,,e, 

(4.10) xy=µyx. 

Now the second identity in (4.4) can be equivalently written as 

(4.11) 

[I :'n I;-22 (a®e + P®n)'-n(y®<! + <5®11)'+n 

E [ 2/ J 112 t~.1:n®e1-m,,1+m. 
m=-1 1-m µ-2 

Formula (4.11) is an identity between two elements in .fi(a,p,y,<5)®.;tl(l;,,fl). 
For each n it is a generating function with non-commuting variables for the 
matrix elements t~.1:n (m = - I, - I+ 1, ... , /). It will be possible to compute these 
matrix elements explicitly from this generating function. 

From (4.11) we can derive an identity which generates all t~.i:n (m, n = - /, 
- I+ 1, ... , /) simultaneously. Tensor to the left both sides of (4.11) with 
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and sum both sides over n from - I to I. Now observe !hat. Lemma 2. l can be 
applied with x, y being replaced by + and + 
respectively, and q by µ 2• Thus we obtain 

(4.12) { 
(x®a®~+x®fJ®I'/+ 

= I: -
I [ 2/ I 2 f ')/ 

m.n~-1 1-n 'L-m 
which is an identity in .!ii'(x,y)@.Jli(a,p,y,o)\8) •. 11'/(~.I'/). 

It is clear from (4.8) that interchange of the generators {J, y generates an 
isomorphism of d(a, fj, y, o) and interchange of a and c5 generates an anti
isomorphism of this algebra. By abuse of notation we write a(a, /J, y, ..5) for some 
a E .A(a, /3, y, o) with a specific algebraic expression in the noncommuting 
generators a, p, y, o and ii(a, {J, y, o) for the same expression with the order of the 
factors in each term inverted. Then we can denote the isomorphism which 
interchanges fJ and y by 

a(a, /3, y, o) ...... a(a, y, p, o) 

and the anti-isomorphism which interchanges a and o by 

a(a, p, y, o) ...... ii(c5, /J, y, a). 

PROPOSITION 4.1. The t~f.n satisfy the following symmetry relations: 

(4.13) t~.~(a, {J, y, o) = t',;f.n(a, y, /J, o) 

(4.14) = (t':!',,, _ m)- (c5, y, /J, a) 

(4.15) = (t1:!'m, - n)- (c5, fJ, y, a). 

PROOF. Clearly, (4.15) follows from (4.13) and (4.14). For the proof of (4.13) 
reverse the ordering of the tensor products in (4.12) and interchange x with ~. 
y with yt. (By (4.9), (4. 10) this preserves the relations.) Now interchange m with 
n and compare the new obtained identity with (4.12). 

For the proof of (4.14) apply the anti-isomorphism 

a(a, {J, y, o, .;, rt)-a(o, y, /J, a, Yf, ,;) 

of .Y?/(a, [J, y, o)@.A(.;, rt) to both sides of (4.11) and replace n by -n, m by - m. 
Then the left hand side of (4.11) is preserved, so (4.14) follows. D 

Next we will show that the matrix representations t1·µ are unitary. By the 
definition of unitary representation (cf. [27, p. 650]) we have to prove the 
identities 

(4.16) 
I 
J: t1·µ *t1·µ = c5 I - n,k n,m k,m 

n~ -I 
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and 

I 

(4.17) I 
n~ -/ 

t1• µ t1• µ * = o I. k,n m,n k,m 

If we compare with [27, ( 4.27), ( 4.28)] then we obtain 

(4.18) tf;/;'n*=K(t~,1:,,), n,m= -l, ... ,l, 

as a necessary and sufficient condition for unitariness of t1• Here K is the 
unital linear antimultiplicative mapping of A to A such that 

(4.19) K(a)=a*, K(-µy*)=y*, K(y)= -µy, K(a*)=a, 

cf. [28, (1.14)]. For the proof of (4.18) note that, by (4.11) and (4.8), t~.':n can 
be written as a polynomial with real coefficients in the noncommuting variables 
a, /J, y,<5. So, in view of (4.7) we have 

(4.20) (tf;/;'n(a,fJ,y,o))*=(tf;/;'n>-(o, -µy, -µ- 1/J,a) 

and 

(4.21) K(t~.':rz(a, /J, y, 0)) = (t~,':rz)- (0, -µ- 1/J, - µy, a). 

Now (4.18) follows from (4.20), (4.21) and (4.13). 
Next we give a proof that the representations t1·µ are irreducible. For this we 

need the concept of a quantum subgroup of a quantum group G: =(A, u). (In 
the following we freely use the definitions as given in [27] .) This is a quantum 
group H: = (B, v) together with a unital C *-homomorphism TC : A--+ B such that 
n is surjective and the comultiplications of G and H are related by 

(4.22) <P8 on=(n®rr)o<JJ0 . 

Now it is easily seen that, if t0 is a matrix representation of G then t 8 defined 
by 

t!J: = ntfj 

is a matrix representation of H, which is unitary if t0 is unitary. Further
more, each t0 -invariant subspace of the representation space of t0 is also 
tH-invariant. If A and fil denote the unital *-subalgebras generated by the 
ui,j and v;,j• respectively, then it can be shown that n maps A onto fil and that 
fil is the unital *-subalgebra of B generated by the nui,j· 

Now let G: = SµU(2) and let H be the quantum group corresponding to 
the unit circle lf in IC considered as multiplicative group. Then B= C(lf). Let 
n : A--+ B be the unital C *-homomorphism generated by 

(na)(z): =z, (ny)(z): =0 (zelf). 

This makes H into a quantum subgroup of Sµ U(2) (as was earlier pointed out 
by Podles [21]). We find from (4.11) and (4.7) that 

(nt1·µ )(z)=o z- 2n zelf. n,m n,m , 
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So, if { e1, e1_ 1, ••• , e _ 1} is the standard orthonormal basis of 1 with respect 
to which we consider the matrix representation t1·µ, then nt411 uniquely splits as 
a direct sum of inequivalent representations of l on the subspaces . Now 
we can prove the irreducibility of . Consider the linear subspace l of 
which is irreducible under t 1·µ and which contains e1• (This subspace L exists.) 
Then 

I 

L t1;f.1®em EA ®L. 
m= -I 

Suppose L would not contain some of the em. Then L would be orthogonal to 
this em and, hence, t',;i,1=0. But it can be derived from (4.4), lemma 2.I and 
(4.13) that 

tl,µ = (-µy*)t-ma*'+m, [ 
2/ ]l/2 

m,I _ l-m µ 2 

which is clearly nonzero. This establishes the irreducibility of t1·µ. 

5. THE MATRIX ELEMENTS t~,1:,, EXPRESSED AS LITTLE q-JACOBI POLYNOMlALS 

Let Jtl(a, p, y, o !µ) be the unital algebra generated by a, /3, y, o under relations 
(4.8). Note that the mapping 

a(a, p, y, o) ,_. a(o, p, y, a) : Jil(a, /J, y, 0 iµ)-+cef(a, {J, y, 0 iµ - l) 

is an algebra isomorphism. 

LEMMA 5.1. Under relations (4.8) we have for kE1+: 

(5.1) ak<Jk = ( - µ/Jy; µ2)k> 

(5.2) okak=(-µ-lf3y;µ-2)k. 

PROOF. Formula (5.2) follows from (5.1) in view of the above algebra iso
morphism. Formula (5.1) is proved by complete induction with respect to k: 

ak + 16k+1 = ak(ao)ok = ak(l + µ/Jy)ok = akak(l + µ2k + 1/Jy). 0 

There is a model for Jil(a, /J, y, 15 Iµ) as an algebra of operators acting on the 
space of entire holomorphic functions on IC (or some other suitable function 
space). Fix O:;t:teiC. Put 

(5.3) 

f(z) - f(µ 2z) 
(af)(z): = , 

z 
<Pf)(z) : = - µt - 1f(µz), 

(yf)(z) : = tf(µz), 

(of)(z) : = ;zf(z). 
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Then the operators a, {J, y, J satisfy (4.8). If we put q: = µ 2 and 

f(z)-f(qz) 
(fJf)(z) : = f(qz), (Dqf)(z) : = , 

then (5.2) takes the form 

(5.4) zkD~=(11;q- 1 )k. 

z 

This identity was first obtained by Jackson [11]. 
Let t~1:n be determined by (4.11) together with relations (4.8) and (4.9). It is 

not difficult to derive an explicit expression for t~1:n: 

PROPOSITION 5.2. We have 

(5.5) 

l~,1:n = [ 12/ ] 112 [ / 2/ ]- 112 
(1-n)I(I+ m) µU- n-i)(n- m + 2i)µ - i(n-m + i) 

-n µ-2 -m µ-2 i=Ov(m-n) 

PROOF. By (4.8) and (4.9) we have 

(a® f,)(fJ®fJ) = µ 2({J® Y/)(a®f,), 

(y@f,)('5®11) = µ2(J®r,)(y@f,). 

Hence, by Lemma 2.1, 

(a®f,+/J®r,)1-n= :~: [ l~nt 
2
at-n-i{Ji®f.'-n-ir/i, 

(y®f, + J®r,)l+n = T [ /~ n] yl+ n-jJj®f.'+n-jr/j. 
j=O j µ-2 

Thus, again by (4.8) and (4.9): 

(a®f, + /J®r,i-n(y@f, + J®r,)l+n 

= l~n 'f µU-n-i)(i+I+n-j)µ-i(I+n-j)[!-.n] _ [l~n] 
1-0 ;-0 l µ 2 J µ-2 

I (/-n)A(/+m) 
L L µU-n-i)(n-m+2i)µ-i(n-m+i) 

m= -/ i=OV(m-n) 

X ['-.n] [ l+n .] {Jiyn-m+ial-n-i0t+m-i®f,l-mr/l+m, 
z µ-2 l+m-z µ 2 

where we substituted j =I+ m - i. Now compare with (4.11). D 
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We can next rewrite (5.5) in terms of q-hypergeometric but uqx:u1uu1g 
on the signs of n - m and n + m. This will yield the expressions in terms of little 
q-Jacobi polynomials (2.13). For n?!m define 

(5.6) c~,':,,:=['-ml.1/2[/+n l2µ In mlil-nl 
n-m 112 n-m 

THEOREM 5.3. We have 

(5.7) - m 

if n~m~ -n; 

(5.8) t/,µ =c'·µ om+np (-µ-l[J,,·µ2(m-n,1 n,m m,n 1-·m 1' , 

if m~n~ -m; 

(5.9) 11.µ =Cl,µ pm-np (-µ-l{Jy·µ2<m-n) µ·--21.m n,m -n, -m l+n ' ' 
·-m n 

if -n~m~n; 

if -m~n~m. 

PROOF. Because of Proposition 4.1 it is sufficient to prove (5. 7). Thus 
assume that n~m<i! -n. Then the summation in (5.5) runs from i=O to l-n 
and 

piyn-m +ial- n-iol + m-i = yn- m(/Jy)i(al- n -iol-11-i)On +m 

= yn-m(fJy)i(-µ{Jy; µ2)/-n-i 0n+m. 

In the last identity we used Lemma 5.1. Thus formula (5.5) becomes 

t~.':n = yn-m E µ<t-n-i)(n-m+2i)µ··i(n-m+I) [ 21 
] 

1/2 [ 21 ]- 1/2 [ ,_,, 

1-n µ 2 l-m µ·' ;~o 
(5 .11) 

[/-n] [ l+n J 2 p·i].rn+m X. , 1 _. _(-µf3y;µ)1-11-i(y)u · 
I µ·· +m l µ·· 

Now use that 

[ 
21 Jl/2 [ Z/ ]-1/2 _ (n+m)(n-m)((µ21-2m;µ-2)n-m)li2 

-µ ( 21+211. -2) ' 1-n µ-' /-m µ-2 µ ,µ 11-m 

(µ -2(1-n). 2) [l-n] __ ; i(i+l) ,µ ; 
. -( l)µ (µ2. 2) ' 
l µ -2 , µ i 

[ /+n .] =(-I)iµ(n-m+i)(n-m+i+l)µ-(n-m)(n+m+U+l) 
l+m-1 µ-2 

(µ 2(1+n). -2) (µ-2(/+m).µ2)· ,µ n-m • 1 

X ( 2. 2) (µ2(11-m+l).µ2).' µ ,µ n-m • 1 

• 2 ; _ i(-21+ 211 +i) ( - µf3y; µ 2)1_" 1 (formally). ( - µ{Jy, µ )1-n-;(/Jy) -µ ( -µ-21+211+ 1(/Jy)-1; W)i 
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Thus 11) becomes 

m)\n+ 

U -(II m)<I! + 

by (2.17). The theorem now follows by moving o" + m to the extreme left and 
by substituting (2.13). :J 

THEOREM 5.4. The representations t 1·µ (letl.+) form a complete system of 
inequivalent irreducible unitary representations of the quantum group Sµ U(2). 

PROOF. It was already proved in § 4 that the representations t1·µ are unitary 
and irreducible. The inequivalence and completeness will follow from the fact 
that the matrix elements t~,1:,, (let l + ; m, n == - l, - I+ 1, .. ., !), after sub
stitution of (4. 7), form a basis of JI. This last statement is clear from the explicit 
expressions in Theorem 5.3 in view of the fact that all elements of the form 
a*y"(y (k, m, n e l +) and (a *)ky"(y *)m (k e iN, m, n e Z +) form a basis of 
. ../ (cf. [28, Theorem l.2]). [] 

REMARK 5.5. In [28, Theorem 5.8] Woronowicz showed that, for each de !N 
there is a unique (up to equivalence) irreducible unitary representation of 
SµU(2) on ad-dimensional space. So our representation t1·µ must be equivalent 
to Woronowicz' representation of dimension 21 + l. 

REMARK 5.6. Our formula (5.10) can be translated into the formula given by 
Vaksman and Soibelman [25] in their Corollary to Proposition 6.6, apart from 
a constant factor, which they do not specify. Here our a, p, y, J, µ, t':!;,, -m 

correspond to their t 11 , t12 , t21 , t22 , e-h, n:~m· Be aware that they use the 
notation for q-hypergeometric series introduced in [8]. For the verification that 
the two formulas are the same one has to rewrite a 2<jJ 1 of base q in terms of 
a 11/1 1 of base q - I. Their method of proof is infinitesimal. In this way they 
obtain a second order q-difference equation with a little q-Jacobi polynomial 
as a solution. 

REMARK 5. 7. All statements of the Theorems 5 .3 and 5 .4 except for the uni
tariness of the representations were announced by Masuda e.a. [19, Theorems 
1 and 2]. However, it is not yet clear from their announcement which method 
of proof they are using. In order to make the correspondence with our notation 
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observe that they write LI instead of tf> for the comultiplication, and q, y, v, u, x 
instead of our µ,a, p, y, o, respectively. They also write e for - µ - 1py. Their 
matrix elements w~~ can be expressed in terms of our matrix elements t~lfn by 
the identity 

(w~~)*=(-l)n-mµ(n-m)(n+m+I)[ 2/ J-l/2 [ 2/ ] 112 1~.lfri. 
1-n µ-2 1-m µ-2 

We conclude this section with the verification of the Schur type orthogonality 
relations 

k l f_1<I;,;) 
(5.12) h(tif *t~,':n)=ok,/01,m '(' 1 f (tt,µ), 

'-r=--1 -1 r,r 

cf. [27, Theorem 5.7], where the Haar functional h on A and the multiplicative 
linear functional f _ 1 on ..Rf are determined by 

h(aky*myn)=O=h(a*ky*myn) if kelN or k=O, m*n, 

1-µ2 
h((y*yr>= 1 2m+2• 

-µ 

f_1(a)= lµI, f-1Ca*)=lµl- 1• f_,(y)=f-1(Y*)=O, f_1(l)= l, 

cf. [27, Appendix A 1]. 

Now consider (5.12). By use of the explicit expressions in Theorem 5.3 and 
by (4.7), (4.10) and Lemma 5.1 we can write tf,/*t~,':n as the product of a 
power of a or a*, a power of y or y *, an elementary polynomial in yy * and 
two little q-Jacobi polynomials depending on yy *.If U,i)*-(n,m) then not both 
the powers of a or a * and of y or y * will be zero, so then the left hand side 
of (5.12) will vanish. But then the right hand side of (5.12) will also vanish, 
since either i*m or i=m but j*n· If j*n then, by Theorem 5.3, t~j will 
contain a nonzero power of y or y *, so f _ 1 (t~,j) will vanish. 

Thus the only case of (5.12) which has yet to be verified is 

f (tl,µ) 
(5 13) h(tk,µ *tl,µ )- 0 - I n,n 

· n,m n,m - k,I '('/ f (tl,µ) · 
~r=-1 -I r,r 

We will restrict ourselves to the case n 2:: m 2:: - n ; the other cases can be handled 
in a similar way. In the following write 

p,(yy*): =p,(yy*;µ2(n-m>,µ2(n+m>jµ2). 

Observe that, for any polynomial p in one variable, 

h(p(yy*))=(l-µ2) r µ2ip(µ2i). 
j=O 

Then, by (5.7), 

h(tk,µ *t1·µ ) n,m n,m 
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' 2) ( 2)) (' 2}) •;µ n.-mPk-n µ Pi-nv-l 

where we used (2.15). 'vVe can evaluate this last expression by use of the ortho
gonality relations (2.14) for the little q-Jacobi polynomials. After substitution 
of (2.16) and (5.6) we obtain 

- 6 f _ 1(t~.i:,) 
2r - k.1 ')/ J_ (t'·µ) · 

'-'r" -/ I r,r 

Thus we have identified (5 .13) with the orthogonality relations for the little 
q-Jacobi polynomials. 

6, THE MATRIX ELEMENTS EXPRESSED AS q-KRA WTCHOUK POLYNOMIALS 

Consider (5. 7), express fJ and o in terms of y * and a* by (4. 7), apply (2. l 3) 
and next (2.12) and move the factor a*n+m to the right by using (4.1). Then 
we obtain for n;?:: m;?:: - n: 

(6.1) 

where 

(6.2) 
·21-n-m -(/-n-1/2)(1--m-l/2)+1/4 (n+m)(n+m-21)( 2. 2) 

/,µ • _ I µ µ µ , µ 21 
a,,,m · - , , 2 , ' , 2 2 II' ((µ-;µ-)1-n(µ ;µ~)J+n(µ-;µ-)1-m(µ ;µ )1+m) ~ 

and 

(6.3) ~+m=a*n+m. 

The negative powers of yy * in the 2</) 1 series are harmless, since they are 
dominated by the positive powers of y and y *in front. Because of the symmetry 
(4.13), formula (6.1) together with (6.2) and (6.3) is valid both for n;?:: m 2:: - n 
and m ;?:: n ;?:: - m. 

If we apply the symmetry (4.14) to the case n;?:m'2: -n of (6.1) then we 
obtain an expression for t~.i:n in the case - n;?:: m 2:: n: 

, ( -2/-2n --21-2m l ) const. (1-n-myl-i·n(y*)i+m,m µ ,µ . 2. - • 
~'l'I --41 ,µ ' * µ yy 
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When we move a - n - m in this expression to the right and the 
(2.11) then we obtain again (6.1) but with 

l 
"--m--n , * , a . 

(µ~yy ;w>--m-n 
(6.4) r::,+,, 

Although the expression (6. l) with (6.4) looks very formal, it is, with - n?.:: 

~m~n, well defined as a polynomial in y, y* and a. Again by the symmetry 
(4.13) we see that (6. l) together with (6.4) is also valid if - m?:. n "2 m. Thus we 
have proved: 

THEOREM 6.1. The matrix elements t~.i:n can be expressed by (6.1) with 
where r;;,+n is given by (6.3) if m+n~O and by (6.4) if m+n:SO. 

If we compare (6.1) with (2.18) then we see that 
chouk polynomial 

contains the q-Kraw!-

K (µ-21+1m.µ-21+2n-2 211µ2) 
1-n ' * ' , yy 

as a factor. The only draw-back of this expression is that the parameter b of 
(2.18) occurs here only in a formal way. Nevertheless we will identify the 
unitariness (cf. (4.16), (4.17)) of the matrix representation with the ortho
gonality relations and dual orthogonality relations of the q-Krawtchouk 
polynomials. Because of the self-duality of the q-Krawtchouk polynomials it is 
sufficient to identify (4.17) with (2.22). 

We will use the faithful representation of the C*-algebra A on a Hilbert space 
£with orthonormal basis {ev,KlvEl+,KEl} such that 

(6.5) { 
aev,K=(l-µ2V)!/2ev-1,K• a*ev,K=(l-µ2v+2)li2ev+l,K• 

yeV, K = µ VeV,K+ 1 > Y *ev,K = µ VeV,K- I> 

cf. [28, Theorem 1.2]. Thus (4.17) is equivalent to the Hilbert space identities 

I 

(6.6) [ t~.~nt~.1:n*)ev,K=J,.,kev,K 
m= -/ 

for all n, k = - I, .. ., I and for all basis vectors ev,K' 

It follows from (6.5), (6.3) and (6.4) that 

( ~+2. 2) )in 
µ ( µ ,µ 00 

Tm+nev,K= (µ2v+2m+2n+2;µ2)oo ev+m+n,K• 

independent of the sign of m + n. Of course, for m + n < 0, these formal results 
have to be interpreted with r~r+n as a factor in (6.l) so that the dependence on 
a, a*, y, y * is polynomial. Now we find for the left hand side of (6.6): 
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I --'\" I,µ /,µ(·-I v+n-k-112)1-m(· v+n-k+ 1/2)/-n 
~ an,mak,m l µ 1µ 

m=-1 

(6.7) 

( 
-21+2n -2/+2m ) 

X n. µ ,µ ·µ2 µ-2v-2n+2k 
2¥'1 -41 ' ' µ 

X ((µ2v-2m-2k+2; µ2) 00 )112((µ2v-2m-2k+2; µ2) 00 )J/2 

(µ2v+2n-2k+ 2; µ2)a> (µ2v+2; µ2) 00 

( 
-2/+2k -2/+2m ) 

X n. µ ,µ ·µ2 µ-2v (i-lµv+l/2)1-k(iµv-112)1-me 
2¥'1 -4/ • • v+n-k,K+n µ 

Substitute in (6.7) 

(6.8) b: =µ-2v-21+2k-2. 

Then the first 2</> 1 in (6. 7) becomes 

( 
-2/+2n -2/+2m ) 

n. µ ,µ ·µ2bµ21-2n+2 =K (µ-21+2m.b 2llµ2) 
2¥'1 -4/ • • 1-n • • µ 

and the second 2</> 1 similarly, with n replaced by k. If we also substitute (6.2) 
in (6. 7) then we can rewrite (6. 7) as 

((µ2; µ2)/-n(µ2; µ2)/+n(µ2; µ2)/-k(µ2; µ2)/+k)l/2 

µ-7/ 2 +(n+k-l)/+ 112n(n-1)+ 112k(k-I) 
x --...,..,....-...,---.,,--:---....,,.--,,----,.-= 

(6_9) (( -1)21-n-k(bµ2; µ2)i-n(bµ2; µ2)/-k)l/2 

In view of (2.22), the expression (6.9) is equal to the right hand side of (6.6). 
On the other hand, the validity of (6.6) for all /, m, n, k, v, K implies (2.20) with 
q = µ 2 for all N, n, m and all b = µ - 2j with j e tN. Thus our promises are ful
filled. 

NOTE ADDED IN PROOF. The results announced in [19] are now fully described 
in the preprint "Representations of the quantum group SUq(2) and the little 
q-Jacobi polynomials" by the same five authors. Lemma 2.1 was earlier given 
in J. Cigler, Monatsh. Math. 88, 87-105 (1979), Satz 1, and in Ph. Feinsilver, 
Rocky Mountain J. Math. 12, 171-183 (1982), p. 177. 
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